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Fragmented monopole crystal, dimer entropy, and Coulomb interactions in Dy2Ir2O7
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Neutron scattering, specific-heat, and magnetization measurements on both powders and single crystals reveal
that Dy2Ir2O7 realizes the fragmented monopole crystal state in which antiferromagnetic order and a Coulomb
phase spin liquid coinhabit. The measured residual entropy is that of a hard-core dimer liquid, as predicted.
Inclusion of Coulomb interactions allows for a quantitative description of both the thermodynamic data and the
magnetization dynamics, with the energy scale given by deconfined defects in the emergent ionic crystal. Our
data reveal low-energy excitations, as well as a large distribution of energy barriers down to low temperatures,
while the magnetic response to an applied field suggests that domain wall pinning is important, results that call
for further theoretical modeling.
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The fractionalization of microscopic elements into collec-
tive objects of reduced dimension has been a key concept in
condensed matter for several decades [1]. In three dimensions
the emergence, in frustrated pyrochlore magnets, of effec-
tive fields with U (1) symmetry [2] provides an important,
geometrically driven, and experimentally relevant source of
fractionalization [3]. In particular, in spin ice materials [4]
and models [5,6], the associated topological charge, dressed
by real magnetic flux, provides the magnetic monopole ex-
citations [6,7] which have been much studied over the last
decade. In this case, the magnetic moment configurations
follow closely the emergent field theoretic picture and appear
to fragment into two orthogonal fluids via a Helmholtz de-
composition [8]. The two components act independently and
in the right conditions can even order independently, giving
the possibility of a monopole charge crystal [8–11], an anti-
ferromagnetically ordered phase [12–15] which coexists with
a ferromagnetically correlated Coulomb phase [16].

Pyrochlore iridates R2Ir2O7, where the rare earth R and
iridium form interpenetrating pyrochlore structures, are ideal
materials to generate such physics on the magnetic rare-earth
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sublattice. In these compounds, the Ir4+ sublattice orders
magnetically into an “all-in–all-out” configuration (AIAO),
with spins oriented along the local 〈111〉 directions [17–20],
at temperatures between 30 and 150 K [21] (Pr2Ir2O7 being
an exception). As the R-R interactions are generally in the
degrees Kelvin range, a good starting approximation is to treat
this order as a staggered magnetic field which favors the same
AIAO configurations for the rare-earth spins [17,19]. Within
the monopole picture, this corresponds to a staggered chemi-
cal potential [11] which reduces the point group symmetry of
the monopole sites and opens the door to the stabilization of
the fragmented monopole crystal phase when R-R interactions
are ferromagnetic.

In this Rapid Communication, we show that Dy2Ir2O7

realizes such a fragmented monopole crystal state at tem-
peratures below around 1 K. We show that half the total
moment of the Dy3+ ions is devoted to each of the mag-
netic sectors while specific-heat measurements expose the
predicted residual entropy, which is that of a hard-core dimer
fluid on the diamond lattice [8,22,23]. We model the results,
including Coulomb interactions between monopoles [6], find-
ing good qualitative agreement with experiment, with our
analysis highlighting the role of long-range interactions for
both static and dynamic measurements. However, our analysis
also reveals the existence of low- and high-energy excitations
that are not accounted for by simple models. Our results
are compatible with previous experiments on Ho2Ir2O7 [12],
but go considerably beyond them in presenting quantitative
measures of both the Coulomb phase and the magnetic, ionic
crystal.
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FIG. 1. FC magnetization M/H vs temperature for the powder
sample (H = 100 Oe) and a single crystal (H = 1000 Oe applied in
an arbitrary direction) on a semilogarithmic scale. Inset: Zoom in the
ZFC-FC magnetization of the powder sample (H = 100 Oe).

Both polycrystalline and small single-crystal (∼0.01 mm3)
samples were used [24]. Polycrystalline samples were charac-
terized by neutron diffraction on the G4.1 (LLB) diffractome-
ter down to 70 mK, and by inelastic neutron scattering down to
1.6 K on IN4 and IN6 (ILL) [24,25]. The latter measurements
allowed us to refine the Dy3+ crystal electric field, giving
an Ising ground-state doublet with a magnetic moment m =
9.85μB [24]. Magnetization measurements were performed
down to 2 K on a Quantum Design (QD) magnetic property
measurement system (MPMS) and a QD superconducting
quantum interference device vibrating sample magnetometer
(SQUID VSM), and between 90 mK and 4 K on purpose-built
SQUID magnetometers equipped with a miniature dilution
refrigerator [26]. Specific-heat measurements were performed
between 0.4 and 20 K with a 3He QD physical property mea-
surement system (PPMS) on the same single crystal (of mass
0.27 mg) as the QD SQUID VSM measurements. The specific
heat of a pellet of Eu2Ir2O7 powder was measured as a ref-
erence nonmagnetic rare earth. For the very low-temperature
SQUID measurements, several single crystals were coaligned.

As in other pyrochlore iridates [21], the iridium AIAO
ordering manifests through a small irreversibility in the zero
field cooled–field cooled (ZFC-FC) magnetization of the pow-
der sample, below about 125 K (see Fig. 1), a slightly smaller
temperature than the 134 K reported in Ref. [21]. The irre-
versibility is very small compared to this earlier study while
no irreversibility could be detected for single crystals. The
ZFC-FC irreversibility has been proposed to be due to struc-
tural defects and domain walls, which modify the iridium
molecular field felt by the rare-earth ions, resulting in the en-
hancement of their polarization with decreasing temperature
[19,27,28]. This scenario would suggest that our samples are
cleaner than those used in previous reports.

Magnetic Bragg peaks appear in powder neutron diffrac-
tion measurements below about 100 K [see Fig. 2(a)].
FULLPROF refinements [29] with a k = 0 propagation vector
give an AIAO magnetic structure [19,20,30] [shown in the
inset of Fig. 2(b)] for both the Dy and Ir ions. The low-
temperature iridium ordered moment is found to be constant

FIG. 2. (a) Diffractograms at T = 1.5 (blue) and 200 K (red),
and difference between 1.5 and 200 K (green). The black line is
the refinement obtained at 1.5 K. Inset: Zoom of the difference,
corrected from the paramagnetic scattering (green). The black line
is the powder average magnetic scattering function from Monte
Carlo calculations in the nearest-neighbor spin ice (NNSI) model for
T/Jeff = 0.05 with hloc/Jeff = 4.5. (b) Refined Dy3+ ordered mag-
netic moment vs temperature between 80 K and 60 mK. Lines are
the calculated ordered moment in the NNSI model for Jeff = 1.1 K
and hloc/Jeff= 4.5 (red) and in the dumbbell model for μ = −4.40 K
and � = 4.95 K (blue). Inset: AIAO configuration on two tetrahedra.

in the analysis range (T < 80 K) and equal to mIr = 0.34 ±
0.14μB. The temperature dependence of the ordered moment
per Dy3+ ion mDy between 10 and 80 K [Fig. 2(b)] is char-
acteristic of field-induced order [19]. At lower temperature,
Dy-Dy interactions favor a spin ice state, which competes
with this field-induced state, leading to a saturation of mDy

below T = 1.5 K to the value of 5 ± 0.1μB, that is, to half of
the total moment, as expected in the fragmentation scenario.
Some diffuse magnetic signal persists down to the lowest
temperature [see the inset of Fig. 2(a)]. These measurements
thus provide two essential fingerprints for the stabilization
of a fragmented crystal state in Dy2Ir2O7: AIAO ordering
accounting for half of the magnetic moment coexisting with
a correlated spin-liquid phase.

As the local field lowers the symmetry of the monopole
sites to that of the zinc-blende structure [31], a thermal phase
transition is not required and none is observed in specific-heat
measurements [see Fig. 3(a)]. However, as one enters fully
into the fragmented phase a broad peak is observed, with
a maximum at about T = 1.4 K. This is reminiscent of the
signal observed in classical spin ice [32] but is even broader,
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FIG. 3. (a) Cmag vs T . The experiment (black dots) is com-
pared to the NNSI (red circles, hloc/Jeff = 4.5 and Jeff = 1.1 K)
and the dumbbell (blue squares, μ = −4.40 K and � = 4.95 K)
models. Specific-heat data of Eu2Ir2O7 with nonmagnetic Eu were
subtracted from the original data to extract the Dy magnetic con-
tribution [24]. (b) Entropy obtained from the integration of the
above curves (semilogarithmic scale). R ln(2) corresponds to the full
spin entropy, R[ln(2) − 1/2 ln(1.3)] to the fragmented entropy, and
R[ln(2) − 1/2 ln(3/2)] to the Pauling entropy of ice.

spreading out to a much higher temperature, reflecting the
energy scale of the local field.

Our low-temperature results differ from previous studies,
which report a broad maximum at about 5 K in the suscepti-
bility [33] or a sharp peak in the specific heat at 1.2 K [34].
Nevertheless, our measurements performed on both a powder
and single crystals synthesized in different laboratories are
consistent with each other. In addition, most of our observa-
tions can be accounted for by the model developed below.

We model the magnetic Dy-Ir interaction by a temperature-
independent mean-field term. This is most easily considered
using the nearest-neighbor spin ice model (NNSI) [12],

H = Jeff

∑
〈i, j〉

σiσ j − hloc

∑
i

σi, (1)

where Jeff is an effective, ferromagnetic nearest-neighbor
coupling, σi = 1 (−1) is a reduced spin variable pointing
in (out) of an up tetrahedron [35], and hloc is a staggered
magnetic field coming from the iridium ions. However, the
monopole approximation for spin ice, including long-range
interactions, is captured by the dumbbell model [6,36,37].
Here, magnetic charge Qi sits at the vertices i of the diamond
lattice, dual to the pyrochlore lattice, and the spin Hamiltonian

is replaced by

Hdb = u

2

∑
i �= j

(
a

ri j

)
n̂in̂ j − μ

∑
i

n̂2
i − �

∑
i=1,N0

(−1)in̂i, (2)

where n̂i = Qi/Q = 0,±1,±2 is a site occupation variable,
Q = 2m/a the monopole charge, u = μ0Q2

4πa = 2.82 K the
Coulomb energy scale, μ < 0 the chemical potential, and N0

the number of tetrahedra [11]. The staggered chemical poten-
tial � replaces hloc giving an energy difference for monopole
creation on the two sublattices of the diamond lattice [8]. Note
that, although the field acts on a dipole and chemical potential
on a monopole, when reduced to units of energy they are
equal, hloc = � [11].

We have fitted the experimental results for the Dy or-
dered moment with data from the NNSI, with Jeff = 1.1 ±
0.1 K and hloc = 4.95 ± 0.25 K. For the dumbbell model,
parameters were chosen to simultaneously reproduce both
the magnetization and the specific heat, giving μ = −4.40 ±
0.10 K and � = 4.95 ± 0.15 K [see Figs. 2(b) and 3(a)]. The
values of Jeff and μ are close to the estimates for Dy2Ti2O7

[38]. The hloc/Jeff ratio is the same as for Ho2Ir2O7 and
these values place Dy2Ir2O7 deep in the predicted fragmented
crystal phase at low temperature [11,12].

The NNSI model fits the temperature dependence of mDy

quite accurately but in doing so gives a poor representation of
the specific heat [see Fig. 3(a)], as was the case for Dy2Ti2O7

[38]. Introducing long-range interactions, the dumbbell model
reproduces both mDy and the specific-heat peak height and
position, although the agreement is less convincing in the
wings at high and low temperature. Above 4 K the model
specific heat remains considerably higher than that of the ex-
periment, indicating that correlations exist out to even higher
temperatures. More surprisingly, while the model specific heat
drops exponentially at small temperature, the experimental
data appear to fall more slowly, retaining entropy down to
lower temperatures. This indicates that low-energy excitations
are present, which are not accounted for theoretically. These
may originate from corrections to the dumbbell model which
lift the degeneracy of the Coulomb phase, to structural defects,
or to low-energy excitations in the iridium sector that are not
accounted for.

In the monopole crystal phase it is predicted that the closed
loops of virtual spin flips should induce a residual entropy
equal to that of an ensemble of hard-core dimers on a di-
amond lattice, S ≈ 1

2 ln(1.3) = 0.131 per spin [8,22,23] and
the models have this ground-state entropy built into them. This
is confirmed in Fig. 3(b) where we show the entropy recovered
through integrating C

T for both experiment and simulation.
Experimentally, despite the apparent quantitative difference
with the models we also recover this residual entropy to an
excellent approximation.

The dynamics of the fragmented state can be probed with
magnetization and ac susceptibility measurements. A freezing
is observed when the system enters the fragmented crystal
state, which manifests as a separation at T = 1.4 K between
the ZFC and FC magnetizations measured when cooling from
4 K (see Fig. 4). Although the shape of the curve is slightly
different for powders and single crystals, the ratio MZFC/MFC

is the same in both cases and reaches about 0.2 at 80 mK
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FIG. 4. ZFC-FC dc susceptibility (black points, H = 50 Oe) and
ac susceptibility, χ ′ and χ ′′ (colored symbols, frequencies f between
0.0057 and 211 Hz, Hac = 1 Oe) vs temperature for the powder
sample. Data were corrected for demagnetization effects with a de-
magnetization factor N = 0.1 cgs. Inset: Relaxation time τ = 1/2π f
vs 1/T , obtained from the maximum of χ ′′ vs f measurements at
fixed temperature [24]. The red line is a fit to the Arrhenius law
τ = τ0 exp (E/T ) with τ0 = 9.4 × 10−6 s and E = 3.6 K.

[24]. The ZFC magnetization remains finite down to 80 mK,
contrary to Dy2Ti2O7, where it falls to zero below 300 mK
[39]. This indicates that additional degrees of freedom exist
that help magnetization to relax, consistently with our obser-
vations for the specific heat.

The ac susceptibility, shown in Fig. 4 exhibits a frequency
dependence that can be accurately described by a thermally
activated process, above an energy barrier E = 3.6 K. This
dynamics can be understood through the propagation of mag-
netically charged, deconfined defects in the monopole crystal
[22]. In the dumbbell model, the lowest-energy excitation is a
double monopole with energy [24]

Edb = −(3μ + �) − uα, α = 1.638, (3)

which gives Edb = 3.63 K, in remarkable agreement with
experiment. However, a word of caution is required; the prop-
agation of the excitation, through a single spin flip, creates
a hole of energy E ′

db = μ + � + uα = 5.2 K. In order to
avoid this higher-energy scale the dynamics would have to
involve double spin flips [3,22,24]. The NNSI model under-
estimates these energies, giving ENNSI = 1.65 and 2.75 K,
respectively [12], illustrating the importance of the Coulomb
interaction between the magnetic charges. A Cole-Cole analy-
sis of the ac susceptibility data shows that a large distribution
of timescales exists, which broadens as the temperature de-
creases [24,40,41]. Just as for spin ice, this is compatible with
quasiparticle hopping via a range of microscopic timescales
[42–44].

The phase diagram of the fragmented crystal, as a function
of applied magnetic field H, is expected to be rich [8,12,24].
The magnetic field couples independently to the two frag-
mentation sectors, remarkably providing a staggered chemical
potential for the monopoles [6,11] in competition with the
staggered internal field. As a consequence, a field placed

FIG. 5. Magnetization vs field at T = 100 mK for the pow-
der sample and the single crystal (H ‖ [110] and [111]) measured
starting from a ZFC state, except for the [111] direction where
measurements were made from saturation in a negative field. Inset:
Zoom in the hysteresis loop for the powder and H ‖ [111]. Curves
have been symmetrized.

along the [111] (forward) and −[111] (reverse) directions is
inequivalent, working with or against the internal field. In the
forward direction the monopole configuration is unchanged
by the field so that the magnetization should saturate via a
Kasteleyn transition [8,45] at low field. For T = 0.1 K the
saturation field is only 6 mT [24]. In the reverse direction
the field generates a reduced effective �, forcing the system
back into the spin ice phase above a first threshold and into
a monopole crystal going against the staggered field above a
second threshold. This reorganization leads to three magne-
tization plateaus [12] and, for long-range interactions further
phase transitions [11]. We predict a first plateau with M =
m/6 for low field, jumping to a second at m/3 for μ0H ≈
1.3 T, and to a third at saturation, for μ0H ≈ 3.2 T [24].

The availability of single crystals allows us to test these
predictions. Data for fields placed along the [111] and [110]
directions, together with measurements from powder samples,
are shown in Fig. 5. The saturated magnetization per Dy ap-
proaches the expected values, M[111],pwd = m/2 and M[110] =
m/

√
6 [46] for fields above 3 T. The predicted magnetization

plateaus are not observed, although the initial slope is steep,
and in the powder data a change of slope is observed at around
1.5 T, corresponding to the center of the second plateau.

An explanation for the absence of plateaus could be the
presence of a partially frozen mosaic of “AIAO/AOAI” irid-
ium domains (as observed in Nd2Ir2O7 [47]) which drive
domains of monopole crystal order. In this case, the two kinds
of domains would see the applied field as a forward or a
reverse field. If completely frozen, the reverse domains would
dominate the field response, resulting in the observation of
plateaus for arbitrary magnetization values. Partial reorgani-
zation of the domain structure would result in a field-induced
evolution of the fraction of the sample following the for-
ward response scenario, masking the plateaus of the reverse

032073-4



FRAGMENTED MONOPOLE CRYSTAL, DIMER ENTROPY … PHYSICAL REVIEW RESEARCH 2, 032073(R) (2020)

response. Such a mixed response would terminate for fields
around the upper threshold of 3.2 T, which is consistent with
the experimental results.

We observe a narrow hysteresis on field sweeping (see the
inset of Fig. 5) which is consistent with the partial pinning of
domains. It is accompanied in single crystals by small magne-
tization “avalanches,” driven by self-heating as for Dy2Ti2O7

[48,49], although the effect is less dramatic here, possibly due
to the large thermal conductivity of the iridates or to addi-
tional relaxation channels offered by corrections to the simple
models. The pinning appears stronger in the powder, where
the remanence of the plateau is observed, which is consistent
with our results at the iridium transition—see Fig. 1.

In conclusion, Dy2Ir2O7 stabilizes the fragmented
monopole crystal state. Our analysis shows that both static
and dynamic properties within this phase are governed by
long-range interactions, captured in a first approximation by

the monopole picture of spin ice. However, our measurements
show evidence of low-energy excitations which are not
generated by the model. Magnetization curves measured
on single crystals do not show evidence of predicted
magnetization plateaus, or of the reduced point group
symmetry of the monopole crystal. This suggests that the
role of the iridium has to be examined further, both at the
microscopic level and in terms of its domain structure and
dynamics.
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