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To help address pressing problems with information overload, researchers have

developed personal agents to provide assistance to users in navigating the Web.

To provide suggestions, such agents rely on user profiles representing interests

and preferences,which makes acquiring and modeling interest categories a critical

component in their design.Existing profiling approaches have only partially tackled

the characteristics that distinguish user profiling from related tasks. The authors’

technique generates readable user profiles that accurately capture interests,

starting from observations of user behavior on the Web.

In the past decade, personal agents
have emerged as an alternative for
helping users cope with the increasing

amount of information available on the
Web. To provide personalized advice,
these agents rely on knowledge about
users contained in user profiles, such as
models of user preferences and interests
that agents employ to assist user activi-
ties. Profiling approaches have tradition-
ally been concerned with obtaining
predictive models that let agents decide
the relevance of unseen pieces of infor-
mation, but they’ve paid little attention to
the assessment of explicit, readable
descriptions of interests that users and
other agents can interpret.

Researchers have frequently viewed
acquiring and modeling user interests as
a text classification problem.1,2 In this
context, users engage in a supervised
learning process that generates user pro-
files that depend on the representational

formalisms provided by learning algo-
rithms (for example, a decision tree).
Even though such predictive models
directly support agent decisions and offer
clear and unambiguous semantics of
their output formats, user profiles act as
black boxes. That is, the profile’s internal
structure is obscure to nonexpert users
because it’s too complex to be under-
stood without explanation.

Recently, some have proposed
ontology-based user profiling approach-
es that use ontologies to represent user
interests.3,4 Such approaches promise to
close the semantic gap between those
that have used low-level features extract-
ed from documents (words) and the more
abstract, conceptual view users might
have of their interests. In spite of this
advantage, ontological commitment for
user profiling has several pitfalls. First,
dealing with the high number of con-
cepts most general-purpose ontologies



embrace could become rather expensive for mod-
eling a single user profile. Second, although
ontologies often mirror the shared knowledge of
either a particular community or a mass of users,
they fail to capture specific concepts that individ-
ual users might find interesting and thus don’t
capture the kind of documents users like to read. 

To be truly useful, profiles should not only
precisely describe users’ specific interests but also
provide a readable description of such interests
so that users can explore their profiles and veri-
fy their correctness. Indeed, some have argued
that the lack of transparency in recommender
systems could result in a loss of trustworthiness.5

Moreover, because user profiles are a starting
point for creating user communities based on
shared interests, meaningful profiles help users
to more easily search the profiles of other users
with common interests. 

We propose a user profiling technique that’s
designed to support incremental learning and
adaptation of user profiles in personal agents
assisting users on the Web. The technique is built
on the Web Document Conceptual Clustering
algorithm that lets agents acquire profiles without
an a priori knowledge of user interest categories,6

so that the learning process is completely unsu-
pervised. Furthermore, this algorithm belongs to
the conceptual clustering paradigm, which
includes clustering and characterization — that
is, the formation of intentional concept descrip-
tions for extensionally defined clusters. The use
of conceptual clustering results in both fine-
grained and readable descriptions of interests for
user profiling.

Learning User Profiles 
The first step in specifying a user-profiling tech-
nique for Web agents is to determine what knowl-
edge profiles should model about users. Users
could have diverse information interests related
to, for example, their hobbies (sports), or their
work (programming), which would be modeled
into separate categories. In addition to modeling
multiple interests in several domains, profiles
must model the different abstraction levels of
such interests. Thus, a natural way to organize
interests is through a hierarchy, in which cate-
gories at the top level represent broad interests
and those at the bottom level represent particu-
lar aspects of them.

A hierarchical organization of user interests not
only enhances user profile semantics (as it is much

closer to the human conception of a set of inter-
ests), but also lets agents have a temporal view of
such interests. That is, even when some interests
are expected to change over time, users frequent-
ly show a certain persistence of others. Therefore,
interests at the top levels are seen as long-term
interests, whereas those at the bottom levels are
short-term. 

We consider agents that determine user inter-
ests by identifying the different types of Web pages
users generally visit. To build a hierarchy, the algo-
rithm must gather, identify, and organize user
experiences. 

Representing User Interest Experiences
A user experience encapsulates both specific and
contextual knowledge that describes a particular
situation denoting a user’s interest in a Web page.

Experiences can be divided into three main parts:
the description of the Web page content, the
description of the situation during which it was
captured, and the outcome of applying this expe-
rience to personalization.

To represent page content, the algorithm trans-
forms pages into feature vectors in a space in
which each dimension corresponds to a distinct
term associated with a weight indicating its impor-
tance. The resulting representation is, therefore,
equivalent to an n-dimensional vector

dj = �(t1, w1), …, (tn, wn,)��

in which wi represents the weight of the term ti in
the document dj. Before obtaining a document rep-
resentation, the algorithm removes noninforma-
tive words using a standard stop-word list; the
remaining terms are stemmed using the Porter
stemming algorithm.7 This is a process of linguis-
tic normalization in which the variant forms of a
word are reduced to one common form.

An experience also describes the contextual
information of the situation in which it was cap-
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A user experience encapsulates
both specific and contextual
knowledge denoting a user’s
interest in a Web page.



tured, including the URL, date and time the expe-
rience was registered, and level of interest the
user showed in the page, according to an agent
criterion. The interest level is estimated using
either explicit or implicit feedback. In the first
case, the user gives an explicit evaluation of each
visited Web page, whereas in the second case, the
agent observes several implicit interest indicators
(such as the time consumed in reading and the
amount of scrolling) without disturbing users’
normal behavior. This interest level serves as an
initial degree of confidence in the experience that
agents gather through feedback mechanisms.  For
example, if the user spent time reading an article
about politics, it is considered a valuable experi-

ence or an example of the user’s interests.
Finally, an experience also registers user feed-

back about actions taken based on the knowledge it
provides. Basically, experiences register the num-
ber of successes and failures an agent had when
making decisions using them. This information lets
agents increase or decrease their confidence in col-
lected experiences to decide about future actions
or, eventually, determine when an experience is no
longer valid and can be forgotten.

Identifying User Interest Categories
Agents obtain experiences by extracting feature
vectors from Web pages and incrementally pre-
senting them to the clustering algorithm, which
forms hierarchies of concepts or categories rep-
resenting user interests. These hierarchies are
classification trees, in which internal nodes rep-
resent concepts and leaf nodes represent experi-
ence clusters. A hierarchy root corresponds to the
most general category within the user interests,
which includes all experiences the algorithm has
seen, whereas inner concepts become increas-
ingly specific as they’re placed lower in the hier-
archy, covering only subsets of experiences by
themselves. In turn, terminal concepts are those
with no further child concepts. 

As mentioned earlier, the clustering algorithm
performs conceptual clustering; given a sequen-
tial presentation of experiences and their associ-
ated descriptions, the algorithm’s task is to find
clusters that group these experiences into con-
cepts or categories, describe each concept, and
organize them hierarchically.8 A hierarchy of user
interests will thus be constituted by an arbitrary
number of concepts, denoted by C = {c1, c2, …,
cm}, that the algorithm gradually discovers as
new experiences become available. The algorithm
automatically assigns a text-like description to
concepts given by a set of terms, ci = �(t1, w1), …,
(tp, wp,)�, which are weighted according to their
importance in the concept summarization. Thus, a
category is any set of experiences, whereas a con-
cept is a category’s internal representation.

Leaves in the hierarchy correspond to clusters
of experiences belonging to all ancestor con-
cepts. Intuitively, clusters correspond to groups
of experiences whose members are more similar
to each other than to members of other clusters
— that is, clusters group highly similar experi-
ences seen by the algorithm. In general terms, a
set of ni experiences, belonging to a concept ci

and denoted by Di = {d1, d2, …, dni}, is organized
into a collection of k clusters, Sji = {s1i, s2i, …,
ski}, containing elements of Di such that sli � spi

= �, �l�p.
User interest hierarchies must be built from

scratch. As soon as new experiences appear, the
algorithm clusters them by similarities in the pro-
file to identify categories. Then, it automatically
gleans a category description by observing the fea-
tures that experiences in the category have in
common, as well as the ones a novel Web page
should have to belong to this category.

At any given moment, a hierarchy could con-
sist of just a single concept representing the root
category or several concepts in one or more hier-
archical levels. Given a hierarchy containing at
least the root category, the algorithm sorts new
experiences by recursively assigning them to the
best child category at each level. To determine
whether to assign an experience to a given con-
cept in the hierarchy, concept descriptions act as
classifiers for categories. 

A classifier is a function Fi : dj � [0, 1] that,
given an experience dj, returns a number that
represents the evidence for the fact that dj should
be classified under the category ci. This function
also has a classification threshold � such that
Fi(dj) � � is interpreted as a decision to classify dj

58 JULY • AUGUST 2005 www.computer.org/internet/ IEEE INTERNET COMPUTING

Web User Agents

To determine whether to assign an
experience to a given concept in the
hierarchy, concept descriptions act
as classifiers for categories.



under ci, whereas Fi(dj) 	 � is interpreted as a deci-
sion not to classify dj under ci. Although several
types of classifiers are potentially applicable to
this problem, linear classifiers show many inter-
esting properties. This family of text-learning
algorithms examines training examples a finite
number of times to construct a prototype exam-
ple, which the algorithm later compares with the
examples that will be classified in the category.
These classifiers are efficient because classifica-
tion is linear on the number of terms and cate-
gories, and easy to interpret because terms with
higher weights are better descriptors than those
with lower weights. The clustering algorithm
obtains a Web page’s weight for a given category
by computing the page vector’s closeness to the
weighted vector constituting the classifier by
using the cosine similarity measure:

, (1)

where vi and vj are the respective vectors, wik and
wjk the weights of the word k in each vector, and r
the number of different words.

Once an experience has reached a given con-
cept in the hierarchy, either because it’s a termi-
nal concept or because it can’t be distilled into a
smaller category, the algorithm clusters it
according to its similarity with past experiences
belonging to the category. Thus, the experience
is placed in the most similar cluster in the con-
cept it belongs to. To predict in which cluster the
experience will be placed, the algorithm deter-
mines the closest centroid, using Equation 1 to
compare the new instance with all existing clus-
ter centroids. If an experience isn’t close enough
to any cluster given a predefined similarity
threshold, the algorithm creates a new singleton
cluster to contain it.

Inferring a User Interest Hierarchy
The hierarchical concept formation process
involves the gradual creation of concepts sum-
marizing experiences within clusters and is dri-
ven by the notion of cohesiveness. A loss of
cohesiveness indicates that potentially new sub-
categories exist within more general ones. The
algorithm creates a new concept each time it pre-
sumes the existence of multiple categories inside

a cluster. In such cases, we can assume that by
subtracting the set of features that most experi-
ences in the cluster share to describe a general
category, we can obtain a new partitioning of
experiences, and the hierarchy gains an addi-
tional level of specificity.

Every time a new experience is inserted, caus-
ing the cluster to update, the algorithm evaluates
the experience’s cohesiveness to determine whether
a new concept can be defined in the hierarchy to
summarize these experiences. A cluster’s cohesive-
ness refers to how well individual instances
match the prototypical description given by the
centroid of the cluster to which the instances are
assigned. The algorithm computes this using the

average pairwise similarity of experiences in the
cluster, as follows:

, (2)

where psr is the centroid of the cluster sr . Mathe-
matically, the average pairwise similarity between
all instances in the cluster, including self-
similarity, is equivalent to the length of the cen-
troid vector. This equivalence lets the clustering
algorithm evaluate cohesiveness without repro-
cessing all instances. If the cohesiveness value is
higher than a given threshold, the algorithm cre-
ates a new concept; otherwise no updating in the
hierarchy occurs.

When the creation of a new concept occurs,
the algorithm applies a feature-selection method
to experiences in the cluster to identify the fea-
tures that best describe the experiences. The fea-
ture-selection method individually computes a
weight for each feature, and then orders them
according to their assigned weights. Next, this
method uses a predefined feature-selection
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The algorithm creates a new
concept each time it presumes the
existence of multiple categories
inside a cluster.



threshold that defines the weight required for a
feature to be selected. A simple, effective way to
weigh features is using the average frequency of
occurrence that can be directly extracted from
the centroid vectors. Because we can base an
accurate classification on a few features,9 such
as those with better discriminant power in a
given category, we perform an aggressive selec-
tion of terms to obtain those most representative
for each category.

After feature selection, we use a supervised

learning algorithm to learn a classifier or con-
cept describing the new category. For this pur-
pose, we applied an instantiation of the Rocchio
algorithm, which is frequently used in informa-
tion-retrieval approaches for user profiling (see
the Related Work in Profiling Approaches side-
bar on p. 62) with the parameters fixed to � = 1
and 
 = 0, yielding

as a prototype for each concept ci � C. Hence, a
classifier for a new concept ci is the average or
centroid of all experiences belonging to this cate-
gory as preceded by local feature selection. Final-
ly, the algorithm added the new concept to the
hierarchy and applies several operators to refine
the hierarchical structure, including the merging,
splitting, and promotion of concepts. 

PersonalSearcher
We applied the user profiling technique we’ve been
describing in developing the PersonalSearcher
agent,10 which assists users in finding interesting
documents on the Web. This agent performs a par-
allel search in the most popular search engines and
filters the resultant list of pages according to pro-
files it builds based on its observations of the users’
Web browsing habits.

For each article read in a standard browser,
PersonalSearcher observes a set of indicators to
estimate how much interest a user has in a given
Web page (time spent reading the page, how much
they scroll, and whether they bookmarked the
page). Using these indicators, PersonalSearcher
agents obtain pages relevant to users without dis-
tracting them from regular activities. The cluster-
ing algorithm takes as input pages considered
interesting to the user. The algorithm’s output cor-
responds to a user interest hierarchy.

Users interact with their PersonalSearchers by
expressing their information needs with keywords.
The agent then posts these queries to the most
popular search engines, receiving documents that
cover a wide portion of the Web. PersonalSearcher
determines the convenience of suggesting a Web
page to the user by computing its relevance in
relation to the user interest hierarchy. Person-
alSearcher lets users customize how much assis-
tance they want by adjusting the level of rele-
vance of the expected suggestions from the
graphical user interface. Once PersonalSearcher
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Figure 1. PersonalSearcher assistance. (a) The PersonalSearcher uses
a user interest hierarchy to (b) filter search results for user queries
and (c) suggest Web pages matching the user interests.

(a)

(b)

(c)



has presented some suggestions, it again observes
the user’s behavior to adapt the profile according
to approval to its suggestions.

To illustrate PersonalSearcher behavior (Figure
1), let us suppose a user possesses several reading
experiences in Visual Basic and Java languages,
along with some about soccer and motor sports.
Figure 1a shows the profile. The user profile
reveals that PersonalSearcher can discover mean-
ingful topics starting in pages, distinguishing the
different subtopics of user interests and describing
them accordingly.

If this user performs a Web search using the
keywords “programming languages,” the list of
resulting pages could include pages about several
aspects of programming, ranging from theoretical
studies to diverse languages (Figure 1b). However,
based on the knowledge of user interests, Personal-
Searcher suggests pages mostly related to Visual
Basic. Figure 1c shows some suggestions, along
with an indication of their expected relevance. The
agent discarded pages about other languages
because, according to the user  profile, it consid-
ered them uninteresting. 

In addition to enhancing Web search by
accounting for user interests, PersonalSearcher’s
3D visualizations can help interactively filter the
suggested pages, letting users find more relevant
pages quicker than with traditional scrolled lists.
In a 3D space, users can utilize different colors
and shapes to support the visual cross-referenc-
ing of conceptual or topical information with
other data or search properties (Figure 2). Accord-
ing to the 3D axis assignments and the composi-
tion of 3D objects, two kinds of visualizations are
possible. The first, illustrated in Figure 2a, asso-
ciates x and y axes with query keywords and the
z axis with the whole profile. This view aims to
help users understand how query keywords relate
to their interests for further query refinements.
The 3D objects group suggested pages containing
both or one of the keywords in x and y axes; their
volume is given by the amount of suggestions.
The shift of objects over the z axis indicates its
closeness to the user profile. The second visual-
ization associates axes with categories in the pro-
file and 3D objects with suggested pages in such
categories (Figure 2b). The objects’ positions in
the space is based on their relationship with the
categories in the axes. As a result, users can eas-
ily understand the semantic relationships of cat-
egories in the axes with categories represented by
3D objects.

Experimental results
To evaluate PersonalSearcher’s performance and
our technique’s ability to determine user interests,

IEEE INTERNET COMPUTING www.computer.org/internet/ JULY • AUGUST 2005 61

User Profiling

Figure 2. PersonalSearcher results. (a) An example of visualizing
suggestions by query keywords, in this case, programming
language. (b) An example of visualizing suggestions by interest
categories. Users can choose between several shapes  (such as the
circles and cylinders shown) and colors to quickly recognize objects
and inspect their content (a transparent box encloses an object
when it has been selected for examining its information).

Query: programming language

Query: programming language

Language Language Programming and language

Programming OR language

Programming

Programming

Programming and NOT language
User profile

Visual, basic, data, and so on

Visual, basic, data,
and so on

Code

Code

Java

Java

(a)
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we performed two different experiments. First, we
analyzed how the profiles’ content becomes
refined over time, improving agent precision. Sec-
ond, we analyzed the PersonalSearcher’s behavior
as user interests change over time.

Profile Evolution  
We tested PersonalSearcher with 10 users and eval-
uated its performance based on relevance feed-
back. Because the agent’s goal is to suggest rele-
vant Web pages, a measure of its effectiveness is
the proportion of pages relevant to a user out of
all suggested ones. For this experiment, each user
interacted with an instance of PersonalSearcher to
get relevant information, asking the agent for
advice at regular periods. Figure 3 shows the

experiment’s results. Each time the agent suggest-
ed Web pages according to the inferred profiles,
users provided feedback regarding the suggested
pages. Figure 3a plots PersonalSearcher’s perfor-
mance over time, showing the average proportion
of Web pages that received positive and negative
feedback for each assistance session. We calculat-
ed these averages with the user feedback provided
each time agents assisted them. To make results
comparable, each user asked an agent for assis-
tance after reading 10 pages. The results of this
experiment show that PersonalSearcher sugges-
tions and user interests tend to be alike, because
the percentage of pages with positive feedback
grows, while the percentage of pages with nega-
tive feedback decreases. 
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Related Work in Profiling Approaches

The user-profiling approaches on which
personal information agents are

based are typically drawn from the infor-
mation-retrieval (IR) and machine learning
(ML) fields. Both communities have
explored the potential of established algo-
rithms for user modeling purposes.1,2

However, current user profiling approach-
es using these algorithms have several
shortcomings.

Information Retrieval 
In profiling approaches based on IR tech-
niques, both documents and user inter-
ests are represented as vectors of weight-
ed terms according to the vector-space
model.3 User interests are, therefore, rep-
resented by either a single vector
embracing all interests or, more frequent-
ly, multiple vectors representing interests
in several domains.The effectiveness of
profiles in this approach depends on vec-
tors’ degree of generalization. We can
achieve fine-grained profiles by increasing
the number of vectors, whereas we can
obtain coarse-grained profiles by repre-
senting interests with a small number of
vectors. In the first case, profiles’ effec-
tiveness can be high, as can be their com-
plexity, whereas in the second case, their
effectiveness is limited because several
interests coexist in the same vector. No
attempt is made in these approaches to

generalize the information available in a
vector space.

Machine Learning
In profiling approaches based on ML tech-
niques, learning algorithms acquire user
profiles by running through examples and
producing results that are not explicitly
represented but rather hidden in their own
formalisms. Several ML algorithms have
been applied to user profiling in agents,
such as Syskill&Webert.4 Besides acting as
black boxes for users, further weaknesses
of these approaches include the computa-
tional complexity arising from the number
of features and the problem of coping with
dynamic interests. In most agents, adapta-
tion has been almost exclusively limited to
incorporating new information. Further-
more, most learning algorithms need sev-
eral examples to build an accurate model,
but generally profiles have to yield results
from a few examples, and are sometimes
based on positive evidence only.

Ontology-based Profiling
In ontology-based approaches, a profile is
essentially the reference ontology whose
concepts have weights that indicate the
perceived user interest in each of them.
Examples of this approach are Ontology
Based Informing Web Agent Navigation (OBI-
WAN)5 and Quickstep.6 In heterogeneous

domains such as the Web, the extent to
which an ontology (such as Yahoo!) can rep-
resent a given user’s interests is limited
because an ontology can hardly embrace
the specific interests of a large user pop-
ulation. Moreover, the number of con-
cepts in the reference ontology an agent
has to deal with increases the complexi-
ty of user profiling.
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Adaptation to Changing User Interests
To evaluate profile adaptation to changes in user
interests over time, we asked the 10 users in the
experiment to interact with their instances of
PersonalSearcher according to a predefined
behavior. First, they had to show interest in a
given category, reading Web pages in this cate-
gory and giving positive feedback to agent
suggestions belonging to it. They then had to
abandon this category and start reading about a
second one. They also had to provide negative
feedback to suggestions related to the first cate-
gory and begin to give positive feedback to pages
related to the new one. 

We obtained the relevance of a category ci in
the profile as follows:

,

where � = 0.7, � = 0.15, and � = 0.15, Relciold is the
previous relevance value, PFci is the positive
feedback for the category ci, NFci is the negative
feedback, and TotalF is the total amount of
received feedback. Figure 3b shows the variation
in the relevance of the two categories, which we
calculated based on the feedback received by
their experiences. In these results, the changes in
the relevance of different categories reflect the
changes in user interests. 

The experiment results and the example of
using PersonalSearcher show the advantages of
the profiling technique. First, as an incremental
approach, it lets agents that interact with users
acquire and maintain interest hierarchies as well
as deal with unpredictable subject areas. Second,
unlike most profiling approaches, our technique
offers comprehensible clustering solutions that
can be easily interpreted and explored by either
users or agents. In preliminary experiments,11

we’ve also achieved promising results from pro-
file comparison.

The user-profiling technique we’ve presented
provides a step toward the assessment of more

comprehensible, semantically enhanced user pro-
files, the application of which can lead to more
powerful personal agents, like PersonalSearcher,
that can accurately identify user interests and
adapt their behavior to interest changes. In addi-
tion, this technique opens new possibilities
regarding users’ interaction  with their profiles as

well as collaboration with other agents at a con-
ceptual level.
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