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A B S T R A C T

Dubious credibility of online news has become a major problem with negative consequences
for both readers and the whole society. Despite several efforts in the development of automatic
methods for measuring credibility in news stories, there has been little previous work focusing
on providing explanations that go beyond a black-box decision or score. In this work, we use
two machine learning approaches for computing a credibility score for any given news story:
one is a linear method trained on stylometric features and the other one is a recurrent neural
network. Our goal is to study whether we can explain the rationale behind these automatic
methods and improve a reader’s confidence in their credibility assessment. Therefore, we first
adapted the classifiers to the constraints of a browser extension so that the text can be analysed
while browsing online news. We also propose a set of interactive visualisations to explain to
the user the rationale behind the automatic credibility assessment. We evaluated our adapted
methods by means of standard machine learning performance metrics and through two user
studies. The adapted neural classifier showed better performance on the test data than the
stylometric classifier, despite the latter appearing to be easier to interpret by the participants.
Also, users were significantly more accurate in their assessment after they interacted with the
tool as well as more confident with their decisions.

. Introduction

Misinformation is widely considered a crucial challenge for modern societies. One of the problems behind its spread is the
ifficulty of assessing credibility of information, especially news, published and shared through online media. Artificial intelligence
AI) has been proposed as a solution to this problem (Ciampaglia et al., 2018) and, indeed, some positive results have been reported.

Unfortunately, even if such methods were to achieve near-perfect accuracy, it remains unclear how to use their output to
nform credibility, raise readers’ awareness and ultimately influence their behaviour. While automatic content filtering is considered
quivalent to censorship (Llansó, 2020), explicit warnings about non-credible content used by social media services have small to
oderate effect on users’ perceptions (Clayton et al., 2019; Pennycook et al., 2020) and actions (Mena, 2020). Political beliefs are
articularly challenging, as providing corrections to subjects’ misperceptions can even strengthen confidence in them (Nyhan &
eifler, 2010). However, it may be effective to provide alternative explanations for a disputed claim (Nyhan & Reifler, 2015) or
raphical information (Nyhan & Reifler, 2019). Research has also shown that providing visual explanations for AI decisions can
ncrease user trust in automatic assessments (Ribeiro et al., 2016; Yang et al., 2020).
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The main goal of this work is to study how a text classifier can be adapted to influence users’ assessment of credibility in
nline news. We rely on previous work regarding credibility classification using a style-based approach (stylometric and neural)
hat shows solid performance (above 80% accuracy), even for documents from previously unseen sources or about unseen topics
Przybyła, 2020). Within the present study, we have re-designed these methods so that they can work in a real time setting in the
onstrained context of a browser extension. We have also recreated the classifiers as a visual analytics system in order to assist
sers towards assessing news credibility in an interactive manner. This tool, which we called Credibilator, is then evaluated using

standard classification metrics and through two user studies. Our evaluation allows us to investigate the following questions:

• How can resource-hungry machine learning (ML) models be tailored to restricted computational environments without
sacrificing accuracy?

• What interactive visual means can be used to explain the decision of classifiers in a particular case?
• Do users’ assessments of text credibility become more accurate and confident after interacting with our tool?

To encourage further research on these issues, the text corpus, the classification models and Credibilator code are made publicly
available.1

2. Related work

The present study builds on three existing research areas. Firstly, on methods seeking to assess credibility of any given news
text automatically, without any human assistance. Secondly, on expanding text classification by means of visual analytics in order
to help a user understand how a certain classification result was obtained. Finally, on building tools that can help web users to
understand the trustworthiness of online content. Here we present previous research in each of these areas.

2.1. Credibility assessment

Research in AI solutions for misinformation often focuses on detecting instances of fake news, as the most obvious target (Sharma
et al., 2019; Zhang & Ghorbani, 2020). This term, however, is used to describe many phenomena and its definitions differ even in
the most basic aspects, e.g. whether falsehood of content is an essential or optional element (Gelfert, 2018; Tandoc et al., 2017).
Instead, we aim to measure credibility, which captures how worthy a document is to be believed in, based on a large variety of
factors (Choi & Stvilia, 2015; Hilligoss & Rieh, 2008; Kakol et al., 2017).

Research on automatic assessment of credibility for online news can be separated in three main groups according to the signals
they use. Some attempt to extract and verify claims made in text (i.e. fact-checking) with respect to knowledge bases (Atanasova
t al., 2019; Ciampaglia et al., 2015; Thorne et al., 2018). Others concentrate on quantifying trustworthiness through the social
edia context of the news content and its author (Shu et al., 2017; Tacchini et al., 2017; Zubiaga et al., 2016).

The third possibility is relying on overall linguistic properties of text, i.e. writing style. Low credibility text, including fake news,
s prepared in a way that maximises emotional response (Bakir & McStay, 2017), which translates to certain stylistic techniques.
uch credibility indicators could be quantified by measuring language complexity, detecting syntactic patterns through n-grams of
art of speech tags or counting words belonging to certain categories (Horne & Adali, 2017; Pérez-Rosas et al., 2018; Potthast et al.,
018; Przybyła, 2020; Rashkin et al., 2017; Reis et al., 2019).

We choose to base our study on style-based classifiers proposed in a study by Przybyła (2020) because of the following reasons:

• The style-base approach does not rely on external resources, such as social media context or knowledge bases, which makes
it easier to scale, to extend to other languages or to implement in a restricted environment.

• The study involved evaluation with respect to previously unseen sources and topics, which is crucial for the considered use
case,

• The proposed models are relatively light-weight (based on simple features or a neural network with few layers), making them
well-suited for restricted environments.

.2. Visualisation in text classification

Methods that incorporate interactive visualisation to augment understanding of machine learning models have been explored for
everal years now (Liu et al., 2017). Such visual analytics methods have been also applied to text data, where two main strategies
tand out. The first strategy is to identify and highlight salient features that impact on the result of the classification. For instance,
inerva (Stoffel et al., 2015) analyses different feature types to gain insights into tasks such as sentiment classification. Brooks et al.

2015) go a step further as their system provides support for ideation (i.e. creation) of new features as a composition of original
eatures in such a way that better classification results can be obtained through user involvement.

The second strategy is to leverage feature similarity or text similarity against specific ground truth to illustrate how seemingly
bscure models work. One pioneer work in this line is iVisClassifier (Choo et al., 2010), where dimensionality reduction is used
o visualise data instances and the decision boundary, and hence shed light on how the proposed linear discriminant analysis

1 https://github.com/piotrmp/credibilator.
2
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method works. A more recent approach is the study by Rauber et al. (2017) where the embedded representation used by a neural
network is visualised by means of dimensionality reduction methods to show potentially similar samples, and hence to describe
what the internal representation of a neural network looks like. Another example of similarity at the feature level is relative n-gram
signatures (Jankowska et al., 2012), which visualises commonalities and discrepancies in character n-gram signatures for each book
to understand subtle differences among authors in their choice of words. Our work explores both strategies as the most discriminative
features are highlighted as well as a 2D scatter plot is presented to detect similar news in our labelled corpus, which reflects the
stylistic-based internal text representation of Credibilator.

Interactive visualisation in text classification appears to be effective for tasks where class boundaries are not clear cut or in active
earning scenarios. One such case is stance classification (Kucher et al., 2017), where visualisation helps find interesting samples for
anual annotation and help users better understand stance phenomena. This work was extended to also encode sentiment-derived

nformation in the visualisation (Kucher et al., 2020). A similar scenario is described for classifying questions based on stylistic
eatures (Sevastjanova et al., 2018) by means of a visual interface. Our work also goes in the direction of making use of a visual
nterface to assist the user in a classification task whose correct class (i.e. credible or not) may not be always apparent.

.3. Credibility tools

Finally, we review other tools that were used for credibility assessment of news. Research efforts described in Section 2.1 focus on
lassification performance rather than on explainability, with one exception (Reis et al., 2019), where Shapley Additive Explanations
SHAP) are used for feature importance visualisation. Separately, several tools (usually browser extensions) have been made available
o help internet users assess credibility of various types of content. This includes Reality Defender2 for detecting manipulated images,

InVID WeVerify3 for analysing videos and an automatic assistant to detect visual bias (Narwal et al., 2017). Text analysis is performed
by Fake News Detector,4 which flags dubious stories in social media, and TrustedNews,5 which measures objectivity. However, no
evaluation or user study has been published for either of them.

In terms of visual analytics systems, VINCENT (Ninkov & Sedig, 2020) is a tool for exploring online content related to the vaccine
debate. It visualises relevant websites through several features, such as sentiment, most frequent words or geographical location.
This helps users gain insights into the discussion, but it does not directly address the problem of credibility. FakeNewsTracker (Shu
et al., 2019) is a neural-based tool for identification of fake news. While it provides a visual summary of common topics and patterns
for the identified content, it does not aim at providing an explanation for the classification prediction.

The Tweet Verification Assistant (Boididou et al., 2018), BRENDA (Botnevik et al., 2020) and XFake (Yang et al., 2019) are the
closest to our work. Similar to ours, the Tweet Verification Assistant provides a list of different features found to be relevant for
the classification of a post using histograms. However, the tool is constrained for Twitter content, the explanation is limited to
the presentation of histograms and there has been no evaluation on user perception. BRENDA is also a web browser extension that
allows verifying veracity in situ. It differs to our study in the sense that the tool is focused on fact checking and on providing snippets
of evidence, as opposed to identifying stylistic cues that denote lack of credibility. XFake uses document metadata and content to
detect fake news and it provides visual explanation using word clouds and decision trees. However, synthetic evaluation shows low
accuracy for a binary problem (53%–67%) and the results of a user study were not published.

To summarise, while some work has been carried out on automatic credibility prediction for online news and some of it takes
into account explainability, no one has so far verified whether this kind of method can improve accuracy or confidence of human
judgement.

3. Methods

In this section we describe our approach to make credibility assessment accessible online. We implemented two style-based
machine learning models and packed them as a browser extension. To ensure users’ privacy, the analysed content is processed
in the user’s browser. As a result, the classification models need to be suited to a constrained environment. The rationale behind
the credibility score is presented using different interactive visualisations, which explain what aspects of the text contribute to the
assigned score for each classifier.

3.1. Credibility assessment

Text scoring in Credibilator is based on two previously published classifiers (Przybyła, 2020), which were designed to detect
low-credibility text by assessing its style: Stylometric and Neural. These classifiers, further described below, are trained using a
large corpus created by web-scraping news websites with class labels coming from expert knowledge. We use documents identifiers
(URLs) collected in previous work (Przybyła, 2020) through the following process:

2 https://rd2020.org/.
3 https://weverify.eu/verification-plugin/.
4 https://fakenewsdetector.org/en.
5 https://trusted-news.com/.
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1. Obtaining the list of credible sources by choosing websites of news outlets that are more commonly trusted than distrusted
by the US population according to a Pew Research Centre study (Mitchell et al., 2014) and excluding news aggregators (Google
News, Yahoo News) and video-based outlets (MSNBC).

2. Obtaining the list of non-credible sources by choosing websites categorised as Fake news or Imposter site by PolitiFact (Gillin,
2017) and manually excluding those based on discussions, prank content and advise articles.

3. Crawling the websites, starting from the main page, up to the depth of five links and 10,000 URLs per website. The
WayBackMachine6 archives were used to obtain the version of the pages available at the time of the PolitiFact classification
(2017).

4. Excluding web pages that are duplicates or do not contain continuous text (average paragraph length below 15 words).

s a result of this process, 103,219 document URLs were collected. Within the present work, we further refine the corpus by applying
rowser-based content extraction methods (see Section 3.2).

.1.1. Stylometric model
The first classifier is built based on research in stylometry, which seeks to describe a given text with respect to its style and

ndependently from its meaning. Stylometric features have proved successful in discovering authors’ traits from their text (Argamon
t al., 2009; Diermeier et al., 2011; Koppel et al., 2002; Przybyła & Teisseyre, 2014) and similar methods have also been applied
o text credibility assessment (Horne & Adali, 2017; Pérez-Rosas et al., 2018; Rashkin et al., 2017).

The most important consideration here is avoiding features that could betray the document’s topic or source. For example, if
e used a regular bag of words implementation, the word Obama could be an indicator of low credibility (fake news sources often

ocus on contentious political topics) and BBC of high credibility (media names often appear in their articles). This is confirmed by
esults obtained with solutions using such features in classification (Ahmed et al., 2017; Rashkin et al., 2017) or visualisation (Shu
t al., 2019), finding topical words, such as Syria (Rashkin et al., 2017) or Trump (Shu et al., 2019) to be the most important. While
his may lead to good performance within the dataset, it can also cause accuracy drop in the long term, when both current topics
nd sources change. Instead, we use parts of speech (POS), which are less prone to be affected by these factors. Specifically, we
ompute frequencies of all POS unigrams, bigrams and trigrams occurring in at least 5 documents, normalised by the document
ength (number of POS-tagged words).

Another type of features used for stylometric purposes are those based on dictionaries, such as Linguistic Inquiry and Word Count
LIWC) (Tausczik & Pennebaker, 2009) or General Inquirer (GI) (Stone et al., 1962). They group words in broad meaning categories
e.g. expressions related to power and authority), which help in style representation, but have insufficient coverage. To solve this
roblem, we seek to automatically extend the 182 categories in GI with new words. Firstly, for each category 𝐶 of original size 𝑛,
e define a classification task, where each word is represented through a word embeddings (300 dimensions of word2vec (Mikolov

et al., 2013)) and a class label set to 1, if the word belongs to 𝐶; and set to 0 otherwise. Then, we train a logistic regression model
using the embedding of each word in the dictionary to predict the probability of its membership in 𝐶. Subsequently, 𝐶 is extended

ith 4 × 𝑛 words with the highest positive class probability.
The new dictionary covers 34,293 different words, where the old one contained only 8640. On average, each of the 182 categories

as 898 words, but their sizes differ significantly. The smallest category say (words for say and tell) has just 16 words, while the
argest one negativ (words of negative outlook) includes 8020 words. The number of categories a word belongs to can be more
han one; on average this value equals 4.43, but it achieves a maximum of 67 categories. For example, the word piano belongs to
sklasth (skill aesthetic, mostly arts), exprsv (associated with the arts, sports, and self-expression), object (references to objects) and
tool (references to tools). Frequencies of words belonging to each of the categories, normalised by the document length (number
f words assigned to any GI category), constitute our second group of features.

Finally, we include some classic stylometric features describing text complexity (i.e. number of sentences, average number of
ords in a sentence, average word length) and letter casing (i.e. fraction of words in lower case, upper case, title case and other

ase schemes).
The total number of generated features is 21,651 (182 category-based, 21,461 POS n-grams and 8 other), which necessitates

iltering before feeding them into a classifier. Filtering is performed through Pearson correlation of each feature with the class label
n the training data. Specifically, we define variables 𝑏𝑖,𝑗 that indicate if the value of feature 𝑗 in document 𝑖 (denoted by 𝑥𝑖,𝑗) is

non-zero:

𝑏𝑖,𝑗 =

{

1 if 𝑥𝑖,𝑗 ≠ 0
0 if 𝑥𝑖,𝑗 = 0.

In similar solutions, features are filtered based on the number of positive entries in columns of this matrix, i.e. ∑𝑖 𝑏𝑖,𝑗 (Potthast et al.,
2018). Instead, we take into account the class label 𝑦 and preserve feature 𝑗 if:

|cor( ⃖⃖⃖⃖⃗𝑏⋅,𝑗 , ⃖⃗𝑦)| > 0.05,

where ⃖⃖⃖⃖⃗𝑏⋅,𝑗 is the 𝑗th column vector of the indicator matrix [𝑏𝑖,𝑗 ]. After the filtering process, 775 features are preserved (106
category-based, 664 POS n-grams and 5 other).7

6 https://archive.org/web/.
7 Provided values refer to the model built on the whole dataset for deployment. In cross-validation evaluation, different number of features are kept for every

ata split.
4
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Fig. 1. Architecture of the BiLSTMAvg neural model.

Based on the retained features, an 𝐿1-regularised (LASSO) logistic regression model using glmnet (Tibshirani, 1996) in R (R
ore Team, 2013) is built. In order to choose the value of the regularisation penalty 𝜆, we use the cross-validation procedure in
he cv.glmnet() function. It randomly splits the training data into 10 folds and computes the predictions in a cross-validation
cenario, returning the 𝜆 value that results in the lowest error (𝜆 = 0.0001578 for our data). This value is then used to compute the

final model on the full dataset, having non-zero coefficients for 616 features.7
The output of the classifier (i.e. probability of positive class or the non-credible news) is used directly as a non-credibility score.

or the purposes of the quantitative evaluation, it is discretised using a 0.5 threshold.

.1.2. Neural model
The architecture of our neural classifier, called BiLSTMAvg, is shown in Fig. 1. It is a deep neural network using well-established

techniques in text classification. Specifically, the following layers are included:

• an embedding layer (300-dimensional) applied to each word in a sentence,
• two LSTM layers: backward and forward, representing the whole sentence through two 100-dimensional vectors,
• a dense layer, reducing dimensionality to 2 and applying softmax to obtain a sentence score,
• an averaging layer, computing the average score for all sentences and returning it as a document score.

The dense layer used to reduce dimensionality takes the concatenated outputs of the last elements of both LSTM layers as a single
200-dimensional input vector (𝑣) and performs a linear transformation using a 2 × 200 matrix (𝐴) to obtain a 2-dimensional output
vector (𝑤 = 𝐴𝑣). The layer uses softmax activation to return a pair of scores that sum up to 1 and express the likelihood of the
credible and the non-credible class label.

While LSTM layers (Hochreiter & Schmidhuber, 1997) are commonly used in text classification, the averaging layer has been
dded specifically for this task. Its role is to alleviate the problem of long-term dependencies in text classification when applying
STM to very long sequences, such as full article text. Among the proposed solutions were multi-level memory mechanisms (Xu
t al., 2016), skipping irrelevant words (Du et al., 2020) and multi-scale (Liu et al., 2015) or hierarchical LSTM layers (Tai et al.,
015). Computing sentence credibility score and averaging over all sentences avoids long-term dependencies and encourages the
lassifier to find justification for a document label in each of its sentences. This helps the network to focus on stylistic properties
hat are present throughout the whole document.

Based on our observation of typical documents in the corpus, we set the maximum document length to 50 sentences and
he maximum sentence length to 120 tokens. The neural model is trained in TensorFlow (Abadi et al., 2016) using the Adam

optimiser (Kingma & Ba, 2015). We group data into batches of 32 documents each and train for 10 epochs with cross-entropy
loss and uniform learning rate of 0.001.

3.2. Adaptation for constrained environments

Making the aforementioned classifiers available to internet users in a browser extension requires making certain adaptations to
the basic design. Firstly, we consider the limitations of the procedure for extracting plain text from HTML documents. The ad-hoc
5

heuristic used originally (Przybyła, 2020), while giving acceptable results for the original corpus, is not general enough to be applied
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to the layout of an arbitrary webpage that can be selected by a user. For that reason here we use unfluff,8 a Node.js library for content
extraction. Based on the output of the tool, we remove documents that do not contain enough content for style analysis (i.e. less than
500 characters). As a result, we obtain a slightly smaller, refined corpus with 95,900 documents (was 103,219) from 199 sources
(was 205), which is used for subsequent training and evaluation. The corpus contains 47,869 non-credible documents (49.92%) and
48,031 credible ones (50.08%).

Secondly, the original implementation uses R, Java and Python (Przybyła, 2020), but a browser extension is limited to JavaScript
(JS). This requires the transition to JS versions of libraries performing crucial linguistic and computational roles. We use compromise9

for tokenisation and POS tagging, javascript-lemmatizer10 for lemmatisation and TensorFlow.js11 for performing neural network
inference.

The final issue to consider is the size of the neural model. The fact that it will be run in a browser on a PC with unknown
computing resources suggests that the model should be relatively compact. In our case, the most memory-consuming part of the
network is the embedding matrix: 300-dimensional representation for each word from a dictionary of 929,019 unigrams available in
the word2vec-based embedding dictionary.12 Recent studies have shown that neural models for NLP can be greatly reduced in size
with little cost in terms of performance (Cheng et al., 2018; Sanh et al., 2019). Hence, we only use the embeddings corresponding
to the most frequent words and introduce a special token for remaining ones, [UNK]. Its embedding vector is part of the set of
trainable weights of the BiLSTMAvg model and is therefore optimised during training of the whole network. Instead of word2vec,
we use fastText, which is a method for computing vector representations that takes into account character n-grams to account
for distributional similarities between words with common sub-words. The available fastText-based embedding collections13 are
computed based on larger corpora and obtain performance superior than word2vec in several tasks (Mikolov et al., 2017). Section 4.1
contains an evaluation of several models built with differing sizes of the embedding dictionary.

3.3. Visual and explainable credibility assessment

The goal of our visual text analytics tools is to make it possible for the user to understand why a certain score has been assigned
to a given document. Thus, our efforts can be viewed as seeking explanation and increasing interpretability of the model (Lipton,
2016). The different challenges posed by the classification models can be described in terms of the explainability taxonomy proposed
by Doran et al. (2017). The stylometric one can be considered interpretable, since both its inputs (number of words, POS n-grams,
etc.) and the method for computing its output (linear classification) can be shown to the user. The neural model can be described
as comprehensible, since some of its internal information can be displayed to the user (internal representation, sentence scores), but
the rest remains hidden (LSTM computations). Note that many popular interpretability tools, e.g. LIME (Ribeiro et al., 2016), are
designed for a different scenario: black-box or opaque systems, when explanation is sought without any information from the inner
workings of the model.

Credibilator offers two levels of user interaction. In the first level, the user can trigger the extension while browsing any news
webpage, which makes the tool extract the news text from the document HTML, and compute the stylometric-based score in a
small pop-up window. If the user wants to know the reasons behind the computed score, he or she can interact with Credibilator
in a second level, where visualisations are presented for both classifiers, i.e. neural and stylometric models, to shed light on their
inner workings. Throughout the tool, shades of green are used to denote credibility, while shades of red are used to denote non-
credibility. Credibilator uses multiple coordinated views (Scherr, 2008), as this feature enables users to more effectively analyse
data from different perspectives. We use the D3.js library to implement the interactive visualisations (Bostock et al., 2011).

3.3.1. Neural mode
In the neural mode, three coordinated panels are displayed: the text panel, the sentence similarity panel and the sentence map,

as it can be seen in Fig. 2. Since the document credibility score is computed as an average over its sentences, each sentence in
the text panel is colour-coded according to its level of non-credibility (Fig. 2A). In this way the user can inspect every sentence
(especially those highlighted as likely non-credible) and make an informed decision beyond a single value for the whole document.
Text highlighting using a background colour has been proved to be an effective means to attract user attention and it also resembles
what people do on paper for identifying salient sentences (Self et al., 2013; Strobelt et al., 2015), including in the context of
credibility visualisation (Botnevik et al., 2020).

As described in Section 3.2, the size of the neural model embedding dictionary is reduced according to token frequency in general
English. Less frequent words, including most proper names, numerical expressions and uncommon vocabulary, are all represented
internally by the same ([UNK]) token. This is visualised through the machine view in the text panel by blurring all such tokens
(Fig. 3, right panel). This view enables the user to understand whether a word is processed or ignored, and in the latter case the
user can tell that these words do not influence the credibility score.

8 https://www.npmjs.com/package/unfluff.
9 https://github.com/spencermountain/compromise/.

10 https://www.npmjs.com/package/javascript-lemmatizer.
11 https://www.tensorflow.org/js.
12 https://code.google.com/archive/p/word2vec/.
13 https://fasttext.cc/docs/en/english-vectors.html.
6
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Fig. 2. Credibilator in neural mode. (A) Text panel, (B) Sentence similarity panel, (C) Sentence map.

Fig. 3. Text panel in neural mode in two variants: human view (all words) and machine view (out-of-dictionary words blurred). Sentences are highlighted with
different intensities of red based on non-credibility scores.

When the user clicks on a sentence, the sentence similarity panel retrieves other sentences from the training corpus that are
similar according to the hidden representation drawn from the LSTM layers (Fig. 2B). The retrieved sentences from the corpus
contain the predicted scores as well as the human assessment denoting the source credibility (Fig. 4). This may help a user
understand why the sentence has been assigned such a score based on other sentences from the training corpus considered to be
similar by the model. The sentence map depicts a 2-dimensional scatterplot with sentences from our corpus projected using a tSNE-
based optimisation (van der Maaten & Hinton, 2008) of the neural-based embedded sentences (Fig. 2C). This panel is coordinated
with the sentence similarity panel in such a way that the user can identify an area of the map where he or she can focus on to
find common patterns among sentences similar to the one clicked. Since the number of items to be shown is considerably large
(2,845,002 sentences), recommended guidelines for visual information seeking are implemented (Shneiderman, 2003), where an
overview is shown first, and the user can zoom in to get more sentences on demand. The inner colour of the dots in the scatterplot
encodes the credibility score predicted by the neural method, while the colour of the outline indicates the actual class label for
its document. In this way, a user can identify areas of the map where documents tend to be misclassified or areas where the
method is giving unconfident predictions. For instance, in Fig. 5 note the low confidence (light green/light red fill colour) of the
predictions for sentences between those labelled as credible (top) and those labelled as non-credible (bottom). Visualisation of the
internal representation of the model and its similarity to ground truth data instances has been explored by other methods seeking
explainability (Choo et al., 2010; Rauber et al., 2017).

The video provided as part of the supplementary material highlights other relevant features and interactions available in the
tool.

3.3.2. Stylometric mode
When Credibilator is in stylometric mode, it contains equivalent panels to the ones described for the neural mode, although they

focus on overall document style rather than on individual sentences. This means that the document similarity panel contains a list
of articles similar to the document under analysis in terms of the stylometric features described in Section 3.1.1. Analogously, the
document map projects the documents in the corpus based on the tSNE projection of these features.

In addition, the stylometric mode includes a feature contribution panel, which shows the top-10 most meaningful features that
contributed to the predicted score (Fig. 6A). When one feature is clicked, it is possible to explore in the feature distribution panel
7
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Fig. 4. Sentence similarity panel. A ranked list of sentences is shown based on neural representation similarity. Similarly to the clicked sentence in this example,
most sentences start with a quoted phrase.

Fig. 5. Sentence map panel. Sentences from the corpus are colour-coded according to credibility label (outline) and predicted score (fill).

(Fig. 6B) how this feature value is distributed in our corpus of credible and non-credible news in terms of feature value deciles. These
two panels are also coordinated with the main text panel, as words and phrases connected to the clicked feature are highlighted in
the text panel to indicate their contribution to the feature value. The number of features to be shown can be increased or decreased
on demand. The design choice for histograms has been also inspired by other techniques seeking explainability (Yang et al., 2019).

The contribution of a feature (𝑐(𝑖, 𝑗)) is a quantity expressing the degree to which the 𝑗th feature affects the non-credibility score
of the 𝑖th document. In logistic regression, the score 𝑠 for a document ⃖⃗𝑥𝑖 is computed as:

𝑠( ⃖⃗𝑥𝑖) =
1

1 + 𝑒−𝑡(�⃗�𝑖)
, 𝑡( ⃖⃗𝑥𝑖) = 𝛽0 +

𝑝
∑

𝑗=1
𝛽𝑗𝑥𝑖,𝑗 ,

where 𝛽𝑗 and 𝑥⋅,𝑗 are the model coefficient and the value for the 𝑗th feature, respectively.
The above could suggest 𝑐(𝑖, 𝑗) = 𝛽𝑗𝑥𝑖,𝑗 as the natural choice, since the higher this value, the higher the non-credibility score.

However, we would also like the sign of 𝑐 to be meaningful, i.e. positive values meaning that the feature indicates low credibility,
and negative values, the opposite. For this reason we compute contribution with respect to the mean value of the feature in training
8
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Fig. 6. Credibilator in stylometric mode. (A) Feature contribution panel. (B) Feature distribution panel.

Fig. 7. Text panel in stylometric mode. Words are highlighted to make evident the connection with the interacted features.

data (𝑥𝑗):

𝑐(𝑖, 𝑗) = 𝛽𝑗 (𝑥𝑖,𝑗 − 𝑥𝑗 ).

This formulation is equivalent to feature importance in the SHAP interpretability framework in the case of linear models (Lundberg
& Lee, 2017).

For example, the feature computed as percentage of lowercase words in the text has coefficient 𝛽𝑗 = −2.98 (such words indicate
higher credibility) and mean value 𝑥𝑗 = 0.83. As a result, 𝑐 will be positive (increased non-credibility) for documents with less than
83% of lowercase words, 𝑐 will be negative (increased credibility) for documents with more.

For instance, in Fig. 6A we see that the most discriminative feature is catGIEval@ (i.e. number of words which imply judgement
and evaluation), which is currently selected. We can then see in the feature distribution panel (Fig. 6B) that our document has a
value for this feature that is in the last decile of the feature range (orange bar: top 10% of values observed in training data), and that
such a high ratio of these words is more common in non-credible news than in credible news, hence this feature contributes towards
non-credibility (red bar). When feature @catGI is clicked, every occurrence of words belonging to this category, e.g. frightening,
disgusting, suspicious, etc., is highlighted in the text panel (Fig. 7).

Finally, a back-end service over the web is run for the retrieval of stylistically similar documents and sentences in our corpus.
While fast retrieval of similar text is needed to facilitate proper interactivity, it is important not to transfer plain text to account
9



Information Processing and Management 58 (2021) 102653P. Przybyła and A.J. Soto

t
i

4

l
o

a

for users’ privacy. These aspects are achieved by implementing a two-level retrieval mechanism using the classification features
(either the stylistic features or the neural sentence embeddings). At the first level, locality-sensitive hashing (Indyk et al., 1997;
Ole Krause-Sparmann, 2018) is applied for constant time retrieval of candidate sentences or documents. Hashes of 10 bits are used,
which gives a collision probability close to 0.1%. This means that about 2000–3000 sentences are selected as candidates for pairwise
comparison. At the second level, cosine similarity between the query features and the retrieved candidate features is performed for
final ranking. The top ten sentences or documents are retrieved after each search. Therefore, no plain text is transmitted and a
constant-time search on a large corpus is achieved. The back-end is also used for resampling new documents as the user zooms in
a given region of the sentence or document map.

4. Evaluation

Credibilator is evaluated in two ways. First, we measure the performance of the classification models through cross-validation
o learn the optimal model size and compare with previous work. Second, we conduct user-based evaluations to check how the
nteraction with Credibilator affects the accuracy and confidence of human credibility assessment.

.1. Model evaluation

The purpose of the model evaluation is to check how the adaptations (described in Section 3.2), which were motivated by the
imited resources, affect the classification accuracy. Preferably, we would like the reduced model to perform as well as the original
ne.

For evaluation we use the data published with the classifiers we base our work on (Przybyła, 2020),14 split in two five-fold
cross-validation (CV) scenarios. In document CV, each document is independently and randomly assigned to a CV fold. In source CV,
all documents from a given source (news website) are assigned to the same fold. This scenario is more challenging, as it means the
classifier is tested on documents from sources unseen in training. To enable fair comparison with previous work evaluated on the
same dataset (Przybyła, 2020), we use the same CV folds. We use accuracy instead of precision or recall since the dataset is fairly
balanced (49.92% documents come from non-credible sources).

We perform two experiments of this type. Firstly, we check how the size of the embedding dictionary (2 million; 1 million;
100,000; 10,000; 1,000 or 100) affects the performance of the neural classifier. Secondly, the accuracy obtained by both classifiers in
both CV scenarios is compared to previous work (Przybyła, 2020) and a commonly used general-purpose text classification approach:
tuned BERT.15

4.2. User study A

In order to evaluate how helpful Credibilator is in assessing trustworthiness of news articles, we recruited 14 participants for
the first user study. Each participant is presented with five articles related to five current topics. Each topic has a credible and a
non-credible news story and the user’s task is to judge their credibility using either the stylometric or the neural-based interface. To
ensure the users focus on text style rather than source name or webpage appearance, we reformat the articles to plain HTML files.
The users rate each article on a scale from 1 (Not credible at all) to 5 (Very credible): first by reading them without any automated
assistance (i.e. unaided) and then again after interacting with Credibilator (i.e. aided). Finally, we ask the participants to answer
some general questions about their experience with the system.

We selected five topics recently (as of September 2020) covered by sources included in the study. Then, for each of these topics
we found one article from a non-credible (NC) and a credible (C) source. While the articles describe current matters and were not
used before, the sources they come from (and their credibility labels) are taken from the training corpus (Przybyła, 2020). The
selected articles are shown in Table 1.

Each participant was given five tasks corresponding to the topics above. A task has two parameters:

• model: stylometric (S) or neural (N), i.e. whether the user is expected to use the stylometric or neural mode while using
Credibilator.

• credibility : credible (C) or non-credible (NC), i.e. the true credibility label of the article displayed for a given topic. This
parameter is hidden from the user.

Table 2 shows the parameters of the tasks assigned to users. These assignments were designed so that each user can interact
with both models and both credibility levels. In each task, a user was expected to perform the following actions:

1. Read the article provided,
2. Rate its credibility (unaided),
3. Analyse the credibility of the article using the specified model in Credibilator,
4. Rate the credibility again (aided).

14 The documents discarded because of containing insufficient amount of text following the improved text extraction (see Section 3.2) were not taken into
ccount in the evaluation.
15 BERT Base tuned for 3 epochs in document classification setup, with each article limited to the first 256 tokens.
10
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Table 1
Articles provided to the users for credibility assessment.

Topic Source Title URL Cred.

A: Nomination of Donald
Trump for Nobel peace prize

Conservative Daily Post Trump Finally Nominated for
Nobel Peace Prize After
President Actually Delivers
Peace

https://conservativedailypost.
com/trump-finally-nominated-
for-nobel-peace-prize-after-
president-actually-delivers-
peace/

NC

BBC News Trump Nobel Peace Prize
nomination - what you need
to know

https://www.bbc.com/news/
world-us-canada-54092960

C

B: State of Virginia passing
new legislation on policing

enVolve DANGER: Virginia’s Radically
Left Democrats Pass
SICKENING Bill That Opens
Up Police To Assault!

https://en-volve.com/2020/
08/27/danger-virginias-
radically-left-democrats-pass-
sickening-bill-that-opens-up-
police-to-assualt/

NC

The Washington Post Virginia Senate passes
sweeping police overhaul bill

https://www.washingtonpost.
com/local/virginia-
politics/virginia-senate-passes-
sweeping-police-overhaul-
bill/2020/09/10/1f85a0b2-
f36e-11ea-999c-
67ff7bf6a9d2_story.html

C

C: Water contamination in
Flint, Michigan

News 4 22 Dead Bodies Discovered In
Flint River Found To Be The
Source Of Water
Contamination

http://news4ktla.com/22-
dead-bodies-discovered-flint-
river-found-source-water-
contamination/

NC

CBS News Charges dropped against 8
people in Flint water scandal

https://www.cbsnews.com/
news/flint-michigan-water-
crisis-charges-dropped-against-
several-people-today-2019-06-
13/

C

D: NFL opening the season
with a minute of silence

Mad World News NFL Gets Reality Check From
Fans During ‘Social Justice’
Moment Of Silence

https:
//madworldnews.com/nfl-
social-justice-moment-silence/

NC

ABC News Gabrielle Union reacts to NFL
fans booing moment of
silence: ’How do you boo
unity?’

https://abcnews.go.com/
Entertainment/gabrielle-union-
reacts-nfl-fans-booing-
moment-
silence/story?id=73052831

C

E: Kanye West releasing a new
album

Neon Nettle Kanye West Credited With
Spike in People Googling
About Christianity and Jesus

https://neonnettle.com/
features/1734-kanye-west-
credited-with-spike-in-people-
googling-about-christianity-
and-jesus

NC

NPR Kanye West’s ’Jesus Is King,’
Like Its Creator, Asks A Little
Too Much Of Us

https://www.npr.org/2019/
10/28/774137186/kanye-
wests-jesus-is-king-like-its-
creator-asks-a-little-too-much-
of-us?t=1600437946200&t=
1602247618502

C

We collected 140 (14 participants × 5 topics × 2 ratings) credibility ratings. Each of them was expressed on a scale 1–5 with the
following explanation:

• 1: Not credible at all,
• 2: Rather not credible,
• 3: I don’t know,
• 4: Fairly credible,
• 5: Very credible.

Due to the pandemic, the study was performed remotely. Each participant received a one-page document describing the research
goals plus a five-minutes video to showcase the tool. This video is included in the supplementary material.

Finally, after finishing all the tasks, each user answered a questionnaire regarding their general experience with Credibilator.
The questions and possible answers are provided in Table 3. Further details about the design of this user study can be found in the
11

Supplementary material.
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Table 2
Design of user study A in terms of model used and credibility assigned to each participant.

User Topic

Model Credibility

A B C D E A B C D E

1 S N S N S C C NC NC C
2 S N S N S NC NC C C C
3 N S N S N NC C C C NC
4 S N S N S C C C NC NC
5 N S N S N NC NC C C NC
6 S N S N S NC C C NC NC
7 N S N S N C C NC NC NC
8 S N S N S C NC NC NC C
9 N S N S N NC NC NC C C
10 S N S N S C C NC NC C
11 N S N S N C NC NC C C
12 S N S N S NC NC C C C
13 S N S N S C C C NC NC
14 S N S N S NC C C NC NC

Table 3
Questions and answers included in the questionnaire for the study participants.

ID Question Answers

Q1 How much do you agree with the
following statement:

It was easier to assess the text credibility
thanks to knowing the credibility scores.

A1: Strongly agree
A2: Agree
A3: Neither agree nor disagree
A4: Disagree
A5: Strongly disagree

Q2 as above It was easier to assess the text
credibility thanks to interacting with the
visual interface.

as above

Q3 as above I could understand how the visualised
factors influenced the final score.

as above

Q4 as above The interface was easy to use. as above

Q5 as above Such a tool could be helpful in my web
browsing.

as above

Q6 Which variant of the tool would you
prefer?

A1: Stylometric classifier
A2: Neural classifier
A3: I’m not sure

Q7 Please share any other comments you
have below:

(Text field)

4.3. User study B

It is important to acknowledge that there might be a variety of additional factors contributing to the results of the user study
, such as the participants’ unconscious bias towards relying on the automated tool or simply closer inspection of the text while
eading the article for a second time. To filter these factors out, we prepared a modified version of our tool, with the same interface,
et displaying inaccurate results and visualisations. We make sure that results look consistent with the corresponding explanations,
s otherwise users may notice an abnormal behaviour instead of an incorrect automatic assessment.

The faulty version of Credibilator was implemented differently depending on whether the stylometric or the neural versions
re used. For the stylometric classifier, we used a logistic regression model with randomly perturbed coefficients. Searches on the
imilarity map were performed by randomly permuting the feature positions. This leads to documents in the corpus which are likely
ot stylistically similar to the target document, but at least similar to each other. For the neural-based classifier, the faulty model
sed random weights. This makes the highlighting of sentences consistent, although incorrect. The search for similar sentences was
one using the activations of this last layer, and, similarly to the stylometric classifier, it yielded a cluster of similar documents
ssociated to the random activations of the last layer.

We recruited nine new participants for this second user study. The setup was similar to the one used in the first user study: the
ame ten articles were used (five credible and five non-credible) and we randomised the credibility of the articles as well as the type
f classifier participants had to use for each article. We used Table 2 to separate the tasks assigned to each user. In addition, we
andomised the tasks where a user had to use the faulty version of Credibilator. Throughout the study, either version of the tool was
sed for half of the credibility assessments. Further details about the design of this user study can be found in the Supplementary
aterial.
12



Information Processing and Management 58 (2021) 102653P. Przybyła and A.J. Soto

C
i
w
t

5

u

5

c
q
i

Fig. 8. Classification accuracy of Credibilator’s neural model, measured in two evaluation scenarios (document cross-validation and source cross-validation) for
different dictionary sizes (x axis, logarithmic), compared to previous results on the same corpus (Przybyła, 2020).

Execution of this user study was also similar to the first one: participants rated credibility of the article with and without using
redibilator. The main difference with the previous user study was that Credibilator, unbeknownst to the user, may be functioning

n a faulty manner. There were also no questions about usability or the preference of one classifier towards the other as these issues
ere addressed in the first study. The study was also carried out remotely and the same five-minute video was provided to showcase

he tool.

. Results

In this section we provide the results of the experiments described in Section 4. Similarly, we divide these results into those
sing standard machine learning evaluation schemes and those about the user studies.

.1. Model evaluation

The performance of the neural model with respect to the size of the embedding dictionary is shown in Fig. 8. Firstly, we can
ompare our adapted approach to the original implementation for a similar dictionary size. While the difference in document CV is
uite small, in source CV the new approach achieves noticeably better results. It appears that overfitting to known sources is reduced
n the new version, most likely due to better document representation: using fastText embeddings and improved text extraction

through the unfluff library. Understandably, the accuracy drops as the dictionary size is reduced, but the accuracy loss remains
negligible until we reach the level of 1000 or 100 words. Based on these observations, we proceed using a model with 10,000
words, which is 15 MB in size, compared to the 478 MB when using the full vocabulary.

In Table 4 we show how our adapted preprocessing and classification procedures affect the accuracy compared to the previous
work (Przybyła, 2020). We can see that the only noticeable performance drop happens in the document CV scenario of the stylometric
classifier, which could be interpreted as a reduction in overfitting. In the more realistic scenario (source CV: unseen sources in the
test data), the accuracy remains virtually the same (stylometric) or improves greatly (neural) with respect to the reference work.
The size of the neural model is reduced by tuning the embedding dictionary, but it remains much larger than the stylometric
model, which may affect its interpretability. The BERT model appears to benefit even more thanks to the preprocessing adaptations,
providing the best performance in both scenarios. Note however that this classifier is not implemented as part of Credibilator since
making such a complex model both interpretable and usable in a restricted environment is outside the scope of our study.

5.2. User study A

Table 5 shows the credibility assessments provided by the study participants, before and after using Credibilator. To measure
the correctness of these assessments, we compare them to the ground truth credibility labels. Accuracy is the percentage of the
13
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Table 4
Comparison between the classification performance of different versions of the discussed models. Includes two variants of
preprocessing: the original implementation (Przybyła, 2020) and our solution, adapted to browser environment. Regarding
classifiers, we compare solutions based on style (stylometric and neural) with tuned BERT. The table shows classification accuracy
in two CV scenarios and model size (number of parameters).

Preprocessing Classifier Accuracy Size

doc. CV source CV

Original
Stylometric (original) 0.9274 0.8097 939
Neural (original) 0.8994 0.8250 85.18M
BERT 0.9976 0.7960 110M

Adapted
Stylometric (Credibilator) 0.8680 0.8081 617
Neural (Credibilator) 0.9050 0.8732 3.26M
BERT 0.9629 0.9292 110M

Table 5
Credibility assessments provided by the users. The more accurate assessment for each user and task is underlined.

User Task Unaided Aided User Task Unaided Aided

1 A 5 5 8 A 5 5
1 B 3 4 8 B 1 1
1 C 2 1 8 C 2 1
1 D 3 2 8 D 2 2
1 E 3 5 8 E 4 5
2 A 2 2 9 A 4 3
2 B 4 1 9 B 3 2
2 C 4 5 9 C 2 2
2 D 4 5 9 D 2 2
2 E 5 5 9 E 4 4
3 A 1 1 10 A 4 5
3 B 4 5 10 B 2 4
3 C 5 4 10 C 1 1
3 D 2 4 10 D 4 2
3 E 3 3 10 E 4 5
4 A 2 5 11 A 5 5
4 B 5 3 11 B 2 2
4 C 3 5 11 C 1 1
4 D 1 2 11 D 4 4
4 E 5 3 11 E 5 5
5 A 2 2 12 A 1 1
5 B 1 1 12 B 1 1
5 C 4 4 12 C 4 5
5 D 5 4 12 D 5 5
5 E 4 3 12 E 5 5
6 A 1 2 13 A 4 4
6 B 3 4 13 B 2 2
6 C 5 5 13 C 2 4
6 D 1 1 13 D 1 1
6 E 2 4 13 E 2 3
7 A 4 2 14 A 2 2
7 B 4 4 14 B 4 5
7 C 2 1 14 C 4 4
7 D 1 1 14 D 2 2
7 E 1 1 14 E 4 2

Table 6
Accuracy and confidence of credibility assessments made by users in user study A before using the tool (unaided)
and after interacting with Credibilator (aided). Values shown with respect to classifier used and true credibility
of the article.

Accuracy Confidence

Unaided Aided Unaided Aided

Stylometric 75.68% 89.19% 62.16% 74.32%
Neural 69.70% 81.82% 63.64% 65.15%

Credible 72.22% 88.89% 59.72% 75.00%
Non-credible 73.53% 82.35% 66.18% 64.71%

All 72.86% 85.71% 62.86% 70.00%
14
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Fig. 9. Distribution of answers to the final survey.

articipants leaning towards the correct label (1 or 2 for non-credible; 4 or 5 for credible). Confidence is computed as distance from
he undecided answer (3, I don’t know) and normalised to 0%–100%.

Table 6 shows the obtained results in terms of accuracy and confidence. The main conclusion is that using Credibilator increases
he rate of correct assessments from 72.86% to 85.71% and this difference is significant (𝑝 < 0.05) according to the randomised
ermutation test (Morgan, 2006). While accuracy improves after using either classifier, the confidence score remains similar in the
eural variant. Looking at the breakup with respect to true credibility, Credibilator helps spot non-credible documents, but it is even
ore effective in strengthening confidence in the credible ones.

Fig. 9 provides the results of the final survey as the percentage of participants choosing each answer (see Section 4.2). The results
how that while the visual interface was rather helpful than unhelpful (Q2: 53% [Strongly] agree16 vs 7% [Strongly] disagree) the
ingle credibility score performed much better (Q1: 87% [Strongly] agree vs 7% [Strongly] disagree). This is despite the fact that only
0% could not understand entirely how the visualised factors influenced the final score (Q3) and the interface was widely considered
asy to use (Q4: 87%). In accordance with better accuracy and confidence of users’ judgements when using the stylometric mode, it
as more often preferred (40%) than the neural one (27%). A summary of all the free-text comments have been manually organised

or enhanced readability and shown in Fig. 10.

.3. User study B

The accuracy and confidence of credibility assessments made by the participants in the second user study is shown in Table 7.
nterestingly, accuracy increases by less than 5% when using the faulty Credibilator, likely due to closer inspection of article text
hile using the tool. However, a much larger difference in accuracy can be recognised (about 18%) when the real version of
redibilator is used.

The situation is different when evaluating confidence. While average participants’ confidence does not change when the faulty
redibilator was used, there is a 14% increase in confidence when the real Credibilator was used. This result clearly suggests that
he tool is virtually ineffective in influencing users if inaccurate explanations are provided.

. Discussion

One of the questions we aimed to answer here was how much accuracy would decrease following the transition to the constrained
rowser environment. We noticed some loss in the case of the stylometric model, which is most likely because the NLP tools that

16 I.e., Strongly agree or Agree.
15



Information Processing and Management 58 (2021) 102653P. Przybyła and A.J. Soto
Fig. 10. Summary of free-text comments provided by the participants. Comments in blue and red reflect positive and negative aspects, respectively. (For
interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

Table 7
Accuracy and confidence of credibility assessments made by users in user study B before using the tool (unaided)
and after interacting with Credibilator (aided) in the faulty or real variant.

Accuracy Confidence

Unaided Aided Unaided Aided

Faulty Credibilator 61.90% 66.67% 57.14% 57.14%
Real Credibilator 66.67% 85.71% 52.38% 66.67%

are available for this situation are not as accurate as the Stanford CoreNLP (Manning et al., 2014) used in previous experiments.
More interestingly, the adapted version of the neural model performed better than the original. The gains are larger in the more
challenging evaluation scenario (source CV), which suggests that the lack of representation of less common words is helpful for
reducing overfitting. While a significant amount of work has been done in decreasing neural model size (Cheng et al., 2018),
including reducing computation precision (Gupta et al., 2015), removing architectural elements (attention heads) (Michel et al.,
2019) and knowledge distillation (Sanh et al., 2019), less attention has been given to the initial representation layer. One of the
implications of our research is that frequency-based dictionary pruning can be a quick and easy method for compressing neural
models in NLP. A possible avenue of further research is to explore other methods for decreasing the size of embedding layers,
e.g. through dimensionality reduction (Raunak et al., 2019).

The best performance level observed in source CV (87% accuracy) suggests that there is still room for improvement in the
task. One of the big challenges for research in credibility assessment has been the lack of commonly agreed benchmark datasets or
evaluation scenarios taking into account the problem of overfitting to sources or topics. We hope our dataset will be helpful in that
respect and our experiments will be followed by evaluation of other approaches. Since a classifier based on a pretrained language
model provides better performance than style-based methods on this dataset (Przybyła, 2020), making such solutions interpretable
and usable in constrained user environments is a promising avenue of research.

Another question that we investigated is whether and what interactive visualisations allow inspecting the rationale behind the
decision of the classifier. Results showed how confidence increases after interaction with the tool, and this same sense of reassurance
of the credibility results was reported in the free-form responses. Visual metaphors used in this tool (e.g. scatter plots, bar plots, text
highlighting) are well established and previously used for similar efforts, which make them sensible design options. We also think
that multiple coordinated views (Scherr, 2008) was an effective interactive strategy in this scenario, since it is also a well-studied
strategy in the context of exploratory analysis and insight gaining.

While we observed a clear and statistically significant difference in credibility assessment accuracy, there are some limitations
to this result. Most noticeably, the number of participants in the user studies was relatively small, which limited our ability to draw
more fine-grained conclusions. For example, it would be beneficial to compare the influence of the explainable models we used to
that of simple warning labels evaluated before (Clayton et al., 2019; Pennycook et al., 2020). Furthermore, we verified the users’
perception of news credibility following the interaction with the tool, while others focused on their actions, such as sharing in social
media (Mena, 2020).
16
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The most interesting conclusion from our experiments is that while the neural approach performed better in terms of automatic
ccuracy (87% vs 81%), the feature-based classifier was more helpful to the users, which was shown in their accuracy, confidence
nd survey results. This is consistent with the observations that learning an explanation for ML result increases users’ trust in it (Yang
t al., 2020) and the fact that the linear models could be more thoroughly explained due to their (relative) simplicity. Moreover,
e aimed at explaining the way the classifier has reached a given result, but generating explanations in the black-box scenario

(e.g. as in LIME) remains a valid avenue for further research. Whether the correspondence between the generated explanation and
the classifier inner workings is important for gaining user trust remains an open question.

The computational complexity of the underlying methods of Credibilator is well suited for real-time analysis of news. In the
case of the neural model, each sentence is tokenised and fed to the neural architecture to output its score in constant time. This
is repeated for all sentences. In the case of the stylometric analysis, it requires a full scan of the article to extract and count the
different features, which are then combined in a single logistic function. Therefore, for both methods the processing time grows
linearly with the length of the text.

In addition to the scenario described in the first user study, we envisioned other application scenarios where Credibilator can be
used. One scenario is that of a linguist, who is interested in understanding language-related traits for credible or non-credible news
articles. The focus of Credibilator in the stylometric analysis, and the visual and interactive presentation of results would allow them
to investigate the stylistic features of each type of text. Another scenario would be a journalist who may want to check if their own
text has features associated with low-credibility.

Finally, our user studies demonstrate that data-based classifiers could be translated into tools helping users in recognising low-
credibility text. It opens up a new perspective towards performing a similar transformation of other misinformation-addressing
solutions. For example, credibility assessment could also be performed through fact-checking, which poses a large challenge for
visual analytics, since it requires taking into account the external sources used as a reference and explaining the reasons for matching
sentences. In many use cases in the misinformation area, gaining users’ trust requires taking into account several factors beyond
accuracy, including interpretability and user experience.

7. Conclusion

To the best of our knowledge, this work presents the first evidence that automatic credibility assessment can not only perform
well in terms of predictive accuracy, but also make the human perception of credibility significantly more accurate. Specifically,
we have shown that carefully reducing the size of the embedding dictionary, we can achieve performance comparable, if not
better, with the full model. Moreover, we have proposed a suite of interactive visualisations and shown how they can explain
the automatic credibility scores, both for the neural and feature-based models. After using the interface, the credibility assessments
by the participants of the user studies were significantly more likely to agree with the experts’ judgement. Further research and
development in this area is necessary to turn accurate machine learning models into user-centred tools that are helpful in addressing
misinformation.
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