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ABSTRACT: Polymer flooding is one of the most extensively applied techniques for enhanced oil recovery (EOR) that relies on increasing the injected fluid viscosity by adding polymers in different concentrations. The aim is to improve the mobility ratio between the oil and the displacing fluid, reducing channeling effects and boosting sweep efficiency. In this work, a mixed-integer nonlinear optimization approach is developed in order to address production planning decisions, also assessing the convenience of polymer flooding in EOR projects on screening stages. This decision-making tool allows establishing optimal polymer injection strategies, setting fluid injection rates and polymer concentrations, selecting wells, and scheduling slug change operations over the planning horizon, with the aim of maximizing the net present value of the project. We propose a novel formulation combining transport phenomenon models, well productivity forecast, and geometric abstraction of the reservoir in order to address both technical and economic decisions with low computational effort. Results show that optimized strategies may outperform typical operations by up to 17% and can be found in shorter central processing unit times in comparison to traditional reservoir simulation approaches. The model has been used to tackle problems with up to 7 wells and can be tuned to different reservoir conditions.

1. INTRODUCTION

Despite the great advances in terms of renewable energies in the last few years, fossil fuels remain as the major source of energy over the world. Moreover, a sustained demand for oil and gas is projected for the next 30 years, leading to even greater requirements and consistent response from the industry. Enhanced oil recovery (EOR) techniques continue to increase in relevance due to their capacity of recovering large amounts of hydrocarbons that stand on conventional reservoirs after primary and secondary production stages. EOR comprises an extensive set of advanced methods aimed to take advantage of substantial modifications of physical and chemical properties of the trapped hydrocarbons in order to improve recovery efficiency on apparently depleted mature oil fields. While oil field discoveries per year decrease steadily, the development of EOR techniques is becoming more and more crucial.

Polymer flooding stands as one of the most important EOR techniques consisting of adding soluble polymers with high molecular weight to the injection water. The polymer solution holds a higher viscosity that boosts the mobility ratio between the injected fluid and the remaining crude oil, stabilizes the displacing fronts, reduces channeling effects, and, hence, leads to a better overall sweep efficiency. The polymer flooding process (Figure 1) targets oil reservoirs that contain oil with relatively high viscosities (from 50 to 5000 cp) and densities (from 12 to 22.3 API). This aspect makes it a promising method for the exploitation of many mature viscous-oil reservoirs over the world. Nevertheless, the successful implementation of polymer flooding requires a thorough understanding of the influence of design parameters on its performance. Even though chemical-based EOR initiatives like polymer flooding are frequently considered as a natural step after the waterflooding stage in mature oil fields, several investments, reservoir characterization, pilot tests, and productivity assessments must be carried out. These tasks might be highly expensive, thus requiring agile decision-making tools that allow identification of suitable stimulation strategies and estimate their economic potential before heavy capital expenditures are made or further research is performed. Furthermore, tools that provide accurate predictions through smart production strategies can serve as guidelines for the real scenario and have become more and more necessary for the modern oil and gas industry.
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Technical and economic optimization of polymer flooding strategies has been the focus of several research works. Wang et al. reviewed the most important aspects in the design of polymer flooding projects based on the Daqing oil fields in China, drawing important conclusions about their overall effectiveness depending on the polymer solution viscosity, slug size, injectivity, injection rates, and economics. Horowitz et al. presented a global optimization algorithm considering uncertainty to determine optimal production strategies. The authors made use of design-of-experiment methods to determine key simulation scenarios and formulate a surrogate model that replaces more complex reservoir simulations. After defining a forecast function, a Kriging model was used to suggest optimal polymer concentration, injection start time, and slug duration on a given set of injection wells. Since the first step of this tool is based on reservoir simulation, each functional evaluation requires a complete simulation run, yielding a highly expensive computational method. Li et al. and Lei et al. used genetic algorithms to determine optimal injection strategies for polymer flooding, assuming reservoir model equations as a black box. Genetic algorithms are capable of finding the global optimum on a theoretical sense but at the expense of requiring thousands of reservoir simulation runs of extensive models. Lei et al. proposed an iterative dynamic programming model to solve the polymer flooding optimal control problem, defining the slug volume, polymer concentration, and flooding completion time. Results are promising, showing the importance of a smart operation strategy on polymer flooding projects.

AlSofi and Blunt used streamline-based simulations applied to a thousand of design sets in order to determine optimal concentrations, slug run durations, and starting times, based on technical and economic criteria to maximize the net present value (NPV) of polymer flooding projects. The authors concluded that starting times are trivial decisions since their model predicts that the sooner is always the better. However, the NPV shows strong sensitivity to polymer concentration and slug sizes. Decision variables related to oil field design such as well selection and operation mode are not considered in that work. Ekkawong et al. presented a new multiobjective optimization framework based on genetic algorithms in order to address optimal concentrations, slug sizes, and injection rate allocation for polymer flooding. They showed interesting results in terms of solving the trade-off between cumulative oil production and polymer efficiency. However, the authors highlighted that the linkage between rate optimization via streamline methods and polymer fluid optimization via genetic algorithms is rather weak. Similarly, Janiga et al. presented a wide set of nature-inspired methods such as a bee colony, a firefly algorithm, and a gray wolf optimizer, among others, and combined them with reservoir simulations to establish optimal control variables in polymer flooding. Physical constraints are implicitly considered by an Eclipse reservoir simulator for EOR.

In general terms, capacitance resistance models (CRM) are the standard for predicting flows in mature oil and gas fields. They stand as electric circuit analog representations aimed to estimate the way in which injected fluids are distributed through the subsurface toward producing wells. Several applications of these models can be found in the literature, which can be classified into waterflooding, gas flooding, and EOR strategies. Holanda et al. carried out an in-depth literature review of CRM used in reservoir characterization and performance forecasting. In this comprehensive work, the authors highlighted promising aspects of CRM implementations for EOR projects, also emphasizing the need for accurate fractional flow models to predict the flow composition as an encouraging field for future research. In this direction, Cao et al. presented an original technique for oil production forecast by combining the Koval theory with CRM.

The Koval theory is an extensively used representation that has been developed to predict the oil production on miscible displacement techniques. The theory is stated as a robust model with a much broader scope than the one originally planned for it. For instance, Mollaei and Delshad proposed a general isothermal enhanced oil recovery production forecast tool drawn from the analytical interpretation of the Koval theory.
Similarly, Jain and Lake\textsuperscript{32} relied on the Koval theory to successfully represent EOR displacement phenomena, while Farajzadeh et al.\textsuperscript{33} provided valuable insights into mobility control design for polymer flooding making use of the modified Koval theory. More recently, Salazar and Lake\textsuperscript{34} developed a comprehensive theoretical framework for the physical interpretation of Koval model parameters. The authors carried out a deep analysis on reservoir heterogeneity and Koval factors based on the results of numerical simulations.

Regarding specific optimization approaches based on simplified reservoir modeling, Eshraghi et al.\textsuperscript{35} made use of CRM and semip empiric hyperbolic fractional flow functions to optimize CO\textsubscript{2}-EOR projects using heuristic methods. In turn, Presser et al.\textsuperscript{36} combined CRM with data-driven fractional flow functions yielding a mixed-integer nonlinear mathematical programming (MINLP) formulation that determines optimal operation strategies for EOR with CO\textsubscript{2}. Results suggest that the optimization approach could be extended to different EOR techniques, also accounting for uncertainty in oil prices and well productivity.

This work presents a novel mathematical programming approach aiming to make optimal decisions on important aspects of mature oil field exploitation. The proposed model is focused on polymer flooding production strategies in order to maximize the net present value over a long-term planning horizon. This tool is planned to serve as an accurate evaluation step before carrying out more in-depth studies and, additionally, to compare against alternative EOR techniques identified during screening stages. The optimization tool integrates two models of proven efficiency for oil production forecast: capacitance resistance modeling\textsuperscript{37} and the Koval theory.\textsuperscript{29} Moreover, we develop a novel geometric abstraction of the reservoir to represent the drainage volumes around the wells in the field. While reservoir simulations are very common in the oil and gas industry, integrating these models within optimization frameworks is still very challenging. In this work, we demonstrate that novel abstractions of the time and space domains may certainly help. Several technical aspects of polymer flooding such as polymer adsorption, permeability reduction, and mobility performance are all taken into account in the optimization model, solving different trade-offs such as ultimate recovery vs production rates or polymer concentration (sweep efficiency) vs adsorption (permeability reduction). Finally, two illustrative study cases based on real-world data are presented, solved, and discussed.

1.1. Novel Contributions of This Work. The model presented in this work provides a general optimization framework to address the polymer flooding planning problem. By means of this tool, we are able to determine the optimal values of several decision variables that are not accounted for altogether in previous contributions. Previous approaches usually consider a limited subset of operating variables such as polymer concentration, injection rates, and/or slug sizes, with some of these works also addressing the end time of the project as a decision variable. Instead, our approach integrates well selection and timing decisions, which provide valuable guidelines to reservoir engineers. Moreover, most of previous works are based on reservoir simulation (simulation sampling), which permits inclusion of more detailed aspects of the subsurface but is certainly very time-consuming. Furthermore, results from simulation-based tools are highly dependent on the number of trials, from which it is unlikely to find the actual optimal recovery strategy. Although space–time reservoir behavior is captured by simplified correlations and geometric abstractions in this work, our assessment tool can significantly reduce the domain over which decision-makers might develop more in-depth studies, pointing out a reduced number of candidate wells and the reservoir volume to be simulated, as well as tighter bounds on operating variables. Table S1 in the Supporting Information presents a brief comparison among the most relevant optimization models proposed in the literature,\textsuperscript{7,10,14,15,37} highlighting the novel features of the current work.

2. PROBLEM DEFINITION

The design of polymer flooding strategies involves a series of key decisions that must be addressed in order to optimize the incremental production of oil in mature fields. Critical aspects highlighted in the literature include slug size, polymer concentration and salinity (affecting slug viscosity and mobility), flooding starting time, injection rates, and well operation (production or injection). In this work, some of the most important decisions are addressed by the optimization framework. For instance, the selection of production wells from a set of existing candidates might depend on the remaining oil over its drainage area, connectivity with injection wells, and reservoir characteristics. In turn, operational decisions may depend on even more technical aspects of the reservoir response to polymers. Injecting polymer solutions (instead of freshwater) at high concentrations intensifies the adsorption phenomena and loss of injectivity. While adsorption causes polymer losses and permeability reduction, injectivity issues may require slowing down of injection rates to keep the formation safety. A thorough understanding of these phenomena could yield better recovery factors, ultimate profits, and additional insights into the problem itself.

The optimal polymer flooding problem addressed in this work can be stated as follows: given (i) an oil reservoir to develop by polymer flooding, (ii) a set of existing wells labeled according to their potential operation mode (injection/production), (iii) the characterization of sweep volumes and connectivity between every pair of wells, and (iv) a multiperiod planning horizon, the aim is to determine (a) the optimal set of wells to be operated during the project, (b) their operating time windows over the time horizon, (c) the fluid injection rate at each well, in every period, and (d) the polymer concentration and the size of the slug to be injected at every period, in order to maximize the net present value of the project. Technical and economic constraints need to be taken into account. The first ones have to do with flow balances, adsorption phenomena, permeability reduction, viscosity calculation, mobility ratio assessment, flow composition, and connectivity between the wells. Economic equations refer to cost allocation, time value of cash flows, investments, and operating costs.

2.1. Model Assumptions. The model presented in this work is based on the following assumptions:

(a) The field has been producing under waterflooding strategies for a considerable time. From that, we assume that critical information related to the flow distribution (well connectivity), response times between potential injectors and producers, estimated sweep volumes between wells, and petrophysical properties such as water saturation, oil viscosity, irreducible water saturation, residual oil saturation, and inaccessible pore volume of the reservoir are available.
(b) Existing and/or potential wells to be operated, their location, and possible operation modes (injector/producer) are given.
(c) Polymer adsorption and reservoir permeability reduction effects are assumed to be computable based on the polymer concentration of the flow across each control volume. According to practice, both processes are considered permanent (irreversible) effects, usually quantified from the Langmuir isothermal function. Shear thinning effects are neglected.38
(d) Sweep volumes between every pair of wells are geometrically abstracted and discretized in this work, establishing a sequence of control volumes or blocks between every injector—producer pair of wells.
(e) In line with the CRM,36 the linear velocity of the flow between a pair of wells (and therefore the response time) is assumed to remain constant regardless of the injection rate. Given that the cross-sectional areas of the control volumes are also fixed, we assume that larger injection rates just make the flow reach larger interstitial spaces across the control volumes in the path. In addition, a totally unidirectional flow is assumed.
(f) Polymer diffusion effects are negligible in comparison to concentration gradients due to the movement of the slugs of polymer solution along the sweep volumes or paths.14
(g) Flows along paths between different pairs of wells are considered noninteracting. In line with the CRM, we assume that the intersection between the paths connecting two pairs of wells is negligible (see Figure S1 in the Supporting Information). If this assumption does not apply, then artificial (intermediate) nodes and shared paths can be included in the model, but this is beyond the scope of this work.
(h) We assume two-phase (polymer solution and oil) incompressible flows according to the premises of the embedded models.29,36 Further details on this assumption can be found in Cao et al.,28 Zhong et al.,40 and Koval.39
(i) Connectivity coefficients36 between every pair of wells remain constant during the planning horizon.
(j) Bottomhole pressures (BHP) in producing wells are assumed to be constant during the time horizon (typically one year). BHP variations are often omitted in CRM models when accounting for relatively short time horizons.22,23

Assumption (a) is required for the appropriate parametrization of the petrophysical models. The CRM, in particular, requires a substantial production history to establish the flow scheme between injectors and producers. We assume that this information becomes available from the previous exploitation of the field. Another important assumption is that both polymer adsorption and reservoir permeability reduction phenomena can be predicted by knowing the amount of the polymer in the slug and at each point of the reservoir (assumption (c)). While the adsorption phenomenon makes the displacing fluid reduce its polymer concentration, it also contributes to the reduction of permeability due to porosity blockage, and such permeability reduction impacts on injectivity (maximum injection rate). We assume that these effects are strictly associated with polymer concentration and slug flow over time. While some other variables like water salinity, injection rates, and pressure may affect these phenomena, there is general agreement in the literature to consider these effects as a function of the concentration when most of the other variables are under control within relatively limited ranges.13

Assumption (d) is related to the subsurface representation. The sweep volume in every path is discretized in blocks, and petrophysical properties are averaged over the three dimensions of every block. Discontinuity in linking sections between adjacent blocks with heterogeneous anisotropic properties might not be totally accurate, but it is acceptable if properties do not vary significantly and volume discretization is fine enough. In turn, assumption (e) states that the linear fluid velocity remains constant along each path, regardless of the flow rate. In other words, a larger flow rate results in a denser set of streamlines (pores) being accessible by the solvent, with no change in the time it takes for the slug to move from one block to the following. On the contrary, lower injection rates reduce the number of sweep streamlines through each control volume, producing less solvent saturation over time (Figure 2). Note that the slug flow is assumed to be unidirectional, with fixed inlet and outlet sections for every block in the path. All of these are consistent with the CRM model, where the time constant parameter (i.e., the response time to injection signals) is stated as independent of the flow rate.

Other hypotheses assumed by the physical models that are integrated to our approach (namely, the Koval theory and CRM) are also considered in this work. More details on these assumptions can be found in Koval39 and Yousef et al.,36 respectively.

3. MODELING FRAMEWORK
As stated in previous sections, this work presents a mathematical programming formulation aiming to determine the optimal production strategy and well layout design for flooding mature fields through polymer injection. A set of surrogate, subsurface models are embedded in the formulation in order to achieve an accurate representation of the reservoir response. These models comprise the Koval39 and capacitance resistance frameworks,36 which are explained in more detail in this section. Furthermore, a novel geometric abstraction of the sweep volumes is proposed to make it possible to solve the problem with mathematical programming techniques in reasonable computational times. The geometrical approach is also developed in this section, along with other modeling features.

3.1. Production Forecast Models. Capacitance resistance models (CRM) establish an analogy between the oil reservoir and a network of resistors and capacitors (RC) in an electric circuit to model the connection and response time between every pair of injector and producer wells. While fluid flows are driven by pressure difference, electron flows (current) are caused by potential difference. Additionally, porous media offer
a resistance to the flow, the same as an electric conductor does on a circuit. Both systems may be also capable of storing mass and energy: oil and displacing fluids may accumulate in the porous media, while the circuit may store electrons on the capacitors. Taking advantage of these analogies, a CRM is capable of predicting the performance of a reservoir. This is a widely used representation with an enormous potential on reservoir simulation and analysis, having shown great results as a general modeling framework.27

In few words, the aim is to predict the distribution of the flow injected in an injector well \( i \) toward the producers \( j \) and the delay in response times through two basic parameters: (a) the connectivity between every pair of wells \( (f_{i,j}) \) and (b) the associated time constant \( (\tau_{i,j}) \). An adapted form of the model is presented in eq 1. Detailed derivation and further theoretical details can be found in the works by Yousef et al.36 Dinh and Tiab39 and Kaviani et al.41

\[
Q^T_{i,j,t} = QT_{i,j,t} - e^{-\Delta t/\tau_{i,j}} + (1 - e^{-\Delta t/\tau_{i,j}})f_{i,j} Q^I_{i,t} \\
\forall i \in I, j \in J, t \in T
\]  

In eq 1, \( Q^T_{i,j,t} \) is the contribution of injector \( i \) to the total production of producer \( j \) at time \( t \), \( Q^I_{i,t} \) refers to the injection rate of injector \( i \) at time \( t \), \( \Delta t \) is the time length between time points \( t - 1 \) and \( t \), and \( f_{i,j} \) and \( \tau_{i,j} \) are model parameters to be determined by injection–production history matching. Of these parameters, \( f_{i,j} \) represents the fraction of the injected fluid in the injector \( i \) conducted through the reservoir to the producer \( j \), while \( \tau_{i,j} \) (the time constant) is related to the dissipation of injection flows in the porous media. More specifically, the time constant refers to the time it takes to achieve 63.2% of the final production rate at a producer \( j \) due to the injection on \( i \) (see Figure 3).

![Figure 3. Relationship between injection and production rates with a time constant equal to 4 days modeled by the capacitance resistance model.](image)

Notice that the summation of connectivity factors \( f_{i,j} \) over all producers connected to a single injector, despite being a sum of proportions, might be less than unity if reservoir losses exist and could eventually be greater than unity if other production sources are present (e.g., an aquifer). The latter case is not contemplated in this work, and for parametrization, we assume that the summation equals one for every injector. Finally, observe that CRM is a single-phase model, and therefore, a complementary fractional flow model is required in order to assess fluid composition over time, i.e., oil production.

The Koval model29 is an extensively used representation that has been mainly developed to predict the core-scale oil productivity from miscible displacement techniques using solvent injection. Specifically, the Koval theory is developed to assess performance deterioration due to fingering effects, a typical issue of many miscible displacement EOR and waterflooding techniques. Fingering effects imply that the displacing fluid bypasses the stored crude oil, leading to early breakthrough of the solvent and poor sweep efficiency.42 Physically, fingering effects are driven by rock heterogeneity and differences between the viscosity of the displacing fluid and the crude oil. The Koval model describes fingering effects with a simple factor named \( K_v \), which is obtained by multiplying the heterogeneity factor \( (H_k) \) and the effective mobility ratio between the solvent and the oil \( (E) \). Using this characterization, the Koval theory allows making simple estimations of crude oil and solvent proportions in the produced flow as a function of accumulated amounts of the solvent already injected in the reservoir. Typically, larger values of \( K_v \) mean that unfavorable heterogeneity and viscosity effects are occurring, and the recovery efficiency is rather poor. A comprehensive physical derivation of the Koval factor using petrophysical data and vertical equilibrium theory43 has been presented by Salazar and Lake,44 from solid foundations.

The Koval model may be applied to any kind of oil displacing technique under the assumption of a segregated flow between displaced and displaced fluids.28 To estimate oil production, Koval29 modifies the viscosity ratio in the fractional-flow equation by Buckley and Leverett43 to account for fingering effects. If crude oil and displacing phases show straight-line relative permeabilities, then solvent and oil flows are segregated36 and the concentration (or fractional flow) of the solvent can be denoted as shown in eq 2.

\[
f_s = \frac{1}{1 + \left( \frac{1 - S_{ir}}{S_{ir}} \right)}
\]

where

\[
K_v = H_k \cdot E
\]

\[
E = \left[ 0.78 + 0.22 \left( \frac{H_s}{H_i} \right)^{1/4} \right]^4
\]

\[
S = S_{w} - S_{wr} \frac{S_{ir} - S_{wr}}{1 - S_{ir} - S_{wr}}
\]  

In these equations, \( f_s \) refers to the solvent fractional flow (in units of solvent per unit of produced fluid), \( S \) is the reduced water saturation defined in eq 5, \( K_v \) stands for the Koval factor, \( E \) computes the effective viscosity ratio, \( H_k \) is a measure of the reservoir heterogeneity, and \( \mu_s \) and \( \mu_o \) are crude oil and solvent viscosities, respectively. \( S_{w} \) is the irreducible solvent saturation, and \( S_{ir} \) stands for residual oil saturation. Given that polymer flooding techniques usually comprise the injection of an aqueous solution with a relatively low concentration of a polymer, solution saturation may be analogously treated as water saturation.14 Water and oil saturation refers to the fraction of water and oil in the effective pore space of the volume under control. This model yields proper predictions on the oil “cut” as a function of the total amount of the solvent
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already injected, with the following inputs: reservoir heterogeneity (from reservoir characterization), initial water saturation, actual water saturation, and effective mobility ratios.

Summarizing, CRM stands as a robust method for quantifying the flows going from injectors to producers, while the Koval theory provides a validated tool to assess solvent and crude oil cuts on the total production flows over time. Both models are plugged into the mathematical programming formulation proposed in this work. Other technical considerations are also taken into account and described in the following sections.

3.2. Geometric Abstraction and Characterization of the Sweep Volumes between the Wells. A novel approach is deployed in this section to efficiently address further technical details of the problem. A geometric-spatial abstraction is introduced for reservoir modeling as well as for tracking polymer slugs. This abstraction consists of the representation of every interwell sweep volume (region between the bottomholes of an injector and producer wells) as a unidirectional pipeline, discretized into regular polyhedrons with homogeneous petrophysical properties. More specifically, we rely on a unidimensional grid discretization, setting a finite number of control points at the center of every block along the flow stream (see Figure 4). Block sizes can be selected according to the technical characterization of the reservoir. Interactions between the sweep volumes of different pairs or links are assumed to be negligible as long as there is sufficient distance between well locations. If this assumption is not totally applicable, then artificial linkages that capture these interactions can be added to the model. This polyhedral-pipeline approach allows discretizing the porous media between wells to gain control over the space and model the behavior of aqueous and oil phases over time.

On the other hand, the time horizon is also discretized accordingly so that the time it takes to move a slug from one block to the next one is exactly one time period. Hence, response times to injection signals are implicitly considered by the model. In other words, for a fixed time discretization, the higher the time constant associated to an injector link, the greater is the number of volumetric blocks in which the sweep volume needs to be divided so that a proper approximation of the associated response time is achieved.

Let \( i \) and \( j \) denote potential injection and producer wells, respectively, while \( j \) identifies production wells connected to injector \( i \). Let \( u \) stand for discrete volumetric elements in the geometric-spatial abstraction of the sweep region between the bottomholes of wells \( i \) and \( j \). Let \( t \in T \) be the time steps (each of them typically comprising 1 to 10 days) associated to the discretization of the planning horizon. Likewise, let \( k \in K \) stand for longer periods (typically months) in which the same planning horizon is discretized so that \( t \in T \) denote the short time periods \( t \) comprised in the long time period \( k \). Note that the number of blocks between two wells and their characteristics are dependent on the interwell distance, the response times, and the heterogeneity of the porous media. Finally, if \( uf \in U_{ij} \) denotes the last volumetric block on the edge between \( i \) and \( j \), directly connected to the production well \( j \).

Based on these sets, some parameters are introduced. Let \( sw_{u\in U_{ij}} \) stand for the average water saturation at the volumetric block \( u \) along the link between wells \( i \) and \( j \), whereas \( sw_{i} \) and \( sw_{s} \) denote residual oil saturation and irreducible water saturation of the reservoir, respectively. Let \( \phi_{u\in U_{ij}} \) stand for the average porosity of each volumetric block \( u \) comprising the link between \( i \) and \( j \), and \( \Delta Wi,\phi \) and \( \Delta hi,\phi \) refer to the width, length, and layer thickness of the blocks between \( i \) and \( j \), respectively. Furthermore, \( \muoil \) and \( \muw \) express reservoir oil and pure water viscosity, respectively. It should be noted that many parameters can be indexed such that the model achieves a more accurate representation of each volumetric block linking the wells. Moreover, the model may be extended to a multilayer representation by adding the layer index to each parameter.

Connectivity data are also needed to address this problem. Detailed guidelines on how to obtain connectivities between wells can be found in Yousef et al., Sayarpour et al., Moreno and Lake, Cao et al., Eshraghi et al., and Yousefi et al. Connectivity magnitude is represented by the parameter \( cf_{ij} \), accounting for the fraction of polymer solution from injector well \( i \) that contributes to the production of well \( j \). Since the number of wells to operate is not known beforehand, \( cf_{ij} \) is assumed to be the minimum connectivity when all potential wells operate at the same time. A flow redistribution pattern is defined in the following sections allowing increasing connectivity values according to the number of production wells actually linked to an injector. Figure 5 shows a multiwell representation of the geometric abstraction presented in this section.

4. OPTIMIZATION MODEL

4.1. Objective Function. In this section, a mathematical programming model is presented aiming to achieve optimal planning and operation strategies in technical and economic terms. Thus, a performance measure is defined as the net
present value of the project considering revenues from oil sales, discounted operational and capital expenditures, and purchase costs of polymers. The objective function is represented by eq 6.

$$\max z = \sum_{k \in K} \left[ \frac{1}{(1 + r)^k} \sum_{t \in T_k} \left[ \text{op}_k \cdot \text{QTP}_{i}^{\text{oil}} \cdot \Delta t - \sum_{i \in I} \left( \text{pc}_i \cdot \text{Q}_{i,t}^{\text{IN}} \cdot \text{Cp}^{\text{IN}}_{i,t} \cdot \Delta t - s\cdot c_{i,t} - w\cdot y_{i,c,t} \right) - \sum_{j \in J} \left( w\cdot y_{j,c,t} + w\cdot c\cdot \text{QAQP}_{i,t} \cdot \Delta t \right) \right] \right]$$

In eq 6, $\text{op}_k$ denotes the oil price ($/m^3$) forecasted for time period $k$, $\text{QTP}_{i}^{\text{oil}}$ refers to the oil production rate ($m^3$/day) during time step $t$, $\Delta t$ is the duration of time step $t$ (day), $\text{pc}_i$ stands for the polymer cost forecasted for time period $k$ ($$/kg$), $\text{Q}_{i,t}^{\text{IN}}$ is the injection rate planned for well $i$ at time step $t$ ($m^3$/day), and $\text{Cp}^{\text{IN}}_{i,t}$ indicates the polymer concentration of the slug being injected into well $i$ at time step $t$ (g/L). The parameter $s\cdot c_{i,t}$ is the slug changeover cost ($$$), whereas the slug shift (meaning a change in polymer concentration) in well $i$ at time step $t$ is denoted by the binary variable $y_{i,c,t}$. Parameters $w\cdot c_{i,t} and $w\cdot y_{j,c,t}$ establish capital expenditures ($$$) due to work-over tasks that are required to operate injection and production wells, respectively, while $y_{i,c,t} and $y_{j,c,t}$ are binary variables stating that injector well $i$ or production well $j$ starts operating at time step $t$. Finally, the parameter $w\cdot c\cdot \text{QAQP}_{i,t}$ accounts for the unit processing cost of the produced water ($$/m^3$), and the continuous variable $\text{QAQP}_{i,t}$ represents the production rate of the aqueous phase ($m^3$/day) in the producer $j$ during time period $t$. The parameter $r$ refers to the interest rate used to evaluate the project profitability.

4.2. Multiphase Transport Equations. In reservoir simulations, polymer flooding transport equations are usually modeled as a set of partial differential equations taking into account three main flow balances through the porous media: the oil phase, water phase, and polymer concentration. While the first two can be described through differential pressure and saturation changes, polymer tracking also adds a diffusion phenomenon driven by the spatial gradient of concentration. Nevertheless, polymer diffusion is expected to cause a minor effect in comparison with pressure difference, particularly when the solvent is pushed at high pressures. Thus, diffusion terms are considered negligible for the approach proposed in this work.

In this context, if the described blocks comprising the sweep volume between every pair of wells are correctly sized, then we may assume that during a single time step $t$, the slug moves ahead one block. Based on this, for each specific volumetric element defined between two wells, a comprehensive mass balance is made, as shown in the following sections.

4.2.1. Polymer Component Balance.

$$\text{Cp}^{\text{out}}_{i,j,u,t} = \text{Cp}^{\text{IN}}_{i,j,u,t}$$

$$\forall i \in I, j \in J, u \in U_{i,j}, u = 1, t \in T$$

(7)

$$\text{Cp}^{\text{IN}}_{i,j,u,t+1,t+1} = \text{Cp}^{\text{out}}_{i,j,u,t}$$

$$\forall i \in I, j \in J, t < \mid T \mid, u \in U_{i,j}, u < \mid U_{i,j} \mid$$

(8)

Equation 7 stands for a polymer concentration balance and indicates that for every volumetric block located in the first position on the path between wells $i$ and $j$, the inflow concentration $\text{Cp}^{\text{IN}}_{i,j,u,t}$ at time step $t$ will be determined by the slug concentration $\text{Cp}^{\text{IN}}_{i,j,u,t}$ being injected into well $i$ at the same period. In the contrary, if producer $j$ is not operated during time step $t$ ($y^{j}_{j,t} = 0$), then the variable $\text{Q}_{i,j,u,t}^{\text{IN}}$ is enforced to be equal to zero when $y^{j}_{j,t}$ (binary variable stating that well $j$ is operated during time period $t$) is equal to one. On the contrary, if producer $j$ is not operated during time step $t$ ($y^{j}_{j,t} = 0$), then the variable $\text{Q}_{i,j,u,t}^{\text{IN}}$ is enforced to be equal to zero when $y^{j}_{j,t}$ (binary variable stating that well $j$ is operated during time period $t$) is equal to one.

Equation 11 limits the flow rate that enters the first volumetric block on the path between wells $i$ and $j$, at time step $t$. The flow rate along the path $i-j$ is ruled by the connectivity coefficient established for the well pair $i-j$ itself, while a second term distributes the production to those wells that might be linked to the injector well $i$ at time step $t$ (non-negative variable $\text{QU}^{\text{IN}}_{i,j,t}$). Note that $\text{QU}^{\text{IN}}_{i,j,t}$ is defined as an auxiliary variable to address the flow redistribution when a producer $j$ connected to injector $i$ is not operated (shut-in), which is a model decision. From the non-negativity condition of this variable ($\text{QU}^{\text{IN}}_{i,j,t} \geq 0$) and as imposed by eq 14, $\text{QU}^{\text{IN}}_{i,j,t}$ is enforced to be equal to zero when $y^{j}_{j,t}$ (binary variable stating that well $j$ is operated during time period $t$) is equal to one. On the contrary, if producer $j$ is not operated during time step $t$ ($y^{j}_{j,t} = 0$), then the variable $\text{QU}^{\text{IN}}_{i,j,t}$ takes a positive value, equal to the injection rate in well $i$ during the same time period, as imposed by eqs 12 and 13. The maximum number of production wells that might be linked to the injector $i$ is denoted by the parameter $nc$. Notice that if every potential production well $j$ connected to the injection well $i$ operates at time step $t$, the second term on the right side of eq 11 is omitted since all variables $\text{QU}^{\text{IN}}_{i,j,t}$, $j \neq i$, are equal to zero. Else, for each production well linked to $i$ and being inactive at time step $t$, part
of the tapped flow is directed equitably to the sweep volumes of active paths.

\[
Q_{i,j}^{IN} \geq Q_{i,j}^{IN} - \gamma_{f_{i,j}}^{IN} \geq \forall i \in I, j \in J_j, t \in T \quad (12)
\]

\[
Q_{i,j}^{IN} \leq Q_{i,j}^{IN} \forall i \in I, j \in J_j, t \in T \quad (13)
\]

\[
Q_{i,j}^{IN} \leq (1 - \gamma_{f_{i,j}}^{IN}) q_{M}^{IN} \forall i \in I, j \in J_j, t \in T \quad (14)
\]

An alternative approach is also possible by distributing the inactive flows to the remaining active wells proportionally to the relative importance of their connectivity coefficients, as shown in eq 15. The latter approach, despite providing a more rigorous representation, has the disadvantage of increasing the computational complexity of the MINLP model.

\[
Q_{i,j,u+1,t}^{in} \leq c_{f_{i,j}} Q_{i,j,t}^{in} + \sum_{j \in J_j} c_{f_{i,j}} \gamma_{f_{i,j,t}}^{IN} - c_{f_{i,j}} Q_{i,j,t}^{IN} \forall i \in I, j \in J_j, t \in T \quad (15)
\]

Finally, material balances at every block \( u \) are completed by eqs 16–18.

\[
Q_{i,j,u,t}^{in} = Q_{i,j,u,t}^{in} - Q_{i,j,u,t}^{oil} \forall i \in I, j \in J_j, t \in T, u \in U_{i,j} \quad (16)
\]

\[
Q_{i,j,u+1,t}^{in} = Q_{i,j,u,t}^{in} \forall i \in I, j \in J_j, t \in T, u \in U_{i,j} \quad (17)
\]

\[
Q_{i,j,t}^{OUT} = \sum_{i,j \in I} (Q_{i,j,u,t}^{out} + Q_{i,j,t}^{oil}) \forall j \in J_j, u \in U_{i,j}, t \in T \quad (18)
\]

The variable \( Q_{i,j,u,t}^{oil} \) represents the oil volume produced by the slug passing through the block \( u \) in the path between wells \( i \) and \( j \) during time step \( t \). The value of this variable is calculated by the Koval model and is described in further sections. \( Q_{i,j,u,t}^{out} \) stands for the flow of the solvent leaving block \( u \) at time step \( t \). Note that a volumetric balance is implicitly stated by eq 16, driven by the liquid incompressibility assumption. The variable \( Q_{i,j,t}^{OUT} \) represents the total production of the oil and solvent at well \( j \) during time step \( t \), including all flows coming from the last volumetric element in every path \( i-j \). Note that given that a further part of the flow is now composed of oil, more solvent remains in the reservoir, increasing the water saturation over each block, as shown in the following section.

Water/solution production rates in each producer \( j \) during time period \( t \) can be obtained from the sum of the aqueous flows leaving the last block of flow in every path converging to producer \( j \), as shown in eq 19.

\[
Q_{AQP,j,t}^{in} = \sum_{i,j \in I} \sum_{j \in J_j} Q_{i,j,u,t}^{out} \forall j \in J_j, u \in U_{i,j}, t \in T \quad (19)
\]

4.2.3. Physical Conditions in Every Block over Time. Once overall flow balances have been established, quantifying the average polymer concentration within each block is needed to compute several variables, including oil productivity. Considering that retention phenomena (mainly adsorption) could take place with greater intensity in the upstream section of each block, a weighted average between incoming and outgoing conditions is proposed, as shown in eqs 20 and 21. Note that the concentration of the polymer in the outflow will be lower than that in the incoming flow due to polymer adsorption effects. However, the adsorption is expected to be more pronounced in the first part of the control volume, driven by greater concentration gradients between the flow and the porous media. Typical values for \( \alpha_{IN} \) and \( \alpha_{OUT} \) are 0.55 and 0.45, respectively.

\[
C_p_{i,j,u,t}^{in} = \alpha_{IN} C_p_{i,j,u,t}^{in} + \alpha_{OUT} C_p_{i,j,u,t}^{OUT} \forall i \in I, j \in J_j, t \in T, u \in U_{i,j} \quad (20)
\]

\[
\alpha_{IN} + \alpha_{OUT} = 1 \quad \alpha_{OUT} > \alpha_{IN} \quad (21)
\]

Finally, the viscosity of the displacing fluid is computed through eq 22. To achieve an accurate value of this critical variable, a cubic polynomial equation is used, according to the polymer concentration. Although different salt concentrations can be considered by using the Flory–Huggins correlation, we assume a constant salinity of the water being used.

\[
\mu_{p,i,j,u,t} = \mu_{b} \left( 1 + \gamma_{b} C_{p_{i,j,u,t}}^{in} + \gamma_{s} C_{p_{i,j,u,t}}^{out} + \gamma_{c} C_{p_{i,j,u,t}}^{3} \right) \forall i \in I, j \in J_j, t \in T, u \in U_{i,j} \quad (22)
\]

In the latter equation, \( \mu_{p,i,j,u,t} \) is the average solvent viscosity over the block \( u \) at period \( t \), while \( \mu_{b} \) refers to pure water viscosity. \( \gamma_{b}, \gamma_{s}, \text{ and } \gamma_{c} \) are the specific coefficients that better fit the viscosity–concentration curve, depending on the type of polymer and the salinity of the water being used. Displacing fluid viscosity stands as a critical variable due to the main premise of the polymer flooding process aimed at improving the mobility ratio by adjusting viscosity and keeping physical phenomena under control.

4.2.4. Oil Productivity from Every Block. As explained in Section 3.2, the Koval theory is used to predict the oil recovery by combining two essential parameters: one denoting the viscosity contrast between oil and water phases and the other accounting for the heterogeneity of the reservoir. Both of them are used to build the Koval factor, which allows making accurate predictions on the amount of oil being recovered. The heterogeneity factor is assumed to be given from the flow capacity and storage capacity analysis of the reservoir and is denoted by \( H_k \) in the formulation. This parameter can also be estimated from permeability and porosity data, as proposed by Salazar and Lake.

On the other hand, viscosity contrast between displaced and displacing fluids is considered through the effective mobility ratio, denoted in this work by \( Ev \). This parameter is usually defined as a function of the viscosity ratio of the fluids, as shown in eq 23.

\[
Ev_{i,j,u,t} = \left[ 0.78 + 0.22 \frac{\mu_{OIL}}{\mu_{p,i,j,u,t}} \right]^{-0.4} \forall i \in I, j \in J_j, t \in T, u \in U_{i,j} \quad (23)
\]

Note that in terms of the optimization problem, \( Ev_{i,j,u,t} \) constitutes a variable being computed for every volumetric block \( u \) in the sweep volume between \( i \) and \( j \) at each time period \( t \), given its dependence on the viscosity of the displacing fluid.
The effective mobility ratio and the heterogeneity factor are both inputs for the Koval factor estimation, as presented in eq 24. Finally, the flow composition (usually referred to as the fractional flow) is given in terms of eqs 25 and 26, from the Koval theory.

\[
K_{v,i,u,t} = \frac{F_{v,i,u,t}}{H_k} \quad \forall \ i, j \in J, t \in T, u \in U_{ij}
\]  

(24)

\[
F_{v,i,u,t} \geq \frac{1}{1 + \frac{1}{K_{v,i,u,t}} \left(1 - rS_{w_{ij,u,t}}\right)}
\]

\[
rS_{w_{ij,u,t}} = \frac{s_{w_{ij,u,t}} - s_{w_{ij,u,t}}}{s_{w_{ij,u,t}} - s_{w_{ij,u,t}}}
\]

(25)

(26)

In eq 25, \(F_{v,i,u,t}\) represents the fraction of the displacing fluid (aqueous polymer solution) in the total flow across the block \(u\) of path \(i\rightarrow j\) during period \(t\), while \(rS_{w_{ij,u,t}}\) is a continuous variable ranging between 0 and 1 and defined according to eq 26 as the reduced water saturation of each block over time. Recall that \(s_{w_{ij,u,t}}\) and \(s_{w_{ij,u,t}}\) stand for irreducible water saturation and residual oil saturation parameters of the reservoir, respectively. Finally, \(S_{w_{ij,u,t}}\) refers to the water saturation on each volumetric block \(u\) between \(i\) and \(j\) during time step \(t\). Indeed, the latter variable needs to be updated period by period. To achieve that, water saturation is initialized from reservoir characterization and then computed by eqs 27 and 28.

\[
S_{w_{ij,u,t}} = s_{w_{ij,u}} \quad \forall \ i, j \in J, t \in T, u \in U_{ij}
\]  

(27)

\[
S_{w_{ij,u,t+1}} = S_{w_{ij,u,t}} + \frac{(Q_{IN,i,j,u,t} - Q_{OUT,i,j,u,t}) \Delta t}{\phi_{e,i,j,u} V_{GB,i,j,u}}
\]

\[
\forall \ i, j \in J, t \in T, u \in U_{ij}
\]  

(28)

where

\[
V_{GB,i,j,u} = \Delta V_{j,i} \Delta t_{j,i} \quad \forall \ i, j \in J
\]  

(29)

In these equations, \(V_{GB,i,j,u}\) is the volume of each individual block defined between \(i\) and \(j\) (m³), and \(\phi_{e,i,j,u}\) stands for the effective porosity that can be estimated as in eq 30, where ipv refers to the average incompressible pore volume proportion and \(\phi_{i,j,u}\) is the total porosity.

\[
\phi_{e,i,j,u} = (1 - \text{ipv})\phi_{i,j,u}
\]

\[
\forall \ i, j \in J, u \in U_{ij}
\]  

(30)

Once again, based on the liquid incompressibility assumption, as the flow progresses across successive blocks extracting oil, an equivalent volume of the solvent remains in the block, increasing water saturation and reducing oil saturation. More specifically, eq 28 updates the water saturation variable by adding the ratio of the equivalent volume of oil extracted during period \(t\) and the free volume within the block. Notice that depending on the amount of the solvent being injected, water saturation growth rates may vary significantly, having negative effects on the oil productivity if effective mobility is not being controlled properly.

4.2.5. Permeability Reduction. Injectivity loss due to permeability reduction effects is also addressed in this model, albeit in a simplified manner. Permeability reduction can be addressed as a function of one of its main causes, that is, the accumulation of the adsorbed polymer. Thus, the accumulated amount of the polymer retained in each volumetric block is computed as shown in eq 31, while for the calculation of the reduction in permeability, a hyperbolic function is proposed, as in eq 32.

\[
Q_{ARP,i,j,u,t} = \sum_{t'<t} Q_{ARP,i,j,u,t'}
\]

\[
\forall i, j \in J, t \in T, u \in U_{ij}
\]  

(31)

\[
R_{k,i,j,u,t} \geq 1 + \frac{(Rk_{\text{MAX}} - 1)\beta_{Rk} Q_{ARP,i,j,u,t}}{1 + \beta_{Rk} Q_{ARP,i,j,u,t}}
\]

\[
\forall i, j \in J, t \in T, u \in U_{ij}
\]  

(32)

In the latter equations, \(Q_{ARP,i,j,u,t}\) stands for the accumulated amount of the polymer per unit volume retained in the block \(u\) of path \(i\rightarrow j\) up to time \(t\); \(R_{k,i,j,u,t}\) quantifies the relative permeability reduction; \(Rk_{\text{MAX}}\) refers to the maximum possible value for \(R_{k,i,j,u,r}\). In turn, \(\beta_{Rk}\) is a predefined reservoir engineering parameter standing for the permeability reduction rate for the given polymer being used.

Accounting for injectivity issues is highly relevant due to the consequences that they might bring, such as improper propagation of the solvent, borehole enlargement, and/or undesirable fractures that may lead to the leakage of polymers, among other effects. Since injectivity is defined as the injection rate divided by the injection pressure, if injectivity decreases, then either a lower flow is imposed or a higher pressure is required. Thereby, this model takes injectivity into account by lowering the upper bound on the injection rate for injector \(i\) at period \(t\) according to the permeability reduction in every block of the path, as shown in eq 33. We note that in general, the first block in the path is the most restricting one.

\[
Q_{IN,i,j,u,t} \leq \frac{Q_{\text{IN},i,j,u}}{Q_{\text{IN},i,j,u} + \beta_{Rk} Q_{ARP,i,j,u,t}}
\]

\[
\forall i, j \in J, t \in T, u \in U_{ij}
\]  

(33)

Constraint 33 represents another fact that discourages massive injection of polymers in high concentrations to avoid future issues in the oil recovery driven by the loss of injectivity.

4.2.6. Total Production of Oil over Time. Oil production must be quantified in order to compute the economic income in the objective function (eq 6). Since the fraction of the displacing fluid is defined by eq 25, the amount of oil produced from each volumetric block can be readily calculated as in eq 34. In addition, an auxiliary variable \(Q_{\text{col}},i,j,u,t\) is introduced in eqs 35–37 to track the accumulated amount of oil being recovered by a slug, block by block.

\[
Q_{\text{col},i,j,u,t} \leq (1 - F_{v,i,u,t}) Q_{IN,i,j,u}
\]

\[
\forall i, j \in J, t \in T, u \in U_{ij}
\]  

(34)

\[
Q_{\text{col},i,j,u=1,t} = Q_{\text{col},i,j,u=1,t}
\]

\[
\forall i, j \in J, t \in T
\]  

(35)
AQ\textsuperscript{oil\_i,j,u,t} = AQ\textsuperscript{oil\_i,j,u-1,t-1} + AQ\textsuperscript{oil\_i,j,u,t}\quad \forall i \in I, j \in J, u \in U_{ij}; u > 1, t \in T \quad (36)

\begin{align*}
\text{Q}^P_{i,j,t} &= AQ_{i,j,\text{of},t} \quad \forall i \in I, j \in J, uf \in U_{ij}, t \in T \quad (37) \\
\text{Q}^P_{t} &= \sum_{i \in I} \sum_{j \in J} \text{Q}^P_{i,j,t} \quad \forall t \in T \quad (38)
\end{align*}

In eq 38, \text{Q}^P_{i,j,t} stands for the oil production from the path \(i \rightarrow j\) during time step \(t\), while \text{Q}^P_{t} accounts for total field production during time period \(t\). This structure allows oil accumulation along every path in a recursive way, to finally compute the total production of oil that impacts on the objective function.

A set of critical trade-offs to solve should be observed and commented up to this point. First, it must be noticed that viscosity plays a fundamental role in the polymer flooding optimization because the effective mobility ratio directly impacts on the composition of the production flow. To favor effective mobility ratios (and, as a result, the oil fraction in the outflow), viscosity must be set as close as possible to crude oil viscosity. A cubic polynomial approach has been proposed in order to compute viscosity against different polymer concentrations in the injected solution. The coefficients of the polynomial must be defined in advance and will vary according to the salinity of the water and the molecular weight and type of polymer being used (see Figure 6). In fact, for a viscous-oil reservoir, base viscosity (water) may need to be multiplied 100 times to reach trapped crude oil viscosity. To achieve this, higher polymer concentrations are needed, with the reciprocal increase in costs, adsorption phenomena, reduction of permeability, and injectivity issues.

Although higher viscosities are desirable to improve mobility ratios and, hence, sweep efficiency, polymer adsorption needs also to be controlled. At higher polymer concentrations, polymer adsorption phenomena are increased, and as polymer retention increases, permeability is decreased (Figure 7) also reducing injectivity. This changes the original rates and pressures at which fluids can be pumped into the reservoir without fracturing the formation. Reservoir characterization, rock properties, and bottomhole pressure (BHP) studies will determine the parametrization of \(a, b,\) and \(\beta_{hk}\) in eqs 10 and 32. Depending on this parametrization, permeability reduction might result in a drop of the injection rate of up to 40%. These effects might hardly condition greedy strategies, to ensure the safety of the formation.

At the same time, dependence of the oil productivity on water saturation is also critical. In this regard, it must be noticed that the higher the recovery rate over time, the faster the water saturation is increased within the reservoir, reducing the extraction capacity in more encouraging periods of peak oil prices or higher demand. Fractional flow dependence on reduced water saturation and the effective mobility ratio is shown in Figure 8. Notice that the blue area stands for the desirable operating area, with relevant amounts of oil being extracted.

4.3. Well Selection and Slug Change. As seen in eqs 12 to 15, binary variables are required in order to account for the wells actually being operated at a certain time step \(t\). Nevertheless, additional equations to identify the time at which each well starts operating are also needed to compute expenditures associated with work-over tasks (if the well already exists) or drilling and completion tasks (if the well is new) at the right time. To model this, eqs 39 to 42 are added to the formulation. Equations 39 and 40 identify the time at which an injection or production well starts operating, by assigning the value one to a binary variable (\(y_i\) or \(y_j\)) when the operation variable (\(y_i\) or \(y_j\)) changes from 0 to 1. In turn, eqs 41 and 42 do not allow shutting down an operating well during the planning horizon after it starts working. We plan to relax the latter assumption in future work.

\begin{align*}
y_{i,t} &= y_{i,t-1} - y_{i,t-1} \quad \forall i \in I, t \in T \quad (39) \\
y_{j,t} &= y_{j,t} - y_{j,t-1} \quad \forall j \in J, t \in T \quad (40) \\
y_{i,t} &\geq y_{i,t-1} \quad \forall i \in I, t \in T \quad (41) \\
y_{j,t} &\geq y_{j,t-1} \quad \forall j \in J, t \in T \quad (42)
\end{align*}

Additionally, continuous variables such as the injection rate, the injected fluid concentration, and production rates at every
well must be subject to its operation status, as imposed by eqs 43 to 46.

\[
Q_{i,t}^{IN} \leq q_j^{IN} y_{i,t} \quad \forall \ i \in I, \ t \in T
\]

(43)

\[
Q_{j,t}^{OUT} \leq q_j^{OUT} y_{j,t} \quad \forall \ j \in J, \ t \in T
\]

(44)

\[
C_{p,i,t}^{IN} \leq C_{p,k}^{MAX} y_{i,t} \quad \forall \ i \in I, \ t \in T
\]

(45)

\[
Q_{i,j,u,t}^{IN} \leq q_j^{IN} y_{j,t} \quad Q_{i,j,u,t}^{IN} \leq q_j^{IN} y_{j,t} \\
\forall \ i \in I, j \in J, t \in T, u \in U_{i,j}
\]

(46)

In eq 45, \( C_{p,k}^{MAX} \) stands for the maximum concentration of the polymer that may be used in the injected solution.

Finally, additional constraints are stated for slug change computation. Slugs are changed every time the polymer concentration is varied for a specific injection well. Thus, binary variables are required in order to establish changeover timing and costs, as well as slug minimum lengths (see eqs 47 to 53). Binary variables \( s_{1,i,t} \) and \( s_{2,i,t} \) become strictly equal to 1 when a slug of a higher or lower concentration is selected for injector \( i \) at time \( t \) (with regard to the previous time step), respectively. \( s_{3,i,t} \) is an auxiliary variable stating that the slug remains unchanged. The variable \( s_{4,i,t} \) indicates the slug changeover occurrence to be estimated in the objective function, while the parameter \( \varepsilon_{C_{p}} \) stands for a small tolerance within which the concentration is not considered to be changing.

\[
C_{p,i,t+1}^{IN} - C_{p,i,t}^{IN} = SLK_{1,i,t} - SLK_{2,i,t} \quad \forall \ i \in I, t \in T
\]

(47)

\[
SLK_{1,i,t} \geq \varepsilon_{C_{p}} s_{1,i,t} \quad \forall \ i \in I, t \in T
\]

(48)

\[
SLK_{1,i,t} \leq C_{p,i,t}^{MAX} s_{1,i,t} \quad \forall \ i \in I, t \in T
\]

(49)

\[
SLK_{2,i,t} \geq \varepsilon_{C_{p}} s_{2,i,t} \quad \forall \ i \in I, t \in T
\]

(50)

\[
SLK_{2,i,t} \leq C_{p,i,t}^{MAX} s_{2,i,t} \quad \forall \ i \in I, t \in T
\]

(51)

\[
s_{1,i,t} + s_{2,i,t} + s_{3,i,t} = 1 \quad \forall \ i \in I, t \in T
\]

(52)

Note that the duration of a slug is also determined by these binary variables. In fact, the time difference between consecutive \( s_{4,i,t} \) that are equal to 1 measures the slug length and might be used for the definition of more constrained strategies.

Figure 8. Fractional flow of the displacing fluid as a function of the Koval factor and the reduced water saturation.

Figure 9. (a) Six discretized blocks connecting two wells for Case Study 1. (b) Two injection and five production wells connected by six paths, divided into a total of thirty six blocks (Case Study 2).
Two illustrative cases are presented in this section to test the model and validate the results. The first study case consists of a single injector well and a single producer well connected through a sweep volume divided into six discrete elements. The second case presents a set of two possible injection wells and five potential producers comprising an irregular geometric arrangement (see Figure 9). It should be noted that the arrays of blocks are obtained from actual drain volumes for each pair of injection−production wells. The procedure to discretize the volumetric domain is as follows: we consider the projected sweep volumes between the bottomholes of every pair of potential injection and production wells. For each pair of wells, we estimate the response time to injection signals. We then adopt a fixed time period length (in our case, 4 days) and determine the number of blocks between the wells assuming that the slugs move one block per time step. Notice that if a finer discretization is required for a certain pair of wells, then the timescale needs to be modified accordingly. Connectivity and time constants are usually derived from a history-matching procedure, according to CRM premises.27,36,50 Finally, for each block, average petrophysical properties must be estimated, such as initial water saturation, effective porosity, irreducible water and residual oil saturation, and reservoir heterogeneity characterization according to the Koval theory.29 This information from reservoir engineering is usually available after waterflooding. In both cases, we assume that the displacing fluid is an aqueous solution of hydrolyzed polyacrylamide (HPAM) with an effective salinity of 1 equiv per liter.51

### 5.1. Case Study 1
In this section, a simple case study consisting of two wells operating as injection and production wells is considered. Well operation (yes/no) decisions are dismissed in this illustrative case. The effective sweep volume between the wells is modeled by 6 volumetric blocks of 12,500 m$^3$ each. The distance between the wells is about 300 m, and response time of the production well to an injection signal is estimated to be 24 days. Details on specific technical parameterization for this example are presented in Tables S2 and S3 of the Supporting Information. Notice that according to the mathematical formulation presented in Section 4, whenever a slug passes through a volumetric block, water saturation, reduced water saturation, polymer adsorption, and permeability conditions are updated for the next time step. These state variables determine the sweeping potential of the next time step and, therefore, oil recovery efficiency. Technical decision variables such as the injection rate and polymer concentration will define the viscosity of the injected fluid and the effective mobility ratio, which allows computing the oil production in every block according to the Koval theory. Figure 10 illustrates the updating of state variables, showing the evolution of the second block (u2) in the path between two wells, from time steps t31 to t34.

The planning horizon for this case study is set at 1 year, divided into 90 periods of 4 days each. For illustration, fixed oil and polymer prices of 400 $/m^3$ and 4 $/kg$ are considered over
the whole planning horizon in order to avoid speculative effects in the production strategy. This assumption filters out solutions that might tend to accelerate production on peak periods to take advantage of oil prices. Nevertheless, the model is capable of managing variations in the oil price over time.

The model is coded in the software GAMS v31.1 and solved with the solver DICOPT. DICOPT stands for an MINLP optimization algorithm based on outer approximation, equality relaxation, and augmented penalty strategies. Since the DICOPT algorithm successively solves NLP and MIP subproblems, we use CONOPT to solve NLP subproblems and CPLEX to address MIP master problems. Due to the nonconvex nature of several constraints in the model, the optimizer does not necessarily obtain the global optimum. Elapsed time for the solution of Case Study 1 is around 59 s on a Windows PC with an Intel Core i7 3.6 GHz, 8-core processor and 16 GB RAM. Additional details on the model size and computational performance are presented in Table 1.

The results of this case study show that the best found strategy implies the use of two slugs during the planning horizon (see Figure 11). The injection rate is initially set at its maximum value and gradually decreases for safety reasons driven by the loss of injectivity. While the first slug has a duration of approximately 120 days, the second slug, of lower polymer concentration, lasts until the end of the time horizon. Note that in order to keep high injection rates that allow a greater recovery of crude oil over the whole time horizon, the concentration must be limited to prevent damaging the well injectivity.

The model is also used to forecast oil production and assess the net present value of the EOR project when compared to a myopic strategy, injecting polymers at a high rate, using a

Figure 11. Polymer concentration in the injected solution, injection rate, and aqueous phase production rate over time, resulting from the best found solution to Case Study 1.

Figure 12. (a) Cumulative oil production driven by the optimized EOR strategy vs the myopic strategy. (b) Cumulative net present value for both strategies over time.
reasonably high concentration of 2.5 g/L (g per L or kg per m³) over the whole time horizon. As observed in Figure 12, the myopic strategy, usually seen in practice, might produce a slightly higher accumulated volume of crude oil at the end of the time horizon. More specifically, while the myopic production strategy delivers a cumulative output of 4208 m³ of oil, the optimized strategy yields a cumulative production of 4160 m³ after one year (1% less). Nevertheless, the net present value of the cash flows at the end of the planning horizon shows an additional benefit of $1.12 × 10⁵ in favor of the optimized strategy (6.2% more). While the optimized strategy yields a net present value of $1.895 × 10⁵, the myopic strategy throughput stays at $1.783 × 10⁵.

Despite the fact that nonconvex constraints in the model might lead to solutions that are not globally optimal, it is worth mentioning that a mixed-integer linear programming (MILP) relaxation of the original model was deployed and tested for Case Study 1. The MILP model considers a wider feasible region from the outer approximation of nonlinear functions with piecewise linear counterparts. More specifically, ad hoc piecewise linear approximations with a maximum of 3 linear segments have been used to relax nonlinear constraints. Results show that the optimized solution from the MINLP is just 5% worse than the relaxed (infeasible) solution yielded by the MILP model in terms of the NPV. To summarize, it is possible to state that the optimized solution obtained for Case Study 1 is at most 5% below the global optimal solution. Moreover, if a better solution exists, then the relevance of optimized injection strategies with respect to myopic strategies may be even larger than reported.

5.2. Case Study 2. Case study 2 involves 36 volumetric blocks linking two potential injection wells and five potential producers. Well selection and operation decisions become relevant in this case. The effective sweep volume between wells is modeled as shown in Figure 9, using a different number of blocks depending on the dimensions of the sweep volume along each path and the corresponding response time. Similar to Case Study 1, all blocks are set at a volume of 12,500 m³. The spatial layout, the number of blocks, and the connectivity between injection and production wells for the flow distribution are given in Table 2 and Figure 13. Other technical parameters used in this case study, as well as illustrative maps of initial water saturation, permeability, and pressures, are presented in Tables S4 and S5 and Figures S2–S4 of the Supporting Information. The initial polymer concentration in each volumetric block is assumed to be zero. Fixed oil prices and polymer cost are set for the entire planning horizon.

The optimization model for this case study is also coded in the software GAMS 31.1 and solved with DICOPT using CONOPT for NLP subproblems and CPLEX for MIP master problems. Solving the model to an optimality gap of 0.01 takes around 14,369 s (4 h) using CONOPT on the same PC referred in the previous section. Additional details on the model size and computational performance are also presented in Table 1.

Optimized injection rates and polymer concentration of the injected solution over time are presented in Figure 14. It should be noted that the injector I1 operates with three different slugs during the time horizon, while injector I2 operates most of the time using the same polymer concentration. In terms of production wells, all but J4 are suggested for operation by the optimized results. Furthermore, every selected well operates from the beginning of the project.

Given that the maximum allowable injection rate is the same as for Case Study 1 but the injected flow is distributed through different paths to two or more production wells, higher polymer concentrations can be injected without significantly affecting the well injectivity. In this way, a greater number of connections allow the adsorption phenomenon not to be concentrated in a certain path. Injectivity restrictions are evidenced in the injection plan for well I1, on which the injection rate is reduced after 160 days to increase the polymer concentration during the second half of the year. The so-called end-of-horizon effect is observed in the final periods of the planning horizon, where polymer concentration is reduced to avoid economic expenditures that do not report an economic return before the completion of the planning horizon. Although this issue can be mitigated by implementing longer planning horizons, computational costs may increase significantly. Alternatively, providing ending conditions for the decision variables or implementing a rolling horizon framework can effectively address the effect.

With regard to the economic value of the optimized strategy, the forecasted production rate of crude oil for each producing well is presented on Figure 15. In addition, because the producer J2 shares incoming flows from two injection wells, Figure 15 also shows the production breakdown due to each injector. The oil production rate over the field during the planning horizon is presented in Figure 16, as well as its cumulative value over time. Cumulative oil production for the optimized strategy is estimated at 21,920 m³ with a net present value of $6.68 × 10⁵.

It is important to note that well selection decisions may have a huge impact on the project’s economic results and the overall recovery of oil. Taking advantage of the most promising sweeping regions to the detriment of those that are not justified can make a big difference in redistributing the flows and sweeping off the richer areas with a higher flow rate. For clarity, we have also made a comparison of the optimized strategy with the myopic strategy that uses a constant polymer concentration of 2.5 g/L, at the maximum injection rate, operating all available

Table 2. Interwell Connectivity (CF) and the Number of Volumetric Blocks (NVB) between Wells for Case Study 2

<table>
<thead>
<tr>
<th>producer</th>
<th>J1</th>
<th>J2</th>
<th>J3</th>
<th>J4</th>
<th>J5</th>
</tr>
</thead>
<tbody>
<tr>
<td>injector</td>
<td>CF</td>
<td>NVB</td>
<td>CF</td>
<td>NVB</td>
<td>CF</td>
</tr>
<tr>
<td>11</td>
<td>0.7</td>
<td>7</td>
<td>0.3</td>
<td>6</td>
<td>0</td>
</tr>
<tr>
<td>12</td>
<td>0</td>
<td>0</td>
<td>0.2</td>
<td>5</td>
<td>0</td>
</tr>
</tbody>
</table>

Figure 13. Potential well layout and connectivity representation for Case Study 2. Colored regions represent projected drain areas around the wells.

Figure 14. Optimized results of the injection plan for well I1, on which the injection rate is reduced after 160 days to increase the polymer concentration during the second half of the year. The so-called end-of-horizon effect is observed in the final periods of the planning horizon, where polymer concentration is reduced to avoid economic expenditures that do not report an economic return before the completion of the planning horizon. Although this issue can be mitigated by implementing longer planning horizons, computational costs may increase significantly. Alternatively, providing ending conditions for the decision variables or implementing a rolling horizon framework can effectively address the effect.

Figure 15. Optimized injection rates and polymer concentration of the injected solution over time are presented in Figure 14. It should be noted that the injector I1 operates with three different slugs during the time horizon, while injector I2 operates most of the time using the same polymer concentration. In terms of production wells, all but J4 are suggested for operation by the optimized results. Furthermore, every selected well operates from the beginning of the project.

Figure 16. Optimized injection rates and polymer concentration of the injected solution over time are presented in Figure 14. It should be noted that the injector I1 operates with three different slugs during the time horizon, while injector I2 operates most of the time using the same polymer concentration. In terms of production wells, all but J4 are suggested for operation by the optimized results. Furthermore, every selected well operates from the beginning of the project.

https://doi.org/10.1021/acs.iecr.1c00803
Ind. Eng. Chem. Res. XXX, XXX, XXX--XXX
wells from the beginning of the time horizon. Unlike Case Study 1, cumulative oil production of the optimized strategy is slightly superior to the myopic strategy, reaching a 2% higher ultimate recovery. Economically, however, the difference is far greater (see Figure 17). By avoiding the investment in the well J4 and achieving a faster recovery, the optimized strategy yields a net present value of $6.68 \times 10^6$ against $5.71 \times 10^6$ of the myopic strategy (17% more). Scaling the problem to larger fields can provide even more value by optimizing well selection strategies and injection plans.

### 6. CONCLUSIONS

A decision-making tool based on MINLP mathematical programming has been developed in order to face critical aspects of the oil field design and production planning for enhanced oil recovery through polymer flooding. The model is meant to serve as a technical and economical evaluation tool during the screening phase of mature fields, after waterflooding. A novel modeling framework has been proposed, combining existing technical models of proven accuracy with a geometric abstraction for every sweep volume between the wells, in order to reduce the solving complexity. The presented optimization framework can also provide high scalability, allowing incorporation of additional wells and multilayer schemes, the precise mapping of petrophysical properties through finer discretization, the computation of more variables on each volumetric block, and many other features.

In terms of optimization results, the case studies show the relevance of the model to determine convenient production strategies and oil field designs. The additional profit yielded by optimized solutions proves to be significant compared to those yielded by myopic strategies, frequently used in practice. An outstanding sensitivity of the net present value to surface design decisions, such as well selection and operation, has been demonstrated in the experiments conducted in this work. The latter aspect confirms the importance of the field design problem and leverages the proposed tool as a valuable aid for reservoir engineers. A substantial improvement of 17% in the net present value is achieved by applying the optimization tool to a set of 7 total wells. It is clear that for fields of a larger scale, well selection decisions become more and more important. On the other hand, optimizing polymer concentration and injection rates provides a safe and efficient way to control many other phenomena, such as polymer adsorption, permeability reduction, and injectivity issues, among others. The modular properties of the optimization framework facilitate the integration of further analytical models to address additional phenomena.
Finally, it is important to mention that the modeling framework may also serve as a forecasting tool for other EOR strategies, for parameter validation in reservoir modeling, and/or for simple comparison between different operation strategies. The modular structure allows expanding its potential to other EOR techniques, such as CO₂ injection, a stimulation strategy favored by carbon capture and sequestration initiatives. To deepen into methodological aspects of the modeling environment, problem resolution procedures and the deployment of statistical tools that allow a greater accuracy in the geometric abstraction of the sweep volumes are also planned as future work.
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NOMENCLATURE

Sets

i ∈ I potential injection wells
j ∈ J potential production wells

Figure 16. Oil production rate over the field during the planning horizon.

Figure 17. Comparison of the net present value of the optimized strategy (with 6 out of 7 wells being operated) with the myopic strategy where every available well is being operated.
$i \in I_i$ potential production wells with no-null connectivity with potential injection well $i$

$k \in K$ longer time periods in the discretized horizon

$t \in T$ time periods in the discretized planning horizon

$t \in T_S(k)$ time periods in the long time period $k$

$u \in U_{ij}$ discrete volumetric elements between wells

$uf \in U_{ij}$ last volumetric block along the path between $i$ and $j$

### Parameters

$a, b$ polymer adsorption phenomenon parameters

$c_{k,i}$ connectivity between injector well $i$ and producer $j$ [-]

$c_{p,\text{MAX}}$ maximum admissible polymer concentration [kg/$m^3$]

$h_{ij}$ layer thickness of the volumetric blocks $U_{ij}$ [m]

$H_k$ heterogeneity factor [-]

$ipv$ inaccessible pore volume [-]

$nc_i$ maximum number of production wells that might be linked to well injection injection $i$ during operations

$op_k$ oil price forecasted for time period $k$ [$/m^3$]

$pc_k$ polymer cost forecasted for time period $k$ [$/kg$]

$q_{k,\text{OUT}}^*$ upper bound for the injection rate [m$^3$/day]

$q_{k,\text{OUT}}$ upper bound for the production rate [m$^3$/day]

$r_k$ $k$-period interest rate [-]

$r_{k,\text{MAX}}$ maximum value for the permeability reduction coefficient [-]

$s_{uf}$ residual oil saturation [-]

$s_{lw}$ slug changeover cost [$]$%$^\dagger$

$s_{lw,U_{ij},u,t}$ initial water saturation at volumetric block $u$ in the link between $i$ and $j$ during $t$ [-]

$s_{\text{free}}^*$ irreducible water saturation [-]

$v_{ij}$ volume of each individual block $u$ in the path $i-j$ [m$^3$]

$wcc$ unit processing cost for the produced water phase [$/m^3$]

$woi$ capital expenditures due to work-over tasks to operate an injection well [$]$

$woj$ capital expenditures due to work-over tasks to operate a production well [$]

$\alpha_{\text{IN}}, \alpha_{\text{OUT}}$ parameters to compute average polymer concentration within each block $u$

$\beta_{k,i}$ experimental parameter to compute the permeability reduction coefficient

$\gamma, \gamma_D, \gamma_T$ experimental parameters to compute average polymer solution viscosity within each block $u$

$\Delta l_{ij}$ length of the volumetric blocks $U_{ij}$ [m]

$\Delta t$ time length between time points $t-1$ and $t$ [day]

$\Delta w_{ij}$ width of the volumetric blocks $U_{ij}$ [m]

$\epsilon_{\text{C,IL}}$ threshold to determine slug changing [g/L]

$\mu_{k,\text{IL}}^*$ oil viscosity [mPa s]

$\mu_{k,\text{IL}}$ pure water viscosity [mPa s]

$\phi_{l_{ij},u,t}$ average porosity of each volumetric block $u$ in the link between $i$ and $j$ [-]

$\phi_{l_{ij},u,t}^{e}$ effective porosity estimation for each block $u$ in the path between $i$ and $j$ [-]

### Positive Variables

$AQ_{k,ij,u,t}$ auxiliary variable to track the accumulated amount of oil being produced on each block $u$ across the link between $i$ and $j$ up to time period $t$ [m$^3$/day]

$C_{p_{k,ij,u,t}}$ average polymer concentration for volumetric block $u$ in the link between $i$ and $j$ during $t$ [g/L]

$C_{p_{k,ij,u,t}}^*$ polymer concentration of the slug being injected into well $i$ at time $t$ [g/L]

$C_{p_{k,ij,u,t}}^i$ inflow polymer concentration for volumetric block $u$ in the link between $i$ and $j$ during $t$ [g/L]

$C_{p_{k,ij,u,t}}^\text{out}$ outflow polymer concentration for volumetric block $u$ in the link between $i$ and $j$ during $t$ [g/L]

$Cr_{p_{k,ij,u,t}}$ amount of the polymer per unit volume retained in the block $u$ of path $i-j$ during $t$ [-]

$E_{v_{k,ij,u,t}}$ effective mobility ratio within the block $u$ in the path between $i$ and $j$ during $t$ [-]

$F_{s_{k,ij,u,t}}$ fraction of the displacing fluid in the total flow across the block $u$ in the path between $i$ and $j$ during $t$ [-]

$K_{v_{k,ij,u,t}}$ Koval factor for the block $u$ in the path between $i$ and $j$ during $t$ [-]

$Q_{AQP_{k,ij,u,t}}^*$ water phase production rate of producer $j$ during time step $t$ [m$^3$/day]

$Q_{AQP_{k,ij,u,t}}$ accumulated amount of the polymer per unit volume retained in the block $u$ of the path $i-j$ up to time step $t$ [kg/m$^3$]

$Q_{k,\text{IN}}^*$ injection rate at well $i$ during $t$ [m$^3$/day]

$Q_{k,\text{OUT}}^*$ production rate at well $i$ during $t$ [m$^3$/day]

$Q_{k,\text{OUT}}$ oil production rate at the block $u$ in the path between $i$ and $j$ during $t$ [m$^3$/day]

$Q_{\text{oil},t}$ oil production of the path $i-j$ during time step $t$ [m$^3$/day]

$Q_{\text{in}}^*$ inflow polymer solution rate for volumetric block $u$ in the link between $i$ and $j$ during $t$ [m$^3$/day]

$Q_{\text{out}}^*$ outflow polymer solution rate for volumetric block $u$ in the link between $i$ and $j$ during $t$ [m$^3$/day]

$Q_{\text{TIP}_{k,ij,t}}^*$ oil production rate of the entire field during time step $t$ [m$^3$/day]

$r_{\text{S}_{k,ij,u,t}}$, $r_{\text{S}_{k,ij,u,t}}^*$ reduced water saturation at each block $u$ in the path between $i$ and $j$ during $t$ [-]

$R_{k,ij,u,t}$ permeability reduction coefficient [-]

$RL_{k,ij,u,t}$ water saturation at each block $u$ in the path between $i$ and $j$ during $t$ [-]

$SLK_{1,ij,t}$ polymer saturation increase for a new slug injected in well $i$ at period $t$ [g/L]

$SLK_{2,ij,t}$ polymer concentration decrease for a new slug injected in well $i$ at period $t$ [g/L]

$\mu_{k,\text{IL}}$ average displacing fluid viscosity over the block $u$ in the path between $i$ and $j$ during $t$ [mPa s]

### Binary variables

$s_{c_{l_{ij}}}$ tells the slug shift for injector $i$ at time $t$

$s_{C_{1_{i,t}}}$ indicates a slug shift to a higher concentration for injector $i$ at time step $t$

$s_{C_{2_{i,t}}}$ indicates a slug shift to a lower concentration for injector $i$ at time step $t$

$s_{3_{i,t}}$, $s_{3_{i,t}}^*$ auxiliary variable telling that the slug remains the same for injector $i$ at time step $t$

$y_{C_{i,t}}$, $y_{C_{i,t}}^*$ indicates if injection well $i$ starts operating at time step $t$

$y_{C_{i,t}}$, $y_{C_{i,t}}^*$ indicates if production well $j$ starts operating at time step $t$

$y_{C_{i,t}}$, $y_{C_{i,t}}^*$ indicates if injection well $i$ is operating at time step $t$

$y_{C_{j,t}}$, $y_{C_{j,t}}^*$ indicates if production well $j$ is operating at time step $t$

### Capacitance Resistance Model

$\tilde{f}_{ij}$ connectivity between injector well $i$ and producer $j$

$Q_{T_{l_{ij}},t}$ production rate of producer $j$ contributed by injector $i$ at time $t$ [m$^3$/day]

$Q_{I_{l_{ij}},t}$ injection rate of injector $i$ at time $t$ [m$^3$/day]

$\Delta t$ time length between time points $t-1$ and $t$ [day]
\[ \tau_{ij} \text{ time constant associated with injector i and producer j [d]} \]

**Koval Model**

\[ E, f_s \text{ effective viscosity ratio [-]} \]

\[ f_s, f_r \text{ solvent fractional flow [-]} \]

\[ H_k \text{ heterogeneity factor [-]} \]

\[ K_r \text{ Koval factor [-]} \]

\[ S_r \text{ reduced water saturation [-]} \]

\[ S_o, S_w \text{ residual oil saturation [-]} \]

\[ S_{ir} \text{ irreducible water saturation [-]} \]

\[ S_w \text{ water saturation [-]} \]

\[ \mu_o, \mu_s \text{ oil viscosity [mPa s]} \]

\[ \mu_k \text{ displacing fluid viscosity [mPa s]} \]
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