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César Massri∗1, Ariel Molinuevo†2, and Federico Quallbrunn∗1

1
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Abstract

Let ω be a differential q-form defining a foliation of codimension q in

a projective variety. In this article we study the singular locus of ω in

various settings. We relate a certain type of singularities, which we name

persistent, with the unfoldings of ω, generalizing previous work done on

foliations of codimension 1 in projective space. We also relate the absence

of persistent singularities with the existence of a connection in the sheaf

of 1-forms defining the foliation.

Introduction

Motivation and overview of the problem

Foliations of arbitrary codimension over algebraic varieties have been consid-
ered for instance in the works of Malgrange [Mal76, Mal77] in the local case,
and Jouanolou [Jou79] in a more global approach. Aside from the main result of
[Mal77] and general definitions, most of the early theorems about foliations on
projective algebraic varieties have been formulated for codimension 1 foliations
on the projective space Pn. In those articles, codimension q foliations were de-
fined locally by 1-forms ω1, . . . , ωq satisfying Frobenius integrability equations:
dωi ∧ω1 ∧ · · · ∧ωq = 0 for i = 1, . . . , q. This definition is not general enough for
singular foliations of codimension q, as singular foliations by curves in dimension
n ≥ 3 cannot be given by n − 1 forms even locally, see [DM00] and Example
2.5. The correct definition is given by a q-form verifying the Plücker relations
and Frobenius integrability (see below for definitions).

As for why many results were stated with Pn as ambient variety, notice that
working in Pn allows the use of homogeneous coordinates and so one can define a
codimension 1 foliation with an integrable polynomial 1-form ω =

∑
i fi(x)dxi,

that is a 1-form verifying ω ∧ dω = 0 and
∑

i xifi(x) = 0. Such a setting can
give concrete examples of foliations which may be hard to produce and study
in more general contexts.

An important problem with many results in the codimension 1 case and over
Pn but not so much in arbitrary codimension and over an arbitrary variety is
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the local and global characterization of the singularities of a foliation. Local
results include the main theorems of [Mal76] in codimension 1 and of [Sai76]
and [Mal77] in higher codimension. Global studies have been made in the case
of logarithmic foliations in [CSV06] and in the case of foliations defined by
polynomial representations of affine lie algebras in [CACGLN04] among others.
An important type of singularity of a holomorphic foliation was discovered by
Ivan Kupka in [Kup64]. A Kupka singularity for an integrable 1-form ω is a
point p such that ω(p) = 0 and dω(p) 6= 0. Kupka showed that this type of
singularity of codimension 1 foliation is stable, meaning that if ωt is a family
of integrable 1-forms parameterized by t and ω0 has a Kupka singularity then
ωt also has a Kupka singularity for small enough t. Also if a foliation have
a Kupka singularity then there is a codimension 2 subvariety whose points are
singular points of the foliation. Kupka singularities were generalized to arbitrary
codimension by de Medeiros in [DM77], where stability for this singularities is
proved in general. In codimension q Kupka singularities come in subvarieties of
codimension less or equal than q + 1. In codimension 1 there are many results
relating the geometry of the variety of Kupka points with the global properties
of the foliation, see e.g.: [CAMP06, CA99]. In higher codimension there is the
work of Calvo-Andrade [CA09].

Another subject we look upon in this work is the study of the unfoldings of a
foliation. Unfoldings in the context of foliations were introduced independently
by Suwa and Mattei in different contexts, see [Suw95] for a survey on the subject.
Unfoldings of foliations where computed mostly in some codimension 1 cases,
locally by Suwa (see loc. cit.) and on Pn by Molinuevo in [Mol16].

Recently we have related the study of unfoldings and singularities of a codi-
mension 1 foliation on Pn. Indeed, in [MMQ18] we define a homogeneous ideal
I(ω) defining a subscheme of the singular scheme of ω (see below for precise def-
initions), the elements of degree equal to the degree of ω in I(ω) are in natural
correspondence with the infinitesimal unfoldings of ω. Under generic conditions
we can prove that if K(ω) is the ideal defining the closure of the variety of
Kupka points then

√
I(ω) =

√
K(ω), using this result we were able to compute

the unfoldings of foliations of codimension 1 on Pn with split tangent sheaf and
also prove the existence of Kupka points for every foliation in Pn with reduced
singular scheme.

Main results

Our aim in this article is to generalize previous results on the relation of unfold-
ings and singular points of a foliation to arbitrary codimension and to foliations
on a non-singular projective variety. In codimension 1 there is a direct relation
between unfoldings and a certain type of singularities which we call persistent
singularities. In this respect we prove Proposition 3.12 relating Kupka and
persistent singularities:

Proposition. Let J be the ideal sheaf of the singular locus of ω, K the ideal
of the Kupka singularities of ω and I the ideal of persistent singularities. Then
the following inclusions hold,

J ⊆ I ⊆ K.

and Theorem 3.15 stating the existence of Kupka points under certain hypothe-
ses:
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Theorem. Let X be a projective variety and L ω−→ Ω1
X a foliation of codimen-

sion 1 such that J (ω) is a sheaf of radical ideals and such that c1(L) 6= 0 and
H1(X,L) = 0. Then ω has Kupka singularities.

In higher codimension the relation of persistent and Kupka singularities is
not so clear, specially in the case where the foliation is not given locally by a
complete intersection of 1-forms, as in Example 2.5. However, under suitable co-
homological conditions the absence of persistent singularities impose very strong
consequences on the foliation. If E is the sheaf of 1-forms defining the foliation,
and if Ext1OX

(E , Sym2E) = 0 then the absence of persistent singularities implies
the existence of a connection on E , see Theorem 4.11:

Theorem. Let X be a projective variety and L ω−→ Ωq
X be an integrable q-form

and E be the associated subsheaf of 1-forms E ⊆ Ω1
X . Let Sym2(E) denote the

symmetric power of E and suppose Ext1OX
(E , Sym2(E)) = 0. If I(ω) = OX then

E admits a holomorphic connection, in particular is locally free and every Chern
class of E vanishes.

1 Kupka scheme in the Projective space for codi-

mension 1 foliations

Along this section we will revisit some definitions that we used in [MMQ18],
among them we will define the Kupka variety as a projective scheme Kup(ω)
over Pn and I = I(ω) the ideal of persistent singularities (a.k.a. unfoldings
ideal) of ω. Then we will recall some results that we proved in loc. cit. that
we will generalize later. The scheme Kup(ω) and the ideal I were of central
importance in those results. We refer the reader to [MMQ18] for a full overview
of this subject.

With the exception of Theorem 1.13 through this section we will restrict to
the projective space Pn. So let us denote S = C[x0, . . . , xn] to the homogeneous
coordinate ring of Pn and Ω1

Pn(e) the sheaf of twisted differential 1-forms in Pn

of degree e. With Sing(ω)set we will denote the (set theoretic) singular set of
ω ∈ H0(Pn,Ω1

Pn(e)) in Pn,

Sing(ω)set = {p ∈ Pn : ω(p) = 0} .

Definition 1.1. Let L ≃ OPn(−e), e ≥ 2, be a line bundle and ω : L → Ω1
Pn

be a morphism of sheaves, we will say that ω defines an algebraic foliation of
codimension 1 on Pn, if Ω1

Pn/L is torsion free and the morfism is generated by
a non zero global section ω ∈ H0(Pn,Ω1

Pn(e)) such that ω ∧ dω = 0. We recall
that such a foliation has geometric degree e − 2, where by geometric degree we
mean the degree of annihilation of ω with a generic line immersed in Pn.

The condition of Ω1
Pn/L to be torsion free in the definition of a foliation is

equivalent to ask the singular set to have codimension greater than 2. Indeed,
this is the same to ask that ω is not of the form f · ω′, for some global section
f ∈ H0(Pn,OPn(d)) and a 1-form ω′ ∈ H0(Pn,Ω1

Pn(e − d)). Also, integrable
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differential 1-forms define the same foliation up to scalar multiplication. Then,
we will denote the set of codimension 1 foliations of geometric degree e− 2 as

F1(Pn, e) :=
{
ω ∈ P

(
H0(Pn,Ω1

Pn(e))
)
: ω ∧ dω = 0, codim(Sing(ω)set) ≥ 2

}
.

(1)

Definition 1.2. We define the graded ideals of S associated to ω as

I(ω) :=
{
h ∈ S : h dω = ω ∧ η for some η ∈ Ω1

S

}

J(ω) := {iX(ω) ∈ S : X ∈ TS} .

We will name I(ω) the ideal of persistent singularities of ω. We will also denote
them I = I(ω) and J = J(ω) if no confusion arises.

Remark 1.3. Notice that 1 6∈ I, since the class of dω in the Koszul complex of
ω, H2(ω) is not zero, see Definition 4. Also J(ω) equals the ideal defining the
singular locus of ω. This last thing, can be seen by contracting with the vector
fields ∂/∂xi. The definition given for J(ω) is better suited for our schematic
approach that we will develop next.

Definition 1.4. For ω ∈ F1(Pn, e), we define the Kupka set as the subset of
the singular set

Kset = {p ∈ Sing(ω)set : dω(p) 6= 0} .

Remark 1.5. Notice that the definition above it is not the standard definition
of the Kupka set. Usually it is defined just as the set of points in Sing(ω)set
such that dω(p) 6= 0. Instead, we consider the closure of that set.

Definition 1.6. For ω ∈ F1(Pn, e), we define the Kupka scheme Kup(ω) as the
scheme theoretic support of dω at Ω2

S⊗S (S
/
J). Then, Kup(ω) = Proj(S/K(ω))

where K(ω) is the homogeneous ideal defined as

K(ω) = ann(dω) + J(ω) ⊆ S, dω ∈ Ω2
S ⊗S

(
S
/
J(ω)

)
.

We will denote K = K(ω) if no confusion arises.

We recall the notion of ideal quotient of two S-modules M and N as

(N : M) := {a ∈ S : a.M ⊆ N} ,

then, one could also define K(ω) as K(ω) = (J · Ω2
S : dω). Also, given that Ω2

S

is free, we can also write

K(ω) = (J(ω) : J(dω)), (2)

where J(dω) denotes the ideal generated by the polynomial coefficients of dω.

From the properties of ideal quotient, it follows that if J is radical, then K
is radical as well.

With the Example 4.5 in [MMQ18][p. 1034] we showed that the algebraic
geometric approach is indeed necessary, since the reduced structure associated
to the Kupka scheme K differs from the reduced variety associated to Kset. With
the following lemma we show that the Kupka scheme and the Kupka set coincide
when the singular locus it is radical.
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Lemma 1.7. ([MMQ18][Lemma 4.6, p.1034]) Let ω ∈ F1(Pn, e) such that
J =

√
J . Then

Kup(ω) = Kset.

We have the following chain of inclusions, see Proposition 3.12 and Propo-
sition 4.9 for a generalization, in the codimension one and codimension q case,
respectively:

Proposition 1.8. ([MMQ18][Proposition 4.7, p. 1035]) Let ω ∈ F1(Pn, e).
Then, we have the following relations

J ⊆ I ⊆ K .

Let p be a point in Pn, e.g., an homogeneous prime ideal in S different from
the irrelevant ideal (x0. . . . , xn), and let ω be an integrable differential 1-form.

We will denote with a subscript p the localization at the point p and with Ŝp

the completion of the local ring Sp with respect to the maximal ideal defined
by p.

Definition 1.9. We say that p ∈ Pn is a division point of ω if 1 ∈ I(ω)p.

We now define a subset of the moduli space of foliations on which we are
going to state our next result.

Definition 1.10. We define the set U ⊆ F1(Pn, e) as

U =
{
ω ∈ F1(Pn, e) : ∀p 6∈ Kup(ω), p is a division point of ω

}
.

See Theorem 3.14 for a generalization of the following:

Theorem 1.11. ([MMQ18][Theorem 4.12, p. 1036]) Let ω ∈ U ⊆ F1(Pn, e).
Then, √

I =
√
K.

Furthermore, if
√
I =

√
K then ω ∈ U .

See Theorem 3.15 for a generalization of the following:

Theorem 1.12. ([MMQ18][Theorem 4.24, p. 1041]) Let ω ∈ F1(Pn, e) such
that J =

√
J . Then

Kup(ω) = Kset 6= ∅.

The following statement is valid in a non-singular variety X and we will use
it later. We will consider a 1-form ω on X with singular set of codimension
equal or greater than 2. And we will denote with J the ideal sheaf of Sing(ω).

Theorem 1.13. ([MMQ18][Theorem 2.7, p. 1030]) Let ω be an integrable 1-
form in a non-singular variety X and let p ∈ Sing(ω) be such that Jp is radical
and such that dωp ∈ Jp · Ω2

X,p. Then there is a formal 1-form η such that
dω = ω ∧ η.
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2 Unfoldings over schemes

Along this section we will give the definition of codimension q foliation on a
smooth variety X . Then we will redefine the singular locus with a scheme
theoretic approach. Finally we define an unfolding of a codimension q foliation.

If Ξ ∈ Γ(U,
∧p

TX) is a multivector and ̟ ∈ Γ(U,Ωq
X) a q-form we will

denote by iΞ̟ ∈ Γ(U,Ωq−p
X ) the contraction. Recall that the Plücker relations

for ̟ are given by
iΞ̟ ∧̟ = 0

for any Ξ ∈ ∧q−1
TX .

When ̟(p) 6= 0 for some closed point p ∈ X then ̟ is locally decomposable
as a product ̟ = ̟1 ∧ · · · ∧̟q of q 1-forms.

Definition 2.1. Let L be a line bundle and ω : L → Ωq
X , with 1 ≤ q ≤

dim(X)− 1, be a (non trivial) morphism of sheaves, we will say that the mor-
phism is integrable if

• Ωq
X/L is torsion free.

• The map
iΞω ∧ ω : L → Ωq+1

X ⊗ L−1

is zero for every local section Ξ of
∧q−1

TX .

• For every local section s of L and Ξ of
∧q−1

TX , ω(s) verifies

d(iΞω(s)) ∧ ω(s) = 0. (3)

We also say that ω determines a codimension q foliation.

Remark 2.2. By using Equation (3) with q = 1 we recover the definition of
codimension one foliation as in Definition 1.1.

Remark 2.3. If ω(s) is locally decomposable for every s ∈ X as a product of
q 1-forms ̟1(s), . . . , ̟q(s) then there exist a rank q vector bundle E →֒ Ω1

X ,
locally generated by ̟1(s), . . . , ̟q(s) and such that L ≃ ∧q E . Reciprocally,
given a locally free sheaf of rank q, E and a map E →֒ Ω1

X , we have that
∧q E is

a line bundle L and a map L → Ωq
X . The condition that Ωq

X/L is torsion free
is equivalent to Ω1

X/E being torsion free. Example 2.5 shows that the condition
locally free is necessary for this equivalence.

Remark 2.4. Let ω : L → Ωq be a integrable q-form. Then, we can consider
two maps,

∧q−1
TX ⊗ L

i(−)ω
// Ω1

X

ω∧− // Ωq+1
X ⊗ L−1

The integrability condition on ω implies that this diagram is a complex and it
is easy to check that its homology is supported over the points where ω is not
decomposable. We define the sheaf associated to ω, denoted E = E(ω), as the
kernel of ω ∧ −. By definition, E is a reflexive sheaf.

6



Example 2.5. Let X = A3 or, in the holomorphic case, a polydisk of dimension
3. We take v ∈ Γ(X,TX) a vector field, generic in the sense that in a coordinate
system (x1, x2, x3) we can write v = f1

∂
∂x1

− f2
∂

∂x2
+ f3

∂
∂x3

with f1, f2, f3 ∈
k[x1, x2, x3] and such that the ideal (f1, f2, f3) ⊆ k[x1, x2, x3] is a complete
intersection, that is, there are no nontrivial relations among the fi’s.

The vector field v generates a codimension 2 foliation in X , this foliation is
determined by a 2-form ω such that ivω = 0. One such ω is given by

ω = f3dx1 ∧ dx2 + f2dx1 ∧ dx3 + f1dx2 ∧ dx3.

It can be verified that this ω satisfies Plücker relations, is integrable, ivω = 0
and that Ω2

X/(ω) is torsion free. Therefore ω determines the same foliation of
codimension 2 as v. If we now look at the 1-forms annihilated by v we get the
subsheaf generated by the forms

ω1 = f3dx2 + f2dx3, ω2 = f3dx1 − f1dx3 and ω3 = f2dx1 + f1dx2.

These generators satisfy the relation f1ω1 + f2ω2 = f3ω3. The subsheaf E =
(ω1, ω2, ω3) is generically of rank 2 outside the zeros of the ideal (f1, f2, f3)
but E ⊗ k(p) is of rank 3 when p is in the zeros of this ideal. Therefore E
is not locally free. Moreover when we compute the determinant of E we get
∧2E = (f1, f2, f3) · (ω) ⊆ Ω2

X ,

ω1 ∧ ω2 = f3ω, ω3 ∧ ω1 = f2ω, ω2 ∧ ω3 = f1ω.

In particular ω is not in ∧2E . But by [GH94, Lemma, p. 210], if ω is locally
decomposable, then ω ∈ ∧2E . Then ω is not locally decomposable around the
zeros of the ideal (f1, f2, f3).

Composing a morphism ω : L → Ωq with the contraction of forms with
vector fields give us a morphism

q∧
TX ⊗ L → OX .

Definition 2.6. The ideal sheaf J (ω) is defined to be the sheaf-theoretic image
of the morphism

∧q
TX ⊗ L → OX . The subscheme it defines is called the

singular set of ω and denoted Sing(ω) ⊆ X . We will denote it just as J if no
confusion arises.

Remark 2.7. This definition agrees with Remark 1.3, where we said that the
ideal J(ω) gives the ideal defining the singular locus of ω.

From [Suw95][(4.6) Definition, p. 192] we get the following definition for a
codimension q foliation:

Definition 2.8. Let S be a scheme, p ∈ S a closed point, and L ω−→ Ωq
X a

codimension q foliation on X . An unfolding of ω is a codimension q foliation

L̃ ω̃−→ Ωq
X×S on X × S such that ω̃|X×{p}

∼= ω. In the case S = Spec(k[x]/(x2))
we will call ω̃ a first order infinitesimal unfolding.
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3 Kupka scheme in general for codimension 1

foliations

Over this section we will restate the definition of persistent singularities and
of the Kupka scheme, through its ideal sheaf, in a more general setting, see
Definition 3.3 and Definition 3.11, respectively. In [MMQ18] we showed that
persistent singularities are related to unfoldings in codimension one. We want
to extend this relation to higher codimension.

First we prove Proposition 3.12, generalizing Proposition 1.8 in the codi-
mension one case. Then we define the Kupka scheme and we prove Theorem
3.14 and Theorem 3.15, generalizing Theorems 1.11 and 1.12.

Given a line bundle L and a global section ω ∈ H0
(
X,Ω1

X ⊗ L−1
)
we will

consider the Koszul complex associated with ω,

K(ω) : OX
∧ω // Ω1

X ⊗ L−1 ∧ω // . . . // Ωi ⊗ L−i // . . . (4)

where we are following [GKZ08, Chapter 2, B, p. 51] and using the identification∧k (
Ω1

X ⊗ L−1
)
≃
(∧k

Ω1
X

)
⊗
(
L−k

)
. We will denote the cohomology sheaves

of this complex by H•(ω), the Koszul cohomology sheaves of ω.

We can use K(ω) to compute the codimension of Sing(ω) by the well known
result, see [Eis95, Theorem 17.4, p. 424]:

Theorem 3.1. Let ω ∈ H0
(
X,Ω1

X ⊗ L−1
)
. The following statements are equiv-

alent:

i) codim(Sing(ω)) ≥ k

ii) Hℓ(ω) = 0 for all ℓ < k

Remark 3.2. Suppose now the morphism ω : L → Ω1
X defines a foliation on

X . Given a trivializing open set U and a choice of a trivialization OX |U ∼= L|U ,
we take a local generator ̟ of L(U) (we think about it as a 1-form through
the morphism L → Ω1

X) and take the differential d̟. This defines a C-
linear morphism L(U) → Ω2

X(U), which in turn we can compose with the
projection Ω2

X → H2(ω) ⊗ L⊗2. Note that the submodule OX(U) · (d̟) of(
H2(ω)⊗ L⊗2

)
(U) is independent of the choice of the trivialization. In this

way one gets a morphism of coherent sheaves,

L → H2(ω)⊗ L⊗2.

Or, equivalently, a (non trivial) global section of H2(ω)⊗L. We will denote the
global section or the morphism indistinctly by [dω]. By Theorem 3.1 above, we
conclude that codim(Sing(ω)) ≥ 2.

Definition 3.3. The subscheme of persistent singularities of ω is the one defined
by the ideal sheaf I(ω) := ann([dω]), for [dω] ∈ H0

(
X,H2(ω)⊗ L

)
. We will

denote it just as I if no confusion arises.

Remark 3.4. Let ̟ ∈ Ω1
X(U) be a local generator of the image of L ω−→ Ω1

X ,
then the local sections of I(ω) in U are given by

I(U) = {h ∈ OX(U) : there is a section η ∈ Γ(U,Ω1
X/L) s.t. hd̟ = ̟ ∧ η}.
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Remark 3.5. For a regular local ring (R,m), an R-module M and an element

m ∈ M , let us denote R̂ the m-adic completion of R and M̂ = M ⊗ R̂. The
element m⊗ 1 ∈ M̂ has as annihilator the ideal ann(m)⊗ R̂. Setting R = OX,p,
M =

(
H2(ω)⊗ L

)
p
and m = [dω]p, and following the notation of Remark 3.2,

we have that

ann([dω]p ⊗ 1) = {h ∈ ÔX,p : there is a formal 1-form η s.t. hd̟ = ̟ ∧ η}.

Proposition 3.6. Let p ∈ X be a point in Sing(ω), OX,p the local ring around
p, and Xp = Spec(OX,p). Then p is in the subscheme of persistent singularities
if and only if for any infinitesimal first order unfolding ω̃ of ω in Xp, the point
(p, 0) ∈ Xp × Spec(k[ε]/(ε2)) is a singular point of ω̃.

Proof. Let S = Spec(k[ε]/(ε2)), 0 ∈ S be its closed point, p : X × S → S be
the projection and ι : X ∼= X × {0} →֒ X × S be the inclusion. Then the sheaf
Ω1

X×S can be decomposed as direct sum of ι∗(OX)-modules as

Ω1
X×S

∼= ι∗(Ω
1
X)⊕ ǫ · ι∗(Ω1

X)⊕ ι∗(OX)dǫ.

A point p ∈ Sing(ω) is not a persistent singularity if and only if 1 ∈ Ip ⊆ OX,p

which, by Remark 3.4, means that there is an open neighborhood U ⊆ X of p,
a local generator ̟ of the image of L ω−→ Ω1

X , and a section η ∈ Γ(U,Ω1
X/L)

such that dω = ω ∧ η. By shrinking U if necessary we can take a lifting of η in
Ω1

X which by abuse of notation we also call η and define

ω̃ = ω + εη + dε.

Thus ω̃ is a form in Ω1
X×S and ω̃(p, 0) = dε 6= 0, so p × {0} is not a singular

point of ω̃. Reciprocally, if there is an unfolding ω̃ of ω|U , then

ω̃(p, 0) = ω(p) + h(0)dε.

As p is a singular point of ω, we have ω(p), so if (p, 0) is not a singular point
of ω̃, then h(0) 6= 0, so again shrinking U if necessary we have that h is a unit,
hence 1 ∈ Ip.

Most of the known families of foliations on algebraic varieties present per-
sistent singularities, see [GMLN91, CA94, CLN96, CLNE01, CPV09, CSV06,
CP08, MMQ18]. As it happens the absence of persistent singularities impose
some restrictions on the line bundle L. To explain this we have to make explicit
use of a result that is implied in the proof of Lefschetz Theorem on (1, 1) classes
as is proved in [GH94, Chapter 1.1 p.: 141].

Lemma 3.7. Let L be a line bundle. Choose a trivialization (Ui, φi)i∈I of
L with gluing data gij ∈ O∗

X(Uij). The Čech cocycle 1
2πi [d log gij ] ∈ Z1(Ω1

X)
represents the Chern class c1(L) of L in H1(X,Ω1

X).

Proof. The claim follows from a careful reading of the proof of the Proposition
in page 141 of [GH94, Chern classes of line bundles, Chapter 1.1, p. 141].

Proposition 3.8. Let X be a smooth projective variety over C. If L is a line
bundle such that H1(X,L) = 0 and L ω−→ Ω1

X is a foliation without persistent
singularities then c1(L) = 0, where c1(L) is the Chern class of the line bundle
viewed in H2(X,C).
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Proof. Let (Ui, φi) be a trivialization of L with gluing data gij ∈ O∗
X(Uij). On

each Ui we have a local generator of L(Ui), namely φ−1
i (1), we denote by ωi the

image under ω of this generator. The fact that the foliation defined by ω has
no persistent singularities means that on each Ui there is a local section ηi of
Ω1

X/L(Ui) such that dωi = ωi ∧ ηi. On Uij the restriction of the local 1-form ωi

satisfies
ωi = gijωj .

So computing the de Rham differential of this forms on Uij gives us,

ωi ∧ ηi = dωi = d(gijωj) =

= gijdωj + dgij ∧ ωj =

= gijωj ∧ ηj + dgij ∧ ωj =

= gijωj ∧
(
ηj −

dgij
gij

)
.

Subtracting both sides of the equality we get that, on Uij ,

ηi − ηj =
dgij
gij

,

as sections of Γ(Uij ,Ω
1
X/L). Therefore we get a Čech cochain (ηi)i∈I of

C0(Ω1
X/L) whose border is

∂(η)ij = d log gij ∈ B1(Ω1/L).

As the cocycle (d log gij) ∈ Z1(Ω1
X) represents (2πi)c1(L), the existence of the

cochain (ηi) implies c1(L) is in the kernel of the map H1(Ω1
X) → H1(Ω1

X/L)
induced by the short exact sequence of sheaves

0 → L ω−→ Ω1
X → Ω1

X/L → 0.

The hypothesis H1(L) = 0 then implies c1(L) = 0.

Corollary 3.9. Let X be a smooth projective variety over C such that every
line bundle L verifies H1(X,L) = 0 and such that Pic(X) is torsion-free ( e.g.:
X smooth complete intersection). Then every foliation on X have persistent
singularities.

Proof. From the exponential sequence and the hypothesis H1(X,OX) = 0 it
follows that c1 : Pic(X) → H2(X,Z) is injective. Assume that ω : L → Ω1

X is
a foliation without persistent singularities. Then the above Proposition imply
that c1(L) is a torsion element in H2(X,Z). But given that Pic(X) is torsion-
free, we get L ∼= OX .

In particular, ω is a global differential 1-form which contradicts the fact that
H0(X,Ω1

X) = H1(X,OX) = 0.

Remark 3.10. Given a trivializing open set U , a choice of a trivialization
OX |U ∼= L|U and a local generator ̟ of L(U), the mapping ̟ 7→ d̟ defines a
OX -linear morphism L → Ω2

X⊗OSing(ω). We will denote by {dω} this morphism
or equivalently the global section of Ω2

X ⊗OSing(ω) ⊗ L−1 it defines.
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Definition 3.11. The subscheme of Kupka singularities of ω is the one defined
by the ideal sheaf K(ω) := ann({dω}) ∈ Ω2

X ⊗ OSing(ω) ⊗ L−1. We will denote
it just as K if no confusion arises.

Proposition 3.12. Let J be the ideal sheaf of the singular set of ω, K the ideal
of the Kupka singularities of ω and I the ideal of persistent singularities. Then
the following inclusions hold,

J ⊆ I ⊆ K.

Proof. Let U ⊆ X be an open subscheme such that L|U ≃ OX , and ̟ a local
generator of L(U).

Suppose h ∈ J (U) ⊆ OX(U) is a local section. By shrinking U if necessary
we may assume that there is a vector field v ∈ TX(U) such that h = iv(ω).
Then we have

0 = iv(̟ ∧ d̟) = iv(̟)d̟ −̟ ∧ iv(d̟).

So, calling η = iv(d̟), we get hd̟ = ̟ ∧ η. Hence h is in I(U), which proves
the first inclusion.

Now assume h ∈ I(U), then again by shrinking U if necessary, we may
assume that there is a η ∈ Ω1

X/L(U) such that hd̟ = ̟ ∧ η. By definition we
have ̟ ∈ J (U) ·Ω1

X(U), then hd̟ ∈ J (U) ·Ω2
X(U) so h is in the annihilator of

{dω} in Ω2
X ⊗OSing(ω). Then h ∈ K(U), which proves the second inclusion.

With the following results we can generalize Theorem 1.11 and Theorem
1.12 giving conditions for the existence of Kupka singularities:

Definition 3.13. Let X be a smooth projective variety and L ω−→ Ω1
X a foliation

of codimension 1, we are going to call Per (ω) ⊆ X the subschemes of persistent
singularities.

Theorem 3.14. Let X be a smooth projective variety and L ω−→ Ω1
X a foliation

of codimension 1 such that J (ω) is a sheaf of radical ideals. Let Per (ω) ⊆ X and
Kup(ω) ⊆ X be the subschemes of persistent and Kupka singularities respectively.
Then Per (ω)red = Kup(ω)red.

Proof. We are going to prove that X \ Per (ω) = X \ Kup(ω). By Proposition
3.12 we have Kup(ω) ⊆ Per (ω), so X \ Per (ω) ⊆ X \ Kup(ω). Now suppose p is a
point not in Kup(ω), by abuse of notation we will call ω a local generator of Lp

viewed as a 1-form. As p is not in Kup(ω) then dω ∈ Jp · Ω2
X,p. By hypothesis

Jp is radical and so by Theorem 1.13 we have that dω decomposes as ω ∧ η for
some formal 1-form η, this implies 1 ∈ Ip, so p is not in Per (ω) (see Remark
3.5).

Theorem 3.15. Let X be a smooth projective variety and L ω−→ Ω1
X a foliation

of codimension 1 such that J (ω) is a sheaf of radical ideals and such that c1(L) 6=
0 and H1(X,L) = 0. Then ω has Kupka singularities.

Proof. This follows from Proposition 3.8 and Theorem 3.14, as a foliation with
c1(L) 6= 0 and H1(X,L) = 0 has persistent singularities on one hand, and
having radical singular ideal implies the reduced scheme defined by persistent
singularities is equal to the reduced scheme of Kupka singularities, in particular
this last scheme is not empty.

11



4 Infinitesimal unfoldings in codimension q

Along this section we review the definition of unfolding of a codimension q
foliation on a variety X . We will also generalize the definitions of persistent sin-
gularities and of Kupka singularities for codimension q foliations, see Definition
4.4 and Definition 4.6, respectively. We classify which singular points of ω are
such that they extend to singular points of every unfolding ω̃, see Proposition
4.1, and then, we generalize Proposition 1.8 and Proposition 3.12 to the codi-
mension q case, see Proposition 4.9. Finally, with Theorem 4.11 we establish
that the absence of persistent singularities implies the existence of a connection
on E , the sheaf of 1-forms defining the foliation under strong cohomological
assumptions.

Let S = Spec(k[ε]/(ε2)), 0 ∈ S be its closed point, p : X × S → S be the
projection and ι : X ∼= X × {0} →֒ X × S be the inclusion. Then the sheaf
Ωq

X×S can be decomposed as direct sum of ι∗(OX)-modules as

Ωq
X×S

∼= ι∗Ω
q
X ⊕ ε · (ι∗Ωq

X)⊕ ι∗Ω
q−1
X ∧ dε.

Given a codimension q foliation determined by a morphism L ω−→ Ωq
X , and a

first order infinitesimal unfolding ω̃ : L̃ → Ωq
X×S of ω, we take local generators

̟ of L(U) and ˜̟ of L̃(U ×S). Suppose ω and ω̃ are locally decomposable, then
we may take U small enough such that ̟ and ˜̟ decompose as products

̟ = ̟1 ∧ · · · ∧̟q, ˜̟ = ˜̟ 1 ∧ · · · ∧ ˜̟ q.

Then we can write ˜̟ i = ̟i + εηi + hidε and the equations d ˜̟ i ∧ ˜̟ = 0 for
i = 1, . . . , q are equivalent to the equations





dηi ∧̟ + d̟i ∧




q∑

j=1

(−1)jηj̟ĵ


 = 0, (i = 1, . . . , q),

(dhi − ηi) ∧̟ + d̟i ∧




q∑

j=1

(−1)jhj̟ĵ


 = 0, (i = 1, . . . , q),

where ̟ĵ = ̟1 ∧ · · · ∧̟j−1 ∧̟j+1 ∧ · · · ∧̟q ∈ Ωq−1
X (U).

As is shown in [Suw95, proof of (6.1) Theorem, p. 199] the second equation
implies the first. So we finally get that the equations d ˜̟ i∧ ˜̟ = 0 for i = 1, . . . , q
are equivalent to



(dhi − ηi) ∧̟ + d̟i ∧




q∑

j=1

(−1)jhj̟ĵ


 = 0, (i = 1, . . . , q) . (5)

Proposition 4.1. Suppose p is a singular point of ω. Then there exist an
infinitesimal unfolding ω̃ of ω in Xp such that (p, 0) is not a singular point of

12



ω̃ if and only if ω is decomposable locally around p, not all ̟ĵ(p) vanish and

there are 1-forms αij ∈ Ω1
X,p for i, j = 1, . . . , q such that

d̟i =

q∑

j=1

αij ∧̟j , for i = 1, . . . , q.

Proof. Given local forms αij ∈ Ω1
X,p such that d̟i =

∑q

j=1 αij ∧ ̟j, (i =

1, . . . , q) we may take local sections hi ∈ OX,p such that
∑q

i=1(−1)ihi(p) ̟̂i(p) 6=
0. With that choice of hi’s we take ηi := dhi +

∑q
j=1(−1)jhjαij . We will see

that the ηi’s and hi’s determine an unfolding of ω locally around p. For that
we need to verify the Equation (5) above. Indeed we have

(dhi − ηi) ∧̟ + d̟i ∧




q∑

j=1

(−1)jhj̟ĵ


 =

= (dhi − ηi) ∧̟ +

(
q∑

k=1

αik ∧̟k

)
∧

q∑

j=1

(−1)j̟ĵ =

= (dhi − ηi) ∧̟ +




1∑

j,k=1

(−1)jhjαik ∧̟k ∧̟ĵ


 =

= (dhi − ηi) ∧̟ +




q∑

j=1

(−1)jαij ∧̟


 =

=


(dhi − ηi) +

q∑

j=1

(−1)jhjαij


 ∧̟.

And from the definition of the ηi we have that


(dhi − ηi) +

q∑

j=1

(−1)jhjαij


 ∧̟ =

=


−

q∑

j=1

(−1)jhjαij +

q∑

j=1

(−1)jhjαij


 ∧̟ = 0

Then we have an unfolding ω̃ given locally around p by

q∧

i=1

(̟i + εηi + hidε) = ̟ + ε

(
q∑

i=1

ηi ∧̟ĵ

)
+




q∑

j=1

(−1)jhj̟ĵ


 ∧ dε.

As
∑q

j=1(−1)jhj̟ĵ 6= 0 then ω̃ does not vanishes on (p, 0).

Reciprocally, let us suppose there is an unfolding ω̃ such that ω̃(p, 0) 6= 0.
As ω̃ satisfies Plücker relations and does not vanish in p, then it decomposes as
a product of 1-forms ̟i + εηi + hidε, i = 1, . . . , q. As ω̃|X×{0} = ω then any

13



local generator ̟ of the image of ω is locally decomposable as ̟1 ∧ · · · ∧ ̟q.
We want to prove that the class [d̟i] of d̟i in Ω2

X,p/((̟1, . . . , ̟q) ∧ Ω1
X,p) is

zero for i = 1, . . . , q. Let q be a point in the support of [d̟], then ω is singular
in q, for otherwise [d̟] = 0 because of the Frobenius condition d̟i∧̟ = 0, for
i = 1, . . . , q. By Equation (5), we have

∑q

j=1(−1)jhj̟ĵ(p) 6= 0, in particular not

all of the ̟ĵ(p) vanishes. Without any loss of generality, we may assume ̟1̂(p)

does not vanish. Then also̟1̂(q) 6= 0. But̟(q) = 0, therefore̟2(q), . . . , ̟q(q)
are linearly independent and ̟1(q) is a linear combination of them. Hence
̟ĵ(q) = fj̟1̂(q). Then evaluating Equation (5) in q, and adding the term

h1(q)d̟i(q) ∧̟1̂(q), gives

h1(q)d̟i(q) ∧̟1̂(q) = (dhi − ηi) ∧̟(q) +




q∑

j=2

hj(q)fj(q)


 d̟i(q) ∧̟1̂(q) .

So, after clearing h1(q) 6= 0, there is a 1-form αi1 such that

d̟i ∧̟1̂(q) = αi1 ∧̟1 ∧̟1̂(q),

then we have (d̟i −αi1 ∧̟1)∧̟1̂(q) = 0, but as ̟1̂(q) 6= 0 , this implies that
there are forms αij such that

(d̟i − αi1 ∧̟1)(q) =
∑

j 6=1

αij ∧̟j(q).

Hence [d̟i] = 0 in any point of its support, a contradiction, so [d̟i] = 0 in
Ω2

X,p/((̟1, . . . , ̟q) ∧ Ω1
X,p).

Let L ω−→ Ωq
X be an integrable morphism determining a subsheaf E → Ω1

X .

Composing ω with wedge product gives a morphism L ⊗ Ω2
X −→ Ωq+2

X and,

tensoring by L−1, we get a morphism Ω2
X −→ Ωq+2

X ⊗ L−1 which we will call
(ω ∧ −)Ω2

X
to remark that the domain is Ω2

X . As ω is integrable, following

Remark 2.4 we get a morphism E ⊗ Ω1
X
�

�

//Ω1
X ⊗ Ω1

X
//Ω2

X . Then we
have that the sheaf E ⊗ Ω1

X is in the kernel of (ω ∧ −)Ω2
X
, since the following

diagram commutes

Ω1
X ⊗ Ω1

X

−∧−
//

Id⊗(ω∧−)

��

Ω2
X

(ω∧−)
Ω2
X

��

Ω1
X ⊗ Ωq+1

X ⊗ L−1

(−∧−)⊗Id

// Ωq+2
X ⊗ L−1.

This allow us to give the following definition.

Definition 4.2. Let L ω−→ Ωq
X be an integrable morphism, we define the sheaf

H2(ω) as
H2(ω) := ker((ω ∧ −)Ω2

X
)/E ⊗ Ω1

X .

Remark 4.3. The restriction of the de Rham differential to E gives a sheaf
map E → Ω2

X which is not OX -linear but whose image is in ker((ω ∧ −)Ω2
X
) as

ω is integrable. The projection of this map to H2(ω) is however OX -linear as
dg̟ ∼= gd̟ mod E ⊗ Ω1

X for every local section ̟ of E .
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Let us fix L ω−→ Ωq
X be an integrable morphism determining a subsheaf

E →֒ Ω1
X . Then we have the following definitions:

Definition 4.4. The subscheme of persistent singularities of ω is the one defined
by the ideal sheaf I(ω) to be the annihilator of d(E) in H2(ω). In other words
the local sections of I(ω) in an open set U ⊆ X are given by

I(ω)(U) =



h ∈ OX(U) : ∀̟ ∈ E(U), hd̟ =

q∑

j=1

αj ∧ ωj for some local

1-forms αj ∈ Ω1
X(U) and forms ωj ∈ E(U)

}
.

We will denote it just as I if no confusion arises.

Example 4.5. With the following example we are showing that the ideal I(ω)
can have codimension greater than 2. Let us consider the 2-form in P3 defined
by ω = i ∂

∂x0

(iRΩ) where Ω = dx0 ∧ dx1 ∧ dx2 ∧ dx3 and R denotes the radial

vector field
∑3

i=0 xi
∂

∂xi
. We get that:

ω = −x3 dx1 ∧ dx2 + x2 dx1 ∧ dx3 − x1 dx2 ∧ dx3

Such a differential form it is locally decomposable and locally integrable and
has singular locus of codimension 3. The ideal of persistent singularities has
also codimension 3 and it coincides with the ideal of the singular locus. This
can be easily seen since the singular locus are all Kupka points. We suggest to
use the software DiffAlg, see [DMMQ19] for more elaborate computations.

We can consider an extension of Remark 3.10 for ω ∈ Ωq
X . Then:

Definition 4.6. The subscheme of Kupka singularities of ω is the one defined
by the ideal sheaf K(ω) := ann({dω}) ∈ Ωq+1

X ⊗OSing(ω) ⊗L−1. We will denote
it just as K if no confusion arises.

Remark 4.7. We would like to notice that both definitions above coincide to
the ones given in the codimension 1 case, as the reader can see by comparing
them to Definition 3.3 and Remark 3.4 and to Defintion 3.11, respectively.

Lemma 4.8. Given a short exact sequence of modules

0 → M → P → N → 0,

there is a filtration in
∧q

P .

q∧
P = F 0 ⊇ F 1 ⊇ · · · ⊇ F q+1 = (0),

such that

F i/F i+1 ∼=
q−i∧

N ⊗
i∧
M.

Proof. The result follows from defining F i ⊆ ∧q
P to be the submodule gen-

erated by the elements of the form (m1 ∧ · · · ∧ mi ∧ ai+1 ∧ · · · ∧ aq) where
mj ∈ M .
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Proposition 4.9. Given an integrable morphism L ω−→ Ωq
X we have the inclu-

sions J (ω) ⊆ I(ω) and J (ω) ⊆ K(ω). If moreover ω is locally decomposable
( i.e. if E is locally free) then we have J (ω) ⊆ I(ω) ⊆ K(ω).

Proof. To ease the notation let us set J = J (ω), and likewise with I and K.
Let h be a local section of J , and by abuse of notation we will call ω a local
generator of the image of the morphism ω : L → Ωq

X , then by definition of J
there is a local q-vector v ∈ ∧q TX such that h = ivω. Then taking the filtration
Ω2

X = F 0 ⊇ F 1 ⊇ F 2 ⊇ F 3 = 0 of Lemma 4.8 associated to the exact sequence

0 // E // Ω1
X

// Ω1
X

/
E // 0

for q = 2, we can say that h is in I if and only if for every local section ̟ ∈ E
we have hd̟ ∈ F 1 ≃ E ∧ Ω1

X . To establish this we recall that for every local
section ̟ of E the equation d̟ ∧ ω = 0 holds. Then contracting with v we get

0 = iv(d̟ ∧ ω) = d̟ ∧ ivω +

+

r∑

aj∈TX , bj∈
∧q−1 TX

a1∧b1+···+ar∧br=v
j=1

iaj
d̟ ∧ ibjω +

r∑

cj∈
∧2 TX , dj∈

∧q−2 TX

c1∧d1+···+cr∧ds=v
j=1

icjd̟ ∧ idj
ω.

To verify that hd̟ = d̟ ∧ ivω ∈ F 1 we can see that the last two summands
of the above equation are in F 1. By definition of E we have that ibω is a local
section of E , so every summand of the form iad̟ ∧ ibω is in Ω1

X ∧ E . Hence, to
see that hdω ∈ F 1 it suffices to show that idω is in F 1 for every d ∈ ∧q−2 TX .

To see this we can calculate the class of idω in Ω2
X/F 1 = F 0/F 1 ∼=

∧2
(Ω1

X/E).
The dual sheaf (Ω1

X/E)∨ ⊆ TX is the distribution defined by ω, that is, is the
sheaf of vector fields V such that ivω = 0. Then, when we evaluate idω in a
section v1 ∧ v2 ∈ ∧2

(Ω1
X/E)∨ we get 0. As

∧2
(Ω1

X/E) is torsion-free then the
class of idω in Ω2

X/F 1 is zero, then idω ∈ F 1, which means hd̟ is in F 1 as we
wanted to show.

The second assertion is clear by definition, as K is the annihilator of a section
whose support is contained in Sing(ω).

Now suppose E is locally free. So we can take local generators ̟1, . . . , ̟q

of E , this sections verify that ω = ̟1 ∧ · · · ∧̟q. Then for every section h of I
there are local 1-forms αij ∈ Ω1

X such that

hd̟i =

q∑

j=1

αij ∧̟j.

Therefore we have

hdω = d(̟1 ∧ · · · ∧̟q) =

q∑

i=1

(−1)i̟1 ∧ · · · ∧ d̟i ∧̟i+1 ∧ · · · ∧̟q =

=

q∑

i=1

(−1)i̟1 ∧ · · · ∧




q∑

j=1

αij


 ∧̟j ∧̟i+1 ∧ · · · ∧̟q =

=

q∑

i=1

αii ∧̟1 ∧ · · · ∧̟q =

(
q∑

i=1

αii

)
∧ ω.
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In particular hdω vanishes in Sing(ω) so h is in K.

Example 4.10. Let ω ∈ Ω2
A3 be like in Example 2.5 so we write

ω = f3dx1 ∧ dx2 + f2dx1 ∧ dx3 + f1dx2 ∧ dx3.

So we have

dω =

(
∂f3
∂x3

− ∂f2
∂x2

+
∂f1
∂x1

)
dx1 ∧ dx2 ∧ dx3.

For a general choice of the fi’s the restriction dω|Sing(ω) does not vanish, so
J = K.

However, by setting for instance f3 = f3(x1, x2), f2 = f2(x1, x3) and f1 =
f1(x2, x3), we get a form ω such that dω = 0. With this choice of ω we have
K = OX . When computing the ideal I for this case we need to check that
hdωi = αi1 ∧ ω1 + αi2 ∧ ω2 + αi3 ∧ ω3 for i = 1, 2, 3, where the ωi’s are the
generators of E of Example 2.5 and h ∈ OX . Further specializing our choice of ω
we can take f3 = x1 and f2 = x1+x3, in order to get dω1 = dx1∧dx2+dx1∧dx3,
so clearly 1 /∈ I(ω).

So we see that there are cases where K = OX and 1 /∈ I. This is in stark
contrast to the situation in codimension 1 where, from Theorem 1.13, follows
that the condition J =

√
J implies

√
I =

√
K.

Now we present a generalization of Proposition 3.8 to arbitrary codimensions.

Theorem 4.11. Let X be a projective variety and L ω−→ Ωq
X be an integrable q-

form and E be the associated subsheaf of 1-forms E ⊆ Ω1
X . Let Sym2(E) denote

the symmetric power of E and suppose Ext1OX
(E , Sym2(E)) = 0. If I(ω) = OX

then E admits a holomorphic connection, in particular is locally free (in other
words the foliation is locally decomposable) and every Chern class of E vanishes.

Proof. In order to prove the vanishing of the Chern classes of E we are going
to use Atiyah’s classical result [Ati57, Theorem 4, p. 192] which states that if a
holomorphic vector bundle on a compact Kähler manifold admits a holomorphic
connection, then its Chern classes are all zero. We will then produce a holo-
morphic connection for E in this case. The condition I(ω) = OX implies that
for every local section ̟ of E we have d̟ =

∑
i αi ∧ ωi for some local 1-forms

αi and ωi ∈ E . In other words, let F • be the filtration of Ω2
X associated with

the short exact sequence

0 → E → Ω1
X → Ω1

X/E → 0,

as in Lemma 4.8,by the proof of this lemma the subsheaf F 1 is the image of
exterior multiplication Ω1

X⊗E → Ω2
X . Then the de Rham differential applied to

sections of E give us a map d : E → F 1 ⊆ Ω2
X such that d(f̟) = df ∧̟+ fd̟,

that is a differential operator of order 1 between E and F 1. We will call
Diff≤1(A,B) the set of differential operators of order ≤ 1 between two sheaves
A and B. Let us denote with PE the sheaf of principal parts of E of order
1, see [Gro67, 16.7, p. 36], this sheaf is defined by the universal property
HomOX

(PE ,M) = Diff≤1(E ,M) for every coherent sheafM , see [Gro67, Propo-
sition 16.8.4, p. 41]. So the de Rham differential defines a coherent sheaves mor-
phism [∇] : PE → F 1. To see if we can lift [∇] to a morphism ∇ : PE → Ω1

X⊗E
defining a connection, we first observe that the kernel of the map Ω1

X ⊗E → F 1
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(which is the exterior multiplication map) contains Sym2(E) and is contained in
E ⊗ E , so the kernel must be Sym2(E). Then we have the short exact sequence
0 → Sym2(E) → Ω1

X ⊗ E → F 1 → 0 which gives an exact sequence of modules

0 → HomOX
(PE , Sym2(E)) → HomOX

(PE ,Ω1
X ⊗ E) → HomOX

(PE , F 1)
δ−→

δ−→ Ext1OX
(PE , Sym2(E)) → Ext1OX

(PE ,Ω1
X ⊗ E) → · · ·

So [∇] lifts to a morphism PE → Ω1
X ⊗ E if and only if is in the kernel of

HomOX
(PE , F 1)

δ−→ Ext1OX
(PE , Sym2(E)).

In order to compute Ext1OX
(PE , Sym2(E)) recall the short exact sequence of

sheaves
0 → Ω1

X → P → OX → 0,

tensoring with E this gives the sequence

0 → Ω1
X ⊗ E → PE → E → 0

(notice that the first term in the left is the sheaf TorX1 (E ,OX) which is 0 as OX

is flat over OX). The last exact sequence give rise to an exact sequence

· · · → Ext1OX
(E , Sym2(E)) → Ext1OX

(PE , Sym2(E)) →
→ Ext1OX

(Ω1
X ⊗ E , Sym2(E)) → · · ·

Recall that the group Ext1OX
(PE , Sym2(E)) can be regarded as the group of

isomorphism classes of extensions of PE by Sym2(E). Viewed like this, the
morphism δ : HomOX

(PE , F 1) → Ext1OX
(PE , Sym2(E)) evaluated at an el-

ement a ∈ HomOX
(PE , F 1) returns the isomorphism class of the extension

0 → Sym2(E) → A → PE → 0 where A is the pull-back of the diagram

A

��

// PE
a

��
Ω1

X ⊗ E // F 1

In particular the composition

HomOX
(PE , F 1)

δ−→ Ext1OX
(PE , Sym2(E)) → Ext1OX

(Ω1
X ⊗ E , Sym2(E))

evaluated at the element [∇] ∈ HomOX
(PE , F 1) returns the isomorphism class

of the extension 0 → Sym2(E) → B → Ω1
X ⊗ E where B is the pull-back of the

diagram

B

��

// Ω1
X ⊗ E

[∇]◦i

��
Ω1

X ⊗ E // F 1

where i : Ω1
X ⊗ E → PE is the canonical immersion.

18



Now to compute [∇] ◦ i : Ω1
X ⊗ E → F 1 recall that [∇] is defined by being

the unique OX -linear morphism making the following diagram commute,

E

d(1)

��

d // F 1

PE
[∇]

==
④
④
④
④
④
④
④
④

where d(1) : E → PE is the universal differential operator of order 1. Then, as
follows from the formulas of [Ati57, p. 193] explicitly describing the OX -module
structure of PE, given local sections f of OX and ̟ of E we have

[∇](df ⊗̟) = d(f̟)− fd(̟).

So, [∇] ◦ i is just the exterior product of forms, hence the sequence 0 →
Sym2(E) → B → Ω1

X ⊗ E → 0 splits, then the class of δ([∇]) in Ext1OX
(Ω1

X ⊗
E , Sym2(E)) is zero. Therefore δ([∇]) is in the image of Ext1OX

(E , Sym2(E)) →
Ext1OX

(PE , Sym2(E)). Hence if Ext1OX
(E , Sym2(E)) = (0) then δ([∇]) = 0. So,

if Ext1OX
(E , Sym2(E)) = (0), then there is a morphism PE → Ω1

X⊗E lifting [∇].
What we need to prove to conclude is that among the morphisms PE →

Ω1
X ⊗ E , there is one ∇ : PE → Ω1

X ⊗ E such that ∇|Ω1
X⊗E is the identity. To

do this we consider the short exact sequence 0 → Ω1
X ⊗ E → PE → E → 0 and

the exact sequence of Hom groups

HomOX
(E ,ΩX ⊗ E) → HomOX

(PE ,ΩX ⊗ E) → HomOX
(ΩX ⊗ E ,ΩX ⊗ E) δ−→

δ−→ Ext1(E ,ΩX ⊗ E) → · · ·

The identity is an element id ∈ HomOX
(ΩX ⊗ E ,ΩX ⊗ E) and we want to

show that it is the restriction of some morphism ∇ : PE → ΩX ⊗ E , which is
equivalent to the condition δ(id) = 0. We already know that there is a morphism
∇̃ : PE → Ω1

X ⊗ E lifting [∇], so the restriction of ∇̃ to Ω1
X ⊗ E , which we also

denote ∇̃, makes the following diagram commute.

0 // Sym2(E)

��

// Ω1
X ⊗ E

∇̃

��

// F 1 // 0

0 // Sym2(E) // Ω1
X ⊗ E // F 1 // 0

Being a restriction we have δ(∇̃) = 0. If we can prove that δ(∇̃ − id) = 0 then
δ(id) = 0 and we are set. The image of ∇̃ − id is in Sym2(E) so the element
δ(∇̃ − id) ∈ Ext1(E ,ΩX ⊗ E) is the class of the extension in the last row of the
diagram:

0 // Ω1
X ⊗ E

∇̃−id
��

// PE

��

// E //

��

0

0 // Sym2(E)

��

// I

��

// E

��

// 0

0 // Ω1
X ⊗ E // II // E // 0
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Where I and II are push-forwards. If Ext1OX
(E , Sym2(E)) = (0) then [I] =

0 ∈ Ext1(E , Sym2(E)) and so δ(∇̃ − id) = [II] = 0 ∈ Ext1(E ,Ω1
X ⊗ E). So the

condition Ext1OX
(E , Sym2(E)) = (0) implies that there is a connection on E .

Remark 4.12. In the case where E = L is a line bundle (i.e. the codimen-
sion 1 case) we have Sym2(L) = L⊗2 so Ext1(L, Sym2(L)) = Ext1(L,L⊗2) =
Ext1(OX ,L) = H1(X,L). So in the codimension 1 case we recover Proposition
3.8.

Corollary 4.13. Let X be a smooth projective variety over C such that every
line bundle L verifies H1(X,L) = 0 and such that Pic(X) is torsion-free ( e.g.:

X smooth complete intersection). And let L ω−→ Ωq
X be a foliation such that

E ∼=
⊕

i Li for some line bundles Li. Then L has persistent singularities.

Proof. As E is a direct sum of line bundles the group Ext1X(E , Sym2(E)) decom-
poses as

Ext1X(E , Sym2(E)) =
⊕

i

⊕

j≤k

H1(X,L−1
i ⊗ Lj ⊗ Lk) = 0.

So, as ω is decomposable, if it does not posses persistent singularities then
I = OX so by Theorem 4.11 there is a connection on E . This implies that the
Chern classes of the line bundle L1, . . . ,Lq are all zero. Then Li

∼= OX for i =
1, . . . , q, giving global sections of Ω1

X , contradicting the fact that H0(X,Ω1
X) =

H1(X,OX) = 0.

Remark 4.14. The main theorem of this section gives criteria that, provided
strong hypotheses of cohomological nature on the sheaf E , the absence of per-
sistent singularities implies E is a locally free sheaf. The question of when a
foliation can be defined by a locally free sheaf E is a particularly interesting
one. It follows in a similar fashion as in example 2.5 that a general codimension
2 foliation in a 3 dimensional space (or more generally a dimension 1 foliation
disregarding the dimension of the ambient space) cannot have E locally free
around an isolated singularity. So restricting a foliation with both persistent
and isolated non-persistent singularities (as foliations defined by logarithmic 2-
forms generally are) to the open space U ⊆ X given by the complement of the
persitent singularities we would have a foliation with I = OX and E not locally
free. We do not know, however, of an example where I = OX and E is not
locally free in the projective case. So the following question arises.

Question: Let X be a projective variety. Does I = OX implies E is locally
free? Under what hypotheses on X this is true?
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Invent. Math., 39(1):67–89, 1977. 1, 2

[MMQ18] C. Massri, A. Molinuevo, and F. Quallbrunn. The kupka scheme
and unfoldings. Asian Journal of Mathematics, 22(6):1025–1046,
2018. 2, 3, 4, 5, 8, 9

[Mol16] A. Molinuevo. Unfoldings and deformations of rational and log-
arithmic foliations. Ann. Inst. Fourier (Grenoble), 66(4):1583–
1613, 2016. 2

[Sai76] K. Saito. On a generalization of de-Rham lemma. Ann. Inst.
Fourier (Grenoble), 26(2):vii, 165–170, 1976. 2

[Suw95] T. Suwa. Unfoldings of codimension one complex analytic foli-
ation singularities. In Singularity theory (Trieste, 1991), pages
817–865. World Sci. Publ., River Edge, NJ, 1995. 2, 7, 12

César Massri∗ cmassri@dm.uba.ar

Ariel Molinuevo† arielmolinuevo@gmail.com

Federico Quallbrunn‡ fquallb@dm.uba.ar

22



∗Departamento de Matemática
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