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#### Abstract

SUMMARY In this article, a new methodology for developing discrete geometric conservation law (DGCL) compliant formulations is presented. It is carried out in the context of the finite element method for general advectivediffusive systems on moving domains using an ALE scheme. There is an extensive literature about the impact of DGCL compliance on the stability and precision of time integration methods. In those articles, it has been proved that satisfying the DGCL is a necessary and sufficient condition for any ALE scheme to maintain on moving grids the nonlinear stability properties of its fixed-grid counterpart. However, only a few works proposed a methodology for obtaining a compliant scheme. In this work, a DGCL compliant scheme based on an averaged ALE Jacobians formulation is obtained. This new formulation is applied to the $\theta$ family of time integration methods. In addition, an extension to the three-point backward difference formula is given. With the aim to validate the averaged ALE Jacobians formulation, a set of numerical tests are performed. These tests include 2D and 3D diffusion problems with different mesh movements and the 2D compressible Navier-Stokes equations. Copyright © 2011 John Wiley \& Sons, Ltd.
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## 1. INTRODUCTION

When dealing with partial differential equations that need to be solved on moving domains, like problems in the fluid-structure interaction area [1-4], one of the most used technique is the socalled ALE. The idea behind the ALE formulation is the introduction of a computational mesh, which moves with a velocity independent of the speed of the material particles. The ALE method was first proposed in the context of finite differences [5,6], then it was extended to finite elements [7-9] and to finite volumes [10].

When an ALE formulation is used, the governing equations must be written in a moving domain, and additional terms related to the mesh velocity and position are introduced. The reformulated equations must be integrated in time. The common way to proceed is to use a classical time advancing scheme like the $\theta$ family $[8,11]$ or the backward differentiation formulas (BDFs) family. In this context, the DGCL may arise, and it is directly related to the evolution of the mesh velocity and the elements volume change. This law was introduced by Thomas and Lombard [12], and it is a consistency criterion in which the numerical method must be able to reproduce exactly a constant solution on a moving domain.

As noted by Étienne et al. [13], the effect of the DGCL on the stability of ALE schemes is still unclear and somewhat contradictory. In the work by Guillard and Farhat [14], it has been observed

[^0]that the movement of the domain can degrade the accuracy and stability of the numerical scheme with respect to their counterpart on fixed domains. In this direction, many researchers have been working with the aim of linking the accuracy and the stability of numerical schemes on an ALE framework with the discrete version of the geometric conservation law [13-16]. In the article by Geuzaine et al. [17], it has been shown that satisfying the DGCL is neither a necessary nor a sufficient condition for an ALE scheme to preserve on moving grids its time accuracy established on fixed grids. In the work presented by Farhat et al. [18], it was proved that for nonlinear scalar problems, the DGCL requirement is a necessary and a sufficient condition for an ALE time integrator to preserve the nonlinear stability properties of its fixed-grid counterpart. Meanwhile, Boffi and Gastaldi [15] and Formaggia and Nobile [16] have shown that it is neither a necessary nor a sufficient condition for stability, except for the backward Euler scheme. Although the impact of the DGCL on the stability and precision of the time integration methods is controversial, there is a general consensus in the development of schemes that satisfy the DGCL, in particular for fluid-structure interaction problems [19-21,23].

A straightforward way to satisfy the DGCL is to use a time integration rule with degree of precision $n_{d} \cdot s-1$, where $n_{d}$ is the spatial dimension and $s$ is the order of the polynomial used to represent the time evolution of the nodal displacement within each time step. For example, in 3D problems with a linear in time reconstruction, a rule with degree of precision 2 should be used. Alternatively, the methodology proposed by Farhat and Geuzaine [22] to obtain an ALE extension for a given time integrator in fixed meshes could be used.

In this work, a new methodology, which is based on averaged ALE Jacobians is proposed to obtain DGCL compliant FEM formulations. It is applied to the $\theta$ family of time integration methods in general nonlinear advective-diffusive problems. In addition, an extension to the three-point BDF is given.
In a previous work [22], averaged coefficients are obtained by starting with a general integration scheme with a series of unknown parameters, which are then adjusted to preserve DGCL compliance and the temporal accuracy of the fixed mesh counterpart. In contrast, in this work, the geometric coefficients are obtained by averaging them over the time step so that precision is preserved and the DGCL is satisfied in a natural way.
Finally, to validate the averaged Jacobians formulation (AJF), a set of numerical tests are performed. This includes 2D/3D diffusion problems on moving meshes and 2D compressible Navier-Stokes equations.

## 2. VARIATIONAL FORMULATION FOR ADVECTIVE-DIFFUSIVE SYSTEM FOR MOVING MESHES USING ALE

Let us start with the derivation of the ALE formulation for a general advective-diffusive system [ $7,8,20]$. The governing equation to be expressed in an ALE framework is

$$
\begin{equation*}
\frac{\partial U_{j}}{\partial t}+\left(\mathcal{F}_{j k}^{c}(\mathbf{U})-\mathcal{F}_{j k}^{d}(\mathbf{U}, \nabla \mathbf{U})\right)_{, k}=0, \text { in } \Omega^{t} \tag{1}
\end{equation*}
$$

where $1 \leqslant k \leqslant n_{d}, n_{d}$ is the number of spatial dimensions, $1 \leqslant j \leqslant m, m$ is the dimension of the state vector (e.g., $m=n_{d}+2$ for compressible flow), $t$ is time, ( ),, denotes derivative with respect to the $j$ th spatial dimension, $\mathbf{U} \in \mathrm{IR}^{n}$ is the state vector, and $\mathcal{F}_{j k}^{c, d} \in \mathrm{IR}^{n \times n_{d}}$ are the convective and diffusive fluxes, respectively. Appropriate Dirichlet and Neumann conditions are imposed at the boundary.

As the problem is posed in a time-dependent domain $\Omega^{t}$, it can not be solved with standard fixeddomain methods so that it is assumed that there is an inversible and continuously differentiable map $\mathrm{x}=\chi(\xi, t)$ between the current domain $\Omega^{t}$ and a reference domain $\Omega^{\xi}$, which can be for instance the initial domain $\Omega^{\xi}=\Omega^{t=0}$, and $\xi$ is the coordinate in the reference domain. The Jacobian of the transformation is

$$
\begin{equation*}
J=\left|\frac{\partial x_{j}}{\partial \xi_{k}}\right|, \tag{2}
\end{equation*}
$$

and satisfies the following volume balance equation

$$
\begin{equation*}
\left.\frac{\partial J}{\partial t}\right|_{\xi}=J \frac{\partial v_{k}^{*}}{\partial x_{k}} \tag{3}
\end{equation*}
$$

where

$$
\begin{equation*}
v_{k}^{*}=\left.\frac{\partial x_{k}}{\partial t}\right|_{\xi} \tag{4}
\end{equation*}
$$

are the components of the mesh velocity.
The variational formulation of Equation (1) is obtained multiplying with a weighting function $w(\mathbf{x}, t)=w(\chi(\mathrm{x}, t))$ and integrating over the current domain $\Omega^{t}$

$$
\begin{equation*}
\int_{\Omega^{t}} w \frac{\partial U_{j}}{\partial t} \mathrm{~d} \Omega^{t}+\int_{\Omega^{t}}\left[\mathcal{F}_{j k}^{c}-\mathcal{F}_{j k}^{d}\right]_{, k} w \mathrm{~d} \Omega^{t}=0 \tag{5}
\end{equation*}
$$

The integrals are brought to the reference domain $\Omega^{\xi}$

$$
\begin{equation*}
\int_{\Omega^{\xi}} w \frac{\partial U_{P j}}{\partial t} J \mathrm{~d} \Omega^{\xi}+\int_{\Omega^{\xi}}\left[\mathcal{F}_{j k}^{c}-\mathcal{F}_{j k}^{d}\right]_{, k} w J \mathrm{~d} \Omega^{\xi}=0 \tag{6}
\end{equation*}
$$

and the temporal derivative term can be converted to the reference mesh by noting that the partial derivative of $U_{j}$ is in fact a partial derivative at $\mathrm{x}=$ constant and then can be converted to a partial derivative at $\boldsymbol{\xi}=$ constant with the relation

$$
\begin{equation*}
\left.\frac{\partial U_{j}}{\partial t}\right|_{\mathrm{x}}=\left.\frac{\partial U_{j}}{\partial t}\right|_{\xi}-v_{k}^{*} \frac{\partial U_{j}}{\partial x_{k}} \tag{7}
\end{equation*}
$$

So, the temporal derivative term in Equation (6) can be transformed using Equation (3) as follows:

$$
\begin{align*}
\left.J \frac{\partial U_{j}}{\partial t}\right|_{x} & =\left.J \frac{\partial U_{j}}{\partial t}\right|_{\xi}-J v_{k}^{*} \frac{\partial U_{j}}{\partial x_{k}} \\
& =\left.\frac{\partial\left(J U_{j}\right)}{\partial t}\right|_{\xi}-J U_{j} \frac{\partial v_{k}^{*}}{\partial x_{k}}-J v_{k}^{*} \frac{\partial U_{j}}{\partial x_{k}}  \tag{8}\\
& =\left.\frac{\partial\left(J U_{j}\right)}{\partial t}\right|_{\xi}-J \frac{\partial\left(U_{j}\right) v_{k}^{*}}{\partial x_{k}}
\end{align*}
$$

Replacing Equation (8) in Equation (6),

$$
\begin{equation*}
\left.\int_{\Omega \xi} w(\xi) \frac{\partial}{\partial t}\left(J U_{j}\right)\right|_{\xi} \mathrm{d} \Omega^{\xi}+\int_{\Omega \xi}\left(\mathcal{F}_{j k}^{c}-v_{k}^{*} U_{j}-\mathcal{F}_{j k}^{d}\right)_{, k} w(\xi) J \mathrm{~d} \Omega^{\xi}=0 \tag{9}
\end{equation*}
$$

The temporal derivative can be commuted with the integral and the weighting function because both do not depend on time so that

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t}\left(\int_{\Omega^{\xi}} w J U_{j} \mathrm{~d} \Omega^{\xi}\right)+\int_{\Omega^{\xi}}\left(\mathcal{F}_{j k}^{c}-v_{k}^{*} U_{j}-\mathcal{F}_{j k}^{d}\right)_{, k} w J \mathrm{~d} \Omega^{\xi}=0 \tag{10}
\end{equation*}
$$

and the integrals can be brought back to the $\Omega^{t}$ domain

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t}\left(\int_{\Omega^{t}} w U_{j} \mathrm{~d} \Omega^{t}\right)+\int_{\Omega^{t}}\left(\mathcal{F}_{j k}^{c}-v_{k}^{*} U_{j}-\mathcal{F}_{j k}^{d}\right)_{, k} w \mathrm{~d} \Omega^{t}=0 \tag{11}
\end{equation*}
$$

The variational formulation can be obtained by integrating by parts so that

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t}(H(w, U))+F(w, U)=0 \tag{12}
\end{equation*}
$$

where

$$
\begin{align*}
H(w, U) & =\int_{\Omega^{t}} w U_{j} \mathrm{~d} \Omega^{t} \\
F(w, U) & =A(w, U)+B(w, U)+S(w, U) \\
A(w, U) & =-\int_{\Omega^{t}}\left(\mathcal{F}_{j k}^{c}-v_{k}^{*} U_{j}-\mathcal{F}_{j k}^{d}\right) w_{, k} \mathrm{~d} \Omega^{t}  \tag{13}\\
B(w, U) & =\int_{\Gamma^{t}}\left(\mathcal{F}_{j k}^{c}-v_{k}^{*} U_{j}-\mathcal{F}_{j k}^{d}\right) n_{k} w \mathrm{~d} \Gamma
\end{align*}
$$

$\Gamma^{t}$ is the boundary of $\Omega^{t}$, and $n_{k}$ is its unit normal vector pointing to the exterior of $\Omega$. Also, a consistent stabilization term $S(w, U)$ is included to avoid numerical problems for advection dominated problems [24].

Finally, Equation (11) is discretized in time with the trapezoidal rule (application to the BDF will be described later)

$$
\begin{align*}
H\left(w, U^{n+1}\right)-H\left(w, U^{n}\right) & =-\int_{t^{n}}^{t^{n+1}} F\left(w, U^{t^{\prime}}\right) \mathrm{d} t^{\prime}  \tag{14}\\
& \approx-\Delta t F\left(w, U^{n+\theta}\right)
\end{align*}
$$

with $0 \leqslant \theta \leqslant 1$ and being $U^{n+\theta}$ defined as

$$
\begin{equation*}
U^{n+\theta}=(1-\theta) U_{n}+\theta U^{n+1} \tag{15}
\end{equation*}
$$

During the time step, it is assumed that the nodal points move with constant velocity, that is,

$$
\left.\begin{array}{rl}
v_{k}^{*}(\xi) & =\frac{x_{k}\left(\xi, t^{n+1}\right)-x_{k}\left(\xi, t^{n}\right)}{\Delta t}  \tag{16}\\
x_{k}(\xi, t) & =x_{k}\left(\xi, t^{n}\right)+\left(t-t^{n}\right) v_{k}^{*}(\xi),
\end{array}\right\}, \quad \text { for } t^{n} \leqslant t \leqslant t^{n+1}
$$

### 2.1. Discrete geometric conservation law condition

A discrete formulation is said to satisfy the DGCL condition if it solves exactly a constant state regime, that is, not depending on space or time for a general mesh movement $\mathbf{x}(\boldsymbol{\xi}, t)$. As was mentioned in Section 1, the effect of the DGCL in the precision and numerical stability of the scheme is an open discussion, but in several works [14,16], it is recommended to employ numerical schemes that satisfy the DGCL. This may help in improving the precision and the stability.

By replacing $U_{j}=$ constant and after some manipulations, it can be shown that the DGCL is satisfied if

$$
\begin{equation*}
\int_{\Omega^{n+1}} w \mathrm{~d} \Omega-\int_{\Omega^{n}} w \mathrm{~d} \Omega=\Delta t \int_{\Omega^{n+\theta}} v_{k}^{*} w_{, k} \mathrm{~d} \Omega \tag{17}
\end{equation*}
$$

A similar restriction holds for the boundary term. The stabilization term $S(w, U)$ normally satisfies automatically the DGCL because it involves gradients of the state and then it is null for a constant state.

Note that this previous equation holds if the right-hand side is evaluated as an integral instead of being evaluated at $t^{n+\theta}$, that is, the DGCL error comes from the approximation that was made in Equation (14), that is, it is always true that

$$
\begin{equation*}
\int_{\Omega^{n+1}} w \mathrm{~d} \Omega-\int_{\Omega^{n}} w \mathrm{~d} \Omega=\int_{t^{n}}^{t^{n+1}}\left\{\int_{\Omega^{t}} v_{k}^{*} w_{, k} \mathrm{~d} \Omega\right\} \mathrm{d} t \tag{18}
\end{equation*}
$$

Consider the integrand in the right-hand side. Transforming to the reference domain $\Omega^{\xi}$, we obtain

$$
\begin{align*}
\int_{t^{n}}^{t^{n+1}}\left\{\int_{\Omega^{t}} v_{k}^{*} w_{, k} \mathrm{~d} \Omega\right\} \mathrm{d} t & =\int_{t^{n}}^{t^{n+1}}\left\{\int_{\Omega^{\xi}} v_{k}^{*} \frac{\partial w}{\partial \xi} \frac{\partial \xi_{l}}{\partial x_{k}} J \mathrm{~d} \Omega^{\xi}\right\} \mathrm{d} t \\
& =\int_{\Omega^{\xi}} v_{k}^{*} \frac{\partial w}{\partial \xi_{l}} \int_{t^{n}}^{t^{n+1}}\left(\frac{\partial \xi_{l}}{\partial x_{k}} J\right)^{t} \mathrm{~d} t \mathrm{~d} \Omega^{\xi}  \tag{19}\\
& =\int_{\Omega^{\xi}} v_{k}^{*} g_{k}^{n+\theta} J^{n+\theta} \mathrm{d} \Omega^{\xi} \\
& =\int_{\Omega^{n+\theta}} v_{k}^{*} g_{k}^{n+\theta} \mathrm{d} \Omega
\end{align*}
$$

where $g_{k}$ is an averaged interpolation function gradient

$$
\begin{align*}
g_{k}^{n+\theta} & =\left(J^{n+\theta}\right)^{-1} \bar{Q}_{l k}^{n+1 / 2} \frac{\partial w}{\partial \xi_{l}} \\
\bar{Q}_{l k}^{n+1 / 2} & =\int_{t^{n}}^{t^{n+1}} Q_{l k}^{t} \mathrm{~d} t  \tag{20}\\
Q_{l k}^{t} & =\left(J \frac{\partial \xi_{l}}{\partial x_{k}}\right)^{t}
\end{align*}
$$

The proposed scheme is then to replace the $A\left(w, U^{n+\theta}\right)$ operator in Equation (14) by

$$
\begin{equation*}
A^{\mathrm{GCL}}\left(w, U^{n+\theta}\right)=-\left.\int_{\Omega^{n+\theta}}\left[\mathcal{F}_{j k}^{c}-v_{k}^{*} U_{j}-\mathcal{F}_{j k}^{d}\right]\right|_{t^{n+\theta}} g_{k}^{n+\theta} \mathrm{d} \Omega \tag{21}
\end{equation*}
$$

A similar modification must be introduced in the boundary term $B(w, U)$; this will be explained later in Section 2.3. It is easy to check that with this modification, the scheme is DGCL compliant for all $\theta$.

### 2.2. Evaluation of the average interpolation function gradient

Because of Equation (16), each component $x_{k}$ is a linear function of time inside the time step, then the spatial derivatives $\left(\partial x_{k} / \partial \xi_{l}\right)$ are also linear functions and the determinant $J$ is a polynomial of degree $n_{d}$. Also, the components of the inverse transformation $\xi \rightarrow \mathrm{x}$ can be determined from the inverse of the direct transformation $\mathrm{x} \rightarrow \boldsymbol{\xi}$ as

$$
\begin{align*}
\frac{\partial \xi_{l}}{\partial x_{k}} & =\left(\frac{\partial \mathrm{x}}{\partial \xi}\right)_{l k}^{-1},  \tag{22}\\
J \frac{\partial \xi_{l}}{\partial x_{k}} & =(-1)^{k+l} \text { minor }\left(\frac{\partial \mathrm{x}}{\partial \xi}\right)_{k l},
\end{align*}
$$

where minor $(\mathbf{A})_{i j}$ is the determinant of the submatrix of $\mathbf{A}$ when row $i$ and column $j$ have been eliminated. Then, the minors are polynomials of order $n_{d}-1$ and so are the entries of $J\left(\partial \xi_{l} / \partial x_{k}\right)$ that are the integrands in Equation (20).

As a check, well-known results about the compliance of the DGCL with the trapezoidal rule will be verified. The DGCL is satisfied if the integration rule used to approximate the time integral in Equation (20) is exact, for instance, $\theta=1 / 2$ satisfies the DGCL in 2D because the integrand is linear and the trapezoidal rule reduces to the midpoint rule. In addition, DGCL is satisfied in 1D for any $0 \leqslant \theta \leqslant 1$ and for none in 3D. The point is that using $\theta=1 / 2$ (Crank-Nicolson) is restrictive, and there is no $\theta$ that satisfies the DGCL in 3D so that the method proposed here uses a higher order time integration for Equation (20) so that the DGCL is satisfied for an arbitrary $\theta$ in any dimension. The method can be extended easily to other temporal integration schemes (Section 2.4).

For instance, the Gauss integration method can be used. Normally the Jacobians and the determinants are known at $t^{n}$ and $t^{n+1}$ because they are needed for the computation of the temporal
term (the right-hand side in Equation (14)), so perhaps it is better to use the Gauss-Lobatto version, which includes the extremes of the interval. The Gauss-Lobatto method integrates exactly polynomials of up to degree $2 n-3$, where $n$ is the number of integration points so that it suffices to use the extreme points for simplices in $n_{d}=2$ and to add a point at the center of the interval for $n_{d}=3$, that is,

$$
g_{k}^{n+\theta}= \begin{cases}\frac{\Delta t}{2 J^{n+\theta}}\left[Q_{l k}^{n}+Q_{l k}^{n+1}\right] \frac{\partial w}{\partial \xi_{l}}, & \text { in 2D },  \tag{23}\\ \frac{\Delta t}{6 J^{n+\theta}}\left[Q_{l k}^{n}+4 Q_{l k}^{n+1 / 2}+Q_{l k}^{n+1}\right] \frac{\partial w}{\partial \xi_{l}}, & \text { in 3D }\end{cases}
$$

being $Q_{l k}^{t}$ defined in Equation (20).

### 2.3. Boundary term

The boundary term in Equation (13) can be brought to the reference domain as follows:

$$
\begin{align*}
B(w, U) & =\int_{\partial \Gamma^{t}}\left[\mathcal{F}_{j k}^{c}-v_{k}^{*} U_{j}-\mathcal{F}_{j k}^{d}\right] w n_{k} \mathrm{~d} \Gamma \\
& =\int_{\partial \Gamma^{\xi}}\left[\mathcal{F}_{j k}^{c}-v_{k}^{*} U_{j}-\mathcal{F}_{j k}^{d}\right] w n_{k} J_{\Gamma} \mathrm{d} \Gamma^{\xi}, \tag{24}
\end{align*}
$$

where $J_{\Gamma}$ is the Jacobian of the transformation between a surface element in $\Gamma^{t}$ and $\Gamma^{\xi}$. The DGCL is satisfied if the averaged normal vector is used, that is,

$$
\begin{align*}
B^{\mathrm{GCL}}(w, U) & =\int_{\partial \Gamma}\left[\mathcal{F}_{j k}^{c}-v_{k}^{*} U_{j}-\mathcal{F}_{j k}^{d}\right] w \bar{n}_{k} \mathrm{~d} \Gamma, \\
\bar{n}_{k} & =\frac{1}{J_{\Gamma}^{\theta}} \eta_{k},  \tag{25}\\
\eta_{k} & =\frac{1}{\Delta t} \int_{t^{n}}^{t^{n+1}} n_{k} J_{\Gamma} \mathrm{d} t .
\end{align*}
$$

Regarding the evaluation of the integral for computing $\eta_{k}$, the considerations are very similar to those given in Section 2.2. The components of $n_{k} J_{\Gamma}$ are also polynomials of degree $n_{d}-1$ in time. For instance in 3D, if $\mathrm{x}_{1}, \mathrm{x}_{2}$, and $\mathrm{x}_{3}$ are the nodes at the vertices of a triangle element (ordered counterclockwise when viewed from the exterior of the fluid) on the surface $\Gamma^{t}$, then

$$
\begin{equation*}
\mathrm{n} J_{\Gamma}=\frac{\left(\mathrm{x}_{2}-\mathrm{x}_{1}\right) \times\left(\mathrm{x}_{3}-\mathrm{x}_{1}\right)}{2\left|\Gamma^{\xi}\right|}, \tag{26}
\end{equation*}
$$

where x denotes the vector cross product and $\left|\Gamma^{\xi}\right|$ is the area of the triangle in the reference coordinates. As the coordinates of the nodes are linear in time and $\left|\Gamma^{\xi}\right|$ is constant, the components of $n_{k} J_{\Gamma}$ are quadratic polynomials.
Then, the considerations about the number of points for the Gauss-Lobatto integration are the same as discussed before, that is, two integration points are enough to compute the integral in Equation (25) and three are needed in 3D.

### 2.4. Application to the backward differentiation formula

The BDF is another popular method for the integration of the system of ordinary differential equations [15, 16, 25]. By applying to Equation (12) gives

$$
\begin{equation*}
\frac{1}{\Delta t}\left(3 / 2 H^{n+1}-2 H^{n}+1 / 2 H^{n-1}\right)=F\left(w, U^{n+1}\right) . \tag{27}
\end{equation*}
$$

To apply the AJF, the right-hand side of Equation (27) must be rewritten as an integral over time. For this, note that for any differentiable function $X(t)$, we have

$$
\begin{align*}
3 / 2 X^{n+1}-2 X^{n}+1 / 2 X^{n-1} & =3 / 2\left(X^{n+1}-X^{n}\right)-1 / 2\left(X^{n}-X^{n-1}\right), \\
& =3 / 2 \int_{t^{n}}^{t^{n+1}} \dot{X} \mathrm{~d} t-1 / 2 \int_{t^{n}-1}^{t^{n}} \dot{X} \mathrm{~d} t . \tag{28}
\end{align*}
$$

If this relation is applied with the semidiscrete Equations (12) with $X=H$ and $\dot{X}=-F$, then the following relation is obtained

$$
\begin{equation*}
3 / 2 H^{n+1}-2 H^{n}+1 / 2 H^{n-1}=-3 / 2 \int_{t^{n}}^{t^{n+1}} F\left(w, U^{t^{\prime}}\right) \mathrm{d} t^{\prime}+1 / 2 \int_{t^{n-1}}^{t^{n}} F\left(w, U^{t^{\prime}}\right) \mathrm{d} t^{\prime} \tag{29}
\end{equation*}
$$

The BDF integration method is obtained if the right-hand side in Equation (29) is replaced by the value of the integrand at $t^{n+1}$. The proposed method to satisfy the DGCL is to assume that the state in Equation (29) remains constant $\left(U(t)=U^{n+1}\right)$ but the geometric quantities $v_{k}^{*}$ and $w_{, k}$ do not; therefore, these quantities must be averaged over time and some additional terms must be computed so that

$$
\begin{equation*}
3 / 2 H^{n+1}-2 H^{n}+1 / 2 H^{n-1}=-\Delta t F^{\mathrm{BDF}}\left(w, U^{n+1}\right), \tag{30}
\end{equation*}
$$

where

$$
\begin{align*}
& F^{\mathrm{BDF}}\left(w, U^{n+1}\right)=A^{\mathrm{BDF}}\left(w, U^{n+1}\right)+B^{\mathrm{BDF}}\left(w, U^{n+1}\right)+S\left(w, U^{n+1}\right), \\
& A^{\mathrm{BDF}}\left(w, U^{n+1}\right)=-\int_{\Omega^{n+1}}\left[\left(\mathcal{F}_{j k}^{c}-\mathcal{F}_{j k}^{d}\right)^{n+1} g_{k}^{n+1}-U_{j}^{n+1} r^{n+1}\right] \mathrm{d} \Omega,  \tag{31}\\
& B^{\mathrm{BDF}}\left(w, U^{n+1}\right)=\int_{\partial \Gamma^{t}}\left[\left(\mathcal{F}_{j k}^{c}-\mathcal{F}_{j k}^{d}\right) \beta_{k}^{n+1}-U_{j}^{n+1} s^{n+1}\right] w \mathrm{~d} \Gamma,
\end{align*}
$$

and $g_{k}, r, \beta_{k}$, and $s$ are time-averaged geometric quantities given by

$$
\begin{align*}
g_{k}^{n+1} & =\frac{1}{J^{n+1}}\left(3 / 2 Q_{l k}^{n+1 / 2}-1 / 2 Q_{l k}^{n-1 / 2}\right) \frac{\partial w}{\partial \xi_{l}} \\
r^{n+1} & =\frac{1}{J^{n+1}}\left(3 / 2 Q_{l k}^{n+1 / 2} v_{k}^{* n+1 / 2}-1 / 2 Q_{l k}^{n-1 / 2} v_{k}^{* n-1 / 2}\right) \frac{\partial w}{\partial \xi l}, \\
\beta_{k}^{n+1} & =\frac{1}{J_{\Gamma}^{n+1}}\left(3 / 2 \eta_{k}^{n+1 / 2}-1 / 2 \eta_{k}^{n-1 / 2}\right),  \tag{32}\\
s^{n+1} & =\frac{1}{J_{\Gamma}^{n+1}}\left(3 / 2 \eta_{k}^{n+1 / 2} v_{k}^{* n+1 / 2}-1 / 2 \eta_{k}^{n-1 / 2} v_{k}^{* n-1 / 2}\right), \\
\eta_{k}^{n+1 / 2} & =\frac{1}{\Delta t} \int_{t^{n}}^{t^{n+1}} n_{k} J_{\Gamma} \mathrm{d} t,
\end{align*}
$$

and $v_{k}^{* n+1 / 2}$ is the (constant) velocity in the time step $\left[t^{n}, t^{n+1}\right]$. Regarding the computation of the averaged Jacobians $Q_{l k}^{n+1 / 2}$ and $\eta_{k}^{n+1 / 2}$, the rules are the same as before (Equations (20) and (25)) because their entries are polynomials of degree $n_{d}-1$ within the time interval.

## 3. NUMERICAL TESTS

In this section, a set of numerical tests are performed to validate the AJF proposed in Section 2.

### 3.1. Discrete geometric conservation law validation for $2 D$ scalar diffusion problem with internal node movement

For the sake of clarity, let us consider the scalar diffusion version of Equation (1).

$$
\begin{align*}
\frac{\partial u}{\partial t}-\mu \Delta u & =0 & & \text { for } \mathbf{x} \in \Omega^{\mathrm{t}}, \mathrm{t} \in(0, \mathrm{~T}] \\
u & =u_{0} & & \text { for } \mathbf{x} \in \Omega^{0}, \mathrm{t}=0  \tag{33}\\
u & =u_{D} & & \text { for } \mathbf{x} \in \partial \Omega^{\mathrm{t}}, \mathrm{t} \in[0, \mathrm{~T}]
\end{align*}
$$

where $\mu$ is the constant diffusivity and $\Delta$ is the Laplacian operator.
To carry out the DGCL compliance test, problem (33) is solved on a unit square domain with $\mu=0.01$ so that

$$
\begin{align*}
& u_{t}-0.01 \Delta u=0 \text { for } \mathbf{x} \in \Omega^{\mathrm{t}}, \mathrm{t} \in(0, \mathrm{~T}] \\
& u_{0}=1  \tag{34}\\
& \text { for } \mathbf{x} \in \Omega^{0}, \mathrm{t}=0 \\
& u=1 \text { for } \mathbf{x} \in \Gamma^{\mathrm{t}}, \mathrm{t} \in[0, \mathrm{~T}]
\end{align*}
$$

being the mesh deformed according to the following rule

$$
\begin{align*}
& \chi_{1}(\xi, t)=x=\xi+0.125 \sin (\pi t) \sin (2 \pi \xi)  \tag{35}\\
& \chi_{2}(\eta, t)=y=\eta+0.125 \sin (\pi t) \sin (2 \pi \eta)
\end{align*}
$$

As was mentioned in Section 2.1, a discrete formulation is said to satisfy the DGCL condition if it solves exactly a constant state regime, that is, not depending on space or time for a general mesh movement $\mathbf{x}(\xi, t)$.

Figure 1 shows the reference domain and the deformed mesh for $t=0.5[\mathrm{~s}]$ where the maximum deformation occurs.

The problem is solved using piecewise linear triangles for the spatial discretization, a piecewise linear interpolation of the mesh movement, and for the time integration the backward Euler (BE, $\theta=1$ ), Crank-Nicolson (CN, $\theta=0.5$ ), and Galerkin (GA, $\theta=2 / 3$ ) schemes are considered with $\Delta t=\{0.15,0.1,0.05,0.025\}$. Figure 2 reports the error $\left\|u_{h}-u\right\|_{L^{2}\left(\Omega_{t}\right)}$ for three periods of oscillation, using the time integration methods and time steps mentioned previously. The error must be null to machine precision over time for a DGCL compliant scheme.

A numerical error is introduced when using the backward Euler or Garlerkin scheme because of a lack in DGCL compliance for 2D problems. In Figure 3, the solution for times $t=\{0.1,2.4,5.4\}[\mathrm{s}]$


Figure 1. Reference and deformed mesh.



Figure 2. $\left\|u_{h}-u\right\|_{L^{2}\left(\Omega_{t}\right)}$ for Garlerkin (GA) and backward Euler (BE) schemes compared with Crank-Nicolson (CN).


Figure 3. Solution for the backward Euler (BE), Galerkin (GA), and Crank-Nicolson (CN) schemes.
is shown for the three different integration schemes. The error related to the constant solution is located in the zones of the domain where the element deformation is higher, as in the center and the corners.

Now, if the AJF is used, all these three time integration schemes are DGCL compliant, so the error remains null to machine precision (Figure 4).

### 3.2. Discrete geometric conservation law validation for $2 D$ scalar diffusion problem with a

 periodic expansion and contraction of the domainIn this test case, problem (33) is solved in a unit square domain with $\mu=0.1$ so that

$$
\begin{align*}
u_{t}-0.1 \Delta u=0 & \text { for } \mathbf{x} \in \Omega^{\mathrm{t}}, \mathrm{t} \in(0, \mathrm{~T}] \\
u_{0}=1 & \text { for } \mathbf{x} \in \Omega^{0}, \mathrm{t}=0  \tag{36}\\
u=1 & \text { for } \mathbf{x} \in \partial \Omega^{\mathrm{t}}, \mathrm{t} \in[0, \mathrm{~T}]
\end{align*}
$$

being the domain deformed according to the following rule

$$
\begin{equation*}
\chi(\xi, t)=(2-\cos (20 \pi t)) \xi \tag{37}
\end{equation*}
$$



Figure 4. Errors using the averaged Jacobian formulation (AJF) and no averaged Jacobian formulation for $\Delta t=0.1[\mathrm{~s}]$.

This deformation rule represents a periodic expansion and contraction of the domain as it is shown in Figure 5 for $t=\{0,0.03,0.05\}$ [s].
As in the previous case, a numerical error is introduced when using the backward Euler or Garlerkin scheme because of a lack in DGCL compliance for 2D problems; but when the AJF is used, all the time integration schemes are DGCL compliant.
In Figure 6, the error $\left\|u_{h}-u\right\|_{L^{2}\left(\Omega_{t}\right)}$ in the solution is reported for four periods of oscillation.

### 3.3. Discrete geometric conservation law validation for $3 D$ scalar diffusion problem with a periodic expansion and contraction of the domain

In this section, the AJF is validated for 3D problems. The initial test is the extension to 3D of problem (36) and the mesh moving rule (37). It is solved using piecewise linear tetrahedral for the spatial discretization, a piecewise linear interpolation of the mesh movement, and for the time integration, the backward Euler $(\theta=1)$, Crank-Nicolson $(\theta=0.5)$, and Garlerkin $(\theta=2 / 3)$ schemes.
Figure 7 shows the deformed domain for $t=\{0,0.03,0.05\}[\mathrm{s}]$, and Figure 8 reports the error $\left\|u_{h}-u\right\|_{L^{2}\left(\Omega_{t}\right)}$ for four periods of oscillation. When the AJF is used, the error remains null to machine precision because the scheme is DGCL compliant.

$t=0$ ( s )


Figure 5. Deformed domain.


Figure 6. $\left\|u_{h}-u\right\|_{L^{2}\left(\Omega_{t}\right)}$ for backward Euler (BE), Galerkin (GA), and Crank-Nicolson (CN) schemes for $\Delta t=0.005[\mathrm{~s}]$.


Figure 7. Deformed domain.

### 3.4. Discrete geometric conservation law validation for $3 D$ scalar diffusion problem with internal node movement

This test is the extension to 3D of problem (34) and the deformation rule (35). It is solved using piecewise linear tetrahedral for the spatial discretization, a piecewise linear interpolation of the mesh movement, and for the time integration, the backward Euler $(\theta=1)$, Crank-Nicolson $(\theta=0.5)$, and Garlerkin $(\theta=2 / 3)$ schemes.

Figure 9 shows the deformed mesh for $t=\{0,0.5,1.5\}$ [s], and Figure 10 reports the error $\left\|u_{h}-u\right\|_{L^{2}\left(\Omega_{t}\right)}$.

A numerical error is introduced when using any of the $\theta$-family scheme in 3D problems because of a lack in GCL compliance. In Figure 11, the solution for times $t=\{0.1,2.4,5.4\}$ [s] is shown

F9 F10 for the backward Euler scheme. The error with respect to the constant solution are localized in the


Figure 8. Errors for averaged Jacobian formulation (AJF) and no averaged Jacobian formulation for $\Delta t=0.005[\mathrm{~s}]$.


Figure 9. Deformed mesh.
zones of the domain where the element deformation is higher, as in the center. But when the AJF is used, the error remains null to machine precision because the scheme is DGCL compliant.

### 3.5. Moving an internal cylinder

This example consists of an external cylinder of radius $R_{2}$, which contains an internal smaller cylinder of radius $R_{1}$ and performs an harmonic motion of amplitude $d_{0}$ with an angular frequency $\omega$, that is, the instantaneous displacement of the center of the internal cylinder $d$ is

 ,

Figure 10. $\left\|u_{h}-u\right\|_{L^{2}\left(\Omega_{t}\right)}$ for backward Euler (BE), Galerkin (GA), and Crank-Nicolson (CN) schemes for $\Delta t=0.005$ [s].


Figure 11. Solution for the backward Euler scheme.

$$
\begin{equation*}
d(t)=d_{0} \sin (\omega t) \tag{38}
\end{equation*}
$$

In this example, an orthogonal mapping can be found between the reference domain where the two cylinders are concentric and the general case where they are eccentric (cf. Appendix A). So, instead of using a mesh movement strategy for distorting the mesh, the instantaneous mesh is obtained by applying the said transformation to the position of the nodes of a mesh in the reference domain.

In this test, the parameters used were $R_{2}=2, R_{1}=1, \omega=1.047$, and $d_{0}=0.7$ and the maximum velocity of the inner cylinder is $v_{\max }=0.733$. The domain was discretized with 10 elements in the radial direction and 96 elements in the perimeter using linear triangular elements
(Figure 12). The dimensionless equations of a viscous compressible flow were solved in the interior of the domain using the backward Euler time integration scheme, varying the Courant number between 2 and 0.025 . The fluid properties used in the simulation are, $\rho_{\text {ref }}=1, p_{\text {ref }}=1, \gamma=1.4$, and $v=0.001$. At the boundary of the inner cylinder is imposed the velocities that result from the imposed movement, and at the boundary of outer cylinder is imposed a no-slip condition.

To analyze the numerical error introduced because of a lack in DGGL compliance, the density on a fixed spatial point with coordinates $\mathbf{x}=(1.8,0.2)$ was plotted in Figures $13-15$ for four periods of oscillation.

As the time step is reduced, the differences between the solutions obtained with the AJF and without decreases, as was stated in the previous examples. In the results corresponding to $\mathrm{Co}=2$, the


Figure 12. Initial mesh and maximum displacement mesh.


Figure 13. Density using the averaged Jacobian formulation (AJF) and no averaged Jacobian formulation for $\mathrm{Co}=2$.


Figure 14. Density using the averaged Jacobian formulation (AJF) and no averaged Jacobian formulation for $\mathrm{Co}=1$.


Figure 15. Density using the averaged Jacobian formulation (AJF) and no averaged Jacobian formulation for $\mathrm{Co}=0.25$.
difference between both solutions are significative, whereas in the results corresponding to $\mathrm{Co}=0.25$ are negligible.

In Figure 16, the pressure distribution in the domain for different positions of the inner cylinder is shown. The domain was discretized with 35 elements in the radial direction and 342 elements in the perimeter using triangular elements. The pressure increase in the compressed region induces a fluid motion towards the opposite side as shown by the velocity vectors of the figure.

## 4. CONCLUSIONS

The proposed methodology guarantees compliance with the DGCL criterion in the context of the ALE solutions of general advective-diffusive systems using classical temporal integration schemes and simplicial finite elements in 2D and 3D. Detailed expressions for the computation of the averaged Jacobians and its application to the $\theta$ family and the three-point BDF schemes were given. Also, to validate the AJF, a set of typical numerical tests for linear scalar advective-diffusive and Euler models were performed.

Unlike to previous work, this new methodology is not based on proposing a new temporal integration scheme and computing a set of unknown numerical coefficients to achieve compliancy with the


Figure 16. Pressure at different positions of the inner cylinder.

DGCL but rather by averaging some geometrical quantities. These averages are computed exactly using the Gauss-Lobatto numerical quadrature. The averaging process of the Jacobian must be introduced in the volume terms as well as in the boundary terms. The added cost is negligible and only involves a few changes at the elemental routine level.

## APPENDIX A. ORTHOGONAL MAPPING

The transformation between the current domain and the reference domain can be described as the composition of two conformal mappings $(z \rightarrow w \rightarrow v)$ and a third orthogonal (but nonconformal) mapping $(v \rightarrow u)$. Here $u, v, w$, and $z$ are complex variables. The $z$-plane (Figure A.1(a)) is the physical plane with the current position (eccentric) of the inner cylinder. The region in the $z$-plane is

$$
\begin{equation*}
\Omega_{z}(t)=\left\{z \in \mathbb{C} /|z|<R_{2} \text { and }|z-d(t)|>R_{1}\right\} \tag{A.1}
\end{equation*}
$$



Figure A.1. ■■. $\overline{\overline{=}}$

The key transformation is the inversion

$$
\begin{equation*}
z=\frac{1}{w+d_{w}}+z_{0} \tag{A.2}
\end{equation*}
$$

which transforms the circular annulus

$$
\begin{equation*}
\Omega_{w}=\left\{w \in \mathbb{C} / R_{w 2} \leqslant|w| \leqslant R_{w 1}\right\} \tag{A.3}
\end{equation*}
$$

in the $w$-plane onto $\Omega_{z}$. As it is an inversion transformation, it maps lines and circles onto lines and circles. The real parameters of the transformation $R_{w 1}, R_{w 2}, d_{w}, z_{0}$ are unknown, but they can be easily found by adjusting the points $A, B, C$, and $D$ so that the radiuses in the $z$-plane are $R_{1}$ and $R_{2}$, as required. The coordinates of these points in the $w$-plane are

$$
\begin{align*}
w_{A} & =R_{w 2} \\
w_{B} & =-R_{w 2}  \tag{A.4}\\
w_{C} & =R_{w 1} \\
w_{D} & =-R_{w 1}
\end{align*}
$$

and then, using transformation (A.2), their $z$-coordinates are

$$
\begin{align*}
& z_{A}=\frac{1}{d_{w}+R_{w 2}}+z_{0} \\
& z_{B}=\frac{1}{d_{w}-R_{w 2}}+z_{0}  \tag{A.5}\\
& z_{C}=\frac{1}{d_{w}+R_{w 1}}+z_{0} \\
& z_{D}=\frac{1}{d_{w}-R_{w 1}}+z_{0}
\end{align*}
$$

Then, we arrive to the following equations

$$
\begin{align*}
& z_{A}-z_{B}=2 R_{2} \\
& z_{C}-z_{D}=2 R_{1}  \tag{A.6}\\
& z_{c 1}-z_{c 2}=\frac{z_{C}+z_{D}}{2}-\frac{z_{A}+z_{B}}{2}=d
\end{align*}
$$

The last equation comes from the requirement that the center $z_{c 1}$ of the internal cylinder must be shifted a distance $d$ from the center $z_{c 2}$ of the external cylinder. Replacing with the expressions for the $z$-coordinates given in Equation (A.5), we arrive to the equations

$$
\begin{align*}
\frac{1}{d_{w}+R_{w 2}}-\frac{1}{d_{w}-R_{w 2}} & =2 R_{2} \\
\frac{1}{d_{w}+R_{w 1}}-\frac{1}{d_{w}-R_{w 1}} & =2 R_{1}  \tag{A.7}\\
\frac{1}{d_{w}+R_{w 2}}+\frac{1}{d_{w}-R_{w 2}}-\frac{1}{d_{w}+R_{w 1}}-\frac{1}{d_{w}-R_{w 1}} & =2 d
\end{align*}
$$

which is a system of three nonlinear equations that can be solved for $R_{w 1}, R_{w 2}$, and $d_{w}$ in terms of $R_{1}, R_{2}$, and $d$. The system can be solved with the Newton-Raphson method, for instance. Note that the fourth parameter $z_{0}$ does not enter in the equations. Once these three parameters are found, $z_{0}$ can be easily found from the requirement that the external cylinder must be centered at $\operatorname{Re}\{z\}=0$, that is,

$$
\begin{equation*}
z_{c 2}=\frac{z_{A}+z_{B}}{2}+z_{0}=0 \tag{A.8}
\end{equation*}
$$

from where

$$
\begin{equation*}
z_{0}=-\frac{z_{A}+z_{B}}{2} \tag{A.9}
\end{equation*}
$$

Once the $z-w$ transformation is known, the other two are easily found. Note that, because of the inversion, the internal radius in the $\Omega_{w}$ domain is mapped onto the external radius in the $\Omega_{z}$ domain, and vice versa. Then, a second inversion is performed

$$
\begin{equation*}
w=\frac{1}{v} \tag{A.10}
\end{equation*}
$$

and the resulting $\Omega_{v}$ domain is a circular annulus

$$
\begin{equation*}
\left.\Omega_{v}=\left\{v \in \mathbb{C}^{2} / R_{v 1} \leqslant|v| \leqslant R_{v 2}\right\}\right\} \tag{A.11}
\end{equation*}
$$

with $R_{v 1}=1 / R_{w 1}$ and $R_{v 2}=1 / R_{w 2}$. Finally, the transformation $u-v$ is orthogonal (but nonconformal) that maps linearly the radius so as to map the $\Omega_{v}$ domain onto the reference domain

$$
\begin{equation*}
\left.\Omega_{u}=\Omega_{z}(d=0)=\left\{u \in \mathbb{C}^{2} / R_{1} \leqslant|u| \leqslant R_{2}\right\}\right\} \tag{A.12}
\end{equation*}
$$

The transformation is better described in terms of polar coordinates $v=|v| \mathrm{e}^{\mathrm{i} \phi_{v}}, u=|u| \mathrm{e}^{\mathrm{i} \phi_{u}}$ as follows

$$
\begin{align*}
\phi_{v} & =\phi_{u} \\
|v| & =R_{v 1}+\frac{|u|-R_{1}}{R_{2}-R_{1}}\left(R_{v 2}-R_{v 1}\right) \tag{A.13}
\end{align*}
$$

Computationally, the process is as follows. At a certain time $t$, the nodes' position must be determined; first, the parameters of the transformation are determined from Equation (A.6). Then, given the coordinates of the node in the reference domain $u$, the successive transformations (A.13), (A.10), and (A.2) are applied, and the coordinates of the node in the actual position of the mesh $z$ are obtained.
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