1. INTRODUCTION

Mathematical modeling in human physiology experimented a tremendous growth in recent decades. This type of research is currently referred as “in silico” by analogy with the more traditional “in vivo” and “in vitro” experimental studies in medical research. Large collaborative research initiatives, such as the ten-year-old project Physiome and the more recent ITFoM project of the European Community are among the many currently under development. These types of international multidisciplinary efforts give support to the assertion that mathematical modeling is becoming the new paradigm of medical research at the beginning of this century.

Interdisciplinary collaboration among medicine, physics, mathematics, engineering, biochemistry, electronics, and biotechnology is giving a renewed impetus not only to the basic research but also to the development of computational tools for health caring. Different approaches, ranging from molecular to lumped parameter modeling passing through computational fluid dynamics, have been used in the literature to model the human physiology, covering from nanometers to meters in the spatial scale and from microseconds to the human lifetime in the temporal scale.

A particularly challenging problem that is usually faced in care units, which could be considered using mathematical modeling, is the maintenance of the main physiological variables of the patients within acceptable ranges. Such control is in general achieved by means of the administration of drugs. The type of infused drug depends on the specific variable to be controlled. For example, arterial pressure and cardiac output are usually controlled using sodium nitroprusside and dopamine. In certain cases, it is also required to induce anesthesia by administering appropriate agents, intravenously or via the respiratory system. Usually, physicians use their criterion to regulate the infusion rates and infer difficult to monitor variables, such as the depth of anesthesia, from indirect measurements.

Many mathematical models have been developed so far to represent the complex interactions in the physiology of human beings in order to assist in the decision making in the medical practice. From the pioneering work from Guyton and co-workers in the 1970s, a large amount of contributions have been proposed to model different subprocesses of such a complex system. A comprehensive review of such work is beyond the scope of this article. The developed models have been used to study specific physiological issues, address the parameter estimation problem, and investigate the pharmacologic effect of drugs. Such models have been more recently used with control purposes. For example, strategies based on a model-based control approach were developed to assist in the hemodynamic and anesthetic regulation of patients.

According to our knowledge, most models were developed to study specific physiologic subsystems or aimed at investigating particular processes (i.e., anesthesia, control strategies). The main purpose of this contribution is to integrate meaningful available models to develop a tool to be used from a process systems engineering approach to carry out in a systematic fashion, simulation, parameter estimation, dynamic optimization, and control studies.

In this work, a model that integrates different physiological processes is presented and used to simulate the response of the main physiological variables to the administration of different types of drugs. The overall model developed here comprehends the interconnection of the following submodels taken from the biomedical engineering research literature: (i) cardiovascular (circulatory) system, (ii) baroreflex, (iii) respiratory system,
(iv) transport and distribution of substances, (v) pharmacologic effect of drugs. The model is essentially a differential—algebraic system of equations that presents "state events" due to the presence of the cardiac valves and other discontinuous processes. Such discontinuity confers to the model challenging features from an implementation point of view. The results are qualitatively compared to experimental data provided in the literature to perform a sort of validation.

The paper is organized as follows. Section 2 describes the different models of each subsystem and Section 3 details their integration and interrelations. Section 4 discusses the computational implementation and resolution issues. Section 5 presents the simulation case studies corresponding to different drug infusions together with a qualitative comparison with data gathered from the open literature. A conclusions and future work section closes the article. Appendices 1 to 5 provide a detailed description of the mathematical models of the different subsystems and are available as electronic Supporting Information of this paper.

2. SUBSYSTEMS DESCRIPTION

In this section, the different submodels used in the paper are briefly introduced. For the sake of completeness, the detailed set of equations, variables and parameters of each model are provided in the appendices.

**Cardiovascular System.** The cardiovascular system model is taken from Ottesen et al.\(^5\) It is an overall lumped pulsatile model that captures the main features of the blood circulation system. Lumped cardiovascular models may be divided into two subclasses. The first class contains the nonpulsatile models where the heart is described by some variant of Starling's law. The second class contains the pulsatile models where the heart is typically guided by a classic time-varying elastance function. A lumped pulsatile model was selected in this contribution because it can predict realistic levels of flows and pressures along the cardiovascular system, thus it can be used to study different scenarios like hypertension and weak heart.

The adopted cardiovascular model represents the different organs by a series of interconnected elastic chambers (Figure 1), describing the pumping heart and vascular systems (systemic and pulmonary circulation).

The heart is made up of four elastic chambers: Left Atrium (LA), Left Ventricle (LV), Right Atrium (RA), and Right Ventricle (RV). The contractile properties of the ventricles are modeled by means of time varying elastances. Atria are modeled as passive chambers described by constant compliances. The heart possesses four valves that connect the different chambers: Mitral Valve (MV), Aortic Valve (AV), Tricuspid Valve (TV), and Pulmonary Valve (PV). Such valves allow the circulation of blood between the chambers if the pressure in the downstream chamber is lower than the pressure in the upstream chamber, otherwise, they remain closed. Regarding the vasculature, arteries are represented by three elastic chambers for the systemic and pulmonary sections \((A_{S1}, A_{S2}, A_{S3}, A_{P1}, A_{P2}, A_{P3})\), whereas veins are lumped into two elastic chambers per section \((V_{S1}, V_{S2}, V_{P1}, V_{P2})\). Each compartment represents a different section of the vascular tree. For example, chambers \(A_{S3}\) and \(V_{S1}\) correspond to the capillary sections in organs, whereas the capillary section at the pulmonary level is represented by chambers \(A_{P3}\) and \(V_{P1}\).

Each chamber is modeled through a mass balance. The volume of the chamber is the dynamic state. In the atria and ventricles, where the inertial effects are important, a momentum balance is also required. The flow rate is the corresponding state variable in such cases. For all chambers, a linear relationship between pressure and volume is adopted. In order to model the pumping effect of the ventricles, a sinusoidal driving function provides the time varying elastances of such chambers. The cardiac valves are represented as switches between two models depending on upstream and downstream pressures. The complete set of equations of the cardiovascular model, together with a description of its variables and parameters, are presented in Supporting Information Appendix 1.

**Baroreflex System.** The baroreceptors are sensors which monitor changes in Mean Arterial Pressure (MAP) and actuate as measurement devices in a control loop to provide short-term pressure regulation. Based on the sensor signal \((n)\), the central nervous system generates a control action \((n_2, np)\) to manipulate certain elements of the cardiovascular system in order to restore the original pressure (heart rate, heart elastance, vein compliances, etc.). Figure 2 shows the baroreceptor system scheme, its inputs and outputs and the interconnection with the cardiovascular system. The adopted model of the baroreflex, taken from Ottesen et al.\(^6\) is reproduced in detail in Supporting Information Appendix 2.

**Respiratory System.** This submodel represents the transport of gaseous components from the atmosphere, or a respiratory mask, to the alveoli, where mixture exchange with blood takes place. The states of the model are the pressures in the different sections of the airways from the nasal and oral cavities to the alveolar sacs, together with the molar fractions of oxygen, carbon dioxide and, eventually, inhalable anesthetic agents. The pressure generated by the thorax muscles is represented by a sinusoidal law \((U)\), where frequency and amplitude are chosen in order to mimic the typical ventilation function. If present, the ventilation mask is also represented by an appropriate sinusoidal function \((U_{m})\). The model, taken from Christiansen and Dræby,\(^21\) is reproduced in Supporting Information Appendix 3 and schematically depicted in Figure 3.

Diffusion was neglected in the current version of the model because it is considered that natural or forced ventilation takes
place within the airways and therefore, laminar flow dominates over diffusive flow. Moreover, such hypothesis is also valid even under long periods without breathing.

**Transport and Distribution System.** Oxygen, carbon dioxide, and inhalable drugs get into the body via the respiratory system. Other drugs are usually intravenously administrated. In order to study the distribution of the different substances within the organs, the body is divided into several compartments as shown in Figure 4.

After exchanging oxygen and carbon dioxide in the lungs, blood distributes from the arterial pool toward the different organs. In each organ, a specific metabolism takes place and carbon dioxide is produced at the expense of oxygen consumption. The carbon dioxide enriched blood is collected in various venous pools and pumped toward the lungs, closing the loop. This system is connected with the cardiovascular model through the cardiac output ($Q_{ao}$).

Each organ is modeled as part tissue ($V_t$), part blood ($V_b$) as proposed in Christiansen and Dræby. Carbon dioxide is produced at a constant rate, whereas oxygen reacts at a rate that depends on its concentration in the blood. The different drugs in the system are consumed at specific organs at rates depending on their concentration in blood. Mass balances model the concentration profiles of each component.

The concentrations of oxygen, carbon dioxide and drugs in the blood and in the tissue of each organ are provided by the corresponding dissociation functions. The dissociation functions relate the tensions of the substances in the blood or tissue with their concentrations. The dissociation functions of oxygen and carbon dioxide are complex nonlinear relationships that depend on the blood pH. On the other hand, linear relations can usually be assumed for drugs.

Finally, at the lung capillaries and alveoli (Figure 6), oxygen, carbon dioxide, and inhalable drugs are exchanged. This process is modeled through the mass balances of the different components.

The model of the transport and distribution of substances, as presented in Christiansen and Dræby, is reported in Supporting Information Appendix 4.

**Pharmacodynamic System.** Drugs are administrated to patients, typically intravenously, with different purposes.
For patients that are about to be operated on, anesthesia has to be induced by infusion of anesthetic agents such as thiopental and propofol. Other anesthetic agents, for example, isoflurane, can be also administrated via the respiratory system.

In order to monitor the level of hypnosis, the effect of the anesthetic agent on the bispectral index (BIS) is adopted. BIS is a measure of the effects of anesthetics and sedatives on the brain. It is based on the bispectral analysis of the electroencephalogram (EEG) of the patient. BIS is an indirect measure of the depth of anesthesia, as for the moment, there is not a direct one. BIS values range between 0 and 100, where 100 is characteristic of an awake patient EEG, whereas 0 denotes an isoelectric EEG signal. BIS predicts with good accuracy the return to the state of consciousness, and is the only measure clinically accepted to monitor hypnosis. Several authors have studied the action mechanisms of the classic anesthetic agents propofol and isoflurane and their impact on the BIS measurement. In this work, the corresponding pharmacodynamics were modeled as proposed in Gentilini et al. and Ionescu et al.

Other drugs (sodium nitroprusside, dopamine, etc.) have a specific effect on important physiological variables such as the mean arterial pressure and cardiac output. These variables are controlled in patients under surgery by careful infusion of such medicaments. From a modeling point of view, specific parameters of the cardiovascular system, such as elastances and resistances, are dynamically modified depending on the concentration of the drug in certain organs. The effect of the drugs on the physiological variables (Eff) adds up to the output of the baroreflex system as depicted in Figure 7. In Supporting Information Appendix S, the equations for the pharmacodynamic effects of the drugs used in this study are provided.

3. INTEGRATED MODEL

All the submodels described in the previous section were integrated in a single framework in order to dynamically simulate some important human physiological processes. In Figure 8, the interconnection between the submodels is depicted. The variable that connects the cardiovascular subsystem with the transport subsystem is basically the heart flow rate (cardiac output), which at the pulmonary section is represented by the flow rate \( Q_{3} \) and at the systemic level by the flow rate \( Q_{3} \). Each organ is fed with a fraction of blood flow taken from \( Q_{3} \). The transport subsystem is in turn connected to the respiratory subsystem by means of the partial pressures of the gaseous components, which are exchanged at the partial pressures of the gaseous components, which are exchanged at the pulmonary capillaries and the alveoli (\( P_{CO_{2}}, P_{O_{2}}, P_{H_{2}O} \)).

If the drug is administrated via the respiratory system, it is modeled as a gaseous component that reaches the transport and distribution subsystem through the alveoli-capillaries interface in the lungs. Drugs infused intravenously, \( C_{d}(\text{injectable}) \), or via the respiratory system, \( C_{d}(\text{inhalaible}) \), distribute according to particular kinetics among the different organs through the transport system, where the concentration of the drug, \( C_{d}(\text{organs}) \), evolves according to the corresponding mass balance. If the drug has a hemodynamic effect, its concentration in the arterial blood pool modifies certain parameters of the cardiovascular system (\( E_{\text{max}}^{\text{BARO}}, E_{\text{max}}^{\text{RAO}}, E_{\text{max}}^{\text{CAB}}, E_{\text{max}}^{\text{CAH}} \)), which are quantified through the pharmacodynamic system and typically impacts on the MAP and on the cardiac output introducing a feedback loop (Loop A). Moreover, because MAP is monitored by the baroreflex, which also actuates on some of the cardiovascular parameters that are influenced by the drugs (\( E_{\text{max}}^{\text{BARO}}, R_{\text{d,RAO}}, R_{\text{d,RAO}}, R_{\text{d,CAB}}, R_{\text{d,CAH}} \)), a second feedback loop is established (Loop B). The effect of the drugs and the changes introduced by the baroreflex actuate on parameters \( E_{\text{max}}^{\text{BARO}}, R_{\text{d,RAO}}, R_{\text{d,RAO}}, R_{\text{d,CAB}}, R_{\text{d,CAH}} \), which are fed to the cardiovascular system, together with those parameters that are only modified by the baroreflex system (\( R_{\text{d,RAO}}, H_{\text{max}}^{\text{BARO}}, C_{\text{d,RAO}}, C_{\text{d,RAO}}, V_{\text{unv1}}, V_{\text{unv2}} \)), establishing Loop C. If the drug has an anesthetic effect, its concentration in a specific compartment can be used to quantify the depth of anesthesia through the bispectral index (BIS).

Overall, the simulation model is basically a system of differential equations which is numerically integrated from a given initial condition for each state variable (see Supporting Information). A small set of nonlinear algebraic equations is solved at the beginning of each heart-beat to obtain the carbon dioxide concentration in blood, since it cannot be explicitly calculated due to its complex dissociation function. Additional variables that are explicit functions of the state variables (MAP, \( CO_{2}, BIS \), etc.) are straightforwardly calculated along the integration process. In the following section, implementation details regarding the numerical integration of the equations system are provided.

4. IMPLEMENTATION ISSUES

From a mathematical point of view, the described model has several challenging properties, being the most immediate significant nonlinearity present in almost every equation. However, in our opinion, the most complicating issue is the discontinuity introduced by the cardiac valves (see Supporting Information Appendix 1) and the unidirectional events that take place in the respiration (see Supporting Information Appendix 3). These discontinuities give rise to the so-called “state events”, which confer a hybrid nature (continuous/discrete) to the model. A state event is “a change” in the model equations triggered by some state variables reaching a specific condition. For example, a cardiac valve is open when the upstream pressure is greater than the downstream pressure. In this situation, the corresponding flow rate is quantified by the momentum balance. When the downstream pressure is larger than the pressure in the chamber, the valve closes and the flow rate is set to zero. This phenomenon is particularly intense in the integrated model (it occurs approximately every 0.8 s) due to the sinusoidal nature of the driver functions of the cardiovascular and the respiratory systems.
Hybrid dynamic models and state event handling have been largely studied in the process systems engineering discipline due to the inherent discontinuous nature of chemical process operations. Most of the techniques for state event handling are based on variations of the “discontinuity locking” approach. Conceptually, this strategy requires the simulation of the current model until a state event is detected (event detection). Then, more or less sophisticated techniques are implemented in order to identify the exact moment of the event occurrence (event location). Finally, the new model is further integrated from the identified instant. The appropriate handling of time events is required for at least two reasons: (i) if the precise moment of the event is not adequately identified, a significant error can be associated with the initial condition for the integration of the next model, which accumulate along the integration horizon, and (ii) in the case that several events take place in a very short period, to exactly locate the first one is a must because dramatically misleading responses that can be obtained otherwise.

Despite its importance, the hybrid nature of the cardiovascular model has received very little attention in the physiological modeling literature. According to our knowledge, only Smith explicitly recognized the issue and adopted the “events” function in the Matlab implementation to solve the hybrid differential equation model of the cardiovascular system. It is also mentioned in that contribution that a simulation of 100 heart-beats may demand about 10 min in certain cases, which is clearly unacceptable for many applications. Finally, the author claims that the use of optimized code and a faster programming language might improve those times significantly.

In Olufsen et al., the “state event” issue is addressed using a variable resistance for the valves, where a high value of the resistance simulates the closure of the valve.

In the proposed integrated model, it was observed that the use of sophisticated schemes to deal with state events introduce a significant computational burden, making even short-term simulations unpractical for intense experimentation. Therefore, an efficient implementation of the model is required.

There is also little detail on the programming aspects of the different models presented in the literature. In Christiansen and Draby, a Runge–Kutta–Felhberg formula is adopted for the integration of the respiratory—transport system of differential equations in a C++ implementation. In Smith, a Matlab integration routine based on numerical differentiation formulas well adapted to stiff models is used.

In our contribution, an explicit Euler formula is adopted. Explicit Euler is the simplest integration scheme. Although it is easy to implement and provides the fastest responses, it is known to present limited efficiency with stiff problems, where implicit schemes are the most appropriate. Moreover, it is well known that the stability and accuracy of explicit algorithms is highly dependent on the adopted integration step. Very small integration steps ensure stability and accuracy at the expense of large computation times.

According to our computational experience on this particular model, explicit Euler with \( \Delta t = 0.0005 \) s presents an adequate balance among computation speed, stability, and accuracy, avoiding therefore the use of implicit schemes whose computational burden, stemming from the resolution of nonlinear systems of algebraic equations, is significant.

Moreover, explicit Euler with a small integration step provides a simple way of handling state events. During the integration, state conditions are checked in each step. Once an event is detected, a switch to the appropriate model is immediately performed, without delaying the integration process with extra calculations.

Finally, the model was implemented in Fortran code to generate an efficient program and to have at disposal a large number of mathematical functions and subroutines for intermediate calculations. A simulation period of 80 min can be performed in 1 min and 40 s of CPU time, with the actual implementation (processor INTEL CORE i5-2500 3.3 GHz, 4 GB RAM). Additionally, an adequate Excel interface was developed for easy data exchange and results visualization.

5. MODEL VALIDATION

The validation of a model is aimed to identify the level of agreement between the predictions of the adopted mathematical expressions and the actual behavior of the system under study. In practice, validation is reduced to calculate how approximate are the model output variables to the measured variables of the real process. The comparison of measured and simulated data can be performed qualitatively or quantitatively.
Qualitative approaches involve analyzing plots of the model and the corresponding process variables to visually identify differences. Quantitative methods are based on performance measures such as the root-mean-square error, the Theil’s inequality coefficient and the relative error among others. The closer to zero the value of these performance measures, the better the model prediction. In this work, a qualitative approach is adopted.

The validation of physiological dynamic models is particularly difficult, both for the large number of parameters and variables and the difficulties of obtaining them in practice. Therefore, despite the model presented in this paper provides dynamic profiles for more

### Table 1. Drugs, Doses, and Their Main E\textsuperscript{ff}fects on the Cardiovascular System

<table>
<thead>
<tr>
<th>drug</th>
<th>variable modified</th>
<th>effect</th>
<th>dose</th>
</tr>
</thead>
<tbody>
<tr>
<td>sodium nitroprusside (SNP)</td>
<td>resistance of systemic arteries</td>
<td>decreasing MAP</td>
<td></td>
</tr>
<tr>
<td>increasing CO</td>
<td>1 μg/kg/min</td>
<td>increasing MAP, increasing CO</td>
<td>5 μg/kg/min</td>
</tr>
<tr>
<td>dopamine (DP)</td>
<td>resistance of systemic arteries, maximum systolic elastance</td>
<td></td>
<td></td>
</tr>
<tr>
<td>propofol (PFL)</td>
<td>arteries distensibility, BIS (bispectral index)</td>
<td>decreasing MAP, unconsciousness</td>
<td>induction: 225 μg/kg/min for 5 min, maintenance: 80 μg/kg/min average</td>
</tr>
<tr>
<td>isoflurane (ISO)</td>
<td>resistance of systemic arteries, BIS (bispectral index)</td>
<td>decreasing MAP, unconsciousness</td>
<td>MAC 1, 1.5, 2</td>
</tr>
</tbody>
</table>

![Figure 9. Case I: Variables’ time profiles predicted by the model under the effects of the administration of 1 μg/kg/min of SNP. (a) MAP; (b) CO; (c) $R_{a2}$; (d) $R_{a3}$; (e) $C_{SNP}$.](image-url)
than one hundred variables, we choose to test only a subset of critical variables to gain the big picture of the model behavior, using parameters and variables profiles for a “healthy” individual reported in the medical and engineering research literature.

To validate the model presented in this paper, several simulation studies considering independent infusion of anesthetic and other drugs were conducted. Then, a qualitative validation of some important model variables was performed by

Figure 10. Case I: Difference between initial and final variables states predicted by the model (light bars) versus data reported in the references Gopinath et al.14 and Dua and Pistikopoulos17 (dark bars), when using 1 μg/kg/min of SNP drug. (a) MAP; (b) CO.

Figure 11. Case II: Variables time profiles predicted by the model under the effects of the administration of 5 μg/kg/min of DP. (a) MAP; (b) CO; (c) $R_{a2}$; (d) $R_{a3}$; (e) $E_{maxlv}$; (f) $C_{dp}$. 
comparing the differences between their initial and final states (after the administration of the drug) predicted by the model, with these values reported in the literature.

Two different groups of data from the literature were used in the validation process: (i) clinical studies where hemodynamic and anesthetic variables are monitored for several patients and (ii) “in silico” studies which simulate the human behavior under the administration of dopamine, sodium nitroprusside, propofol, and isoflurane.

In all cases, the simulations are initialized from the steady state resulting from the adopted parametrization, which corresponds to an average individual, meaning that it does not represent a specific individual or group. The comparisons are oriented, therefore, to estimate the tendencies and the magnitudes of the model response compared with those reported in the clinical studies (or from validated models) but not to provide an accurate prediction of the experimental evidence because the initial condition of the experiment and its specific parametrization are unknown.

In Table 1, the description of the drugs used in the case studies, together with the applied doses, are detailed. In all cases, a step change of the indicated drug starts after 15 min of steady state simulation and is administrated during 70 min.

**Case I: Sodium Nitroprusside (SNP) Administration.** SNP is a potent vasodilator, which is applied to provoke hypotension during surgery. Figure 9 shows the results of the administration of a 1 μg/kg/min dose. SNP relaxes the soft muscles of arteries and veins allowing a rapid decrease of MAP as simulated in Dua and Pistikopoulos, while inducing a light increase in CO as shown in Figure 9b.

This behavior is identified in Gopinath. The effect of the SNP on the resistances of the systemic arteries is observed in Figure 9c and d, which is in agreement with those reported in Gopinath et al. and Rao et al. The evolution of the concentration of SNP in the arterial blood is shown in Figure 9e. The qualitative validation for the infusion of SNP is shown in Figure 10. The variables compared against experimental data taken from Gopinath et al. and Dua and Pistikopoulos are MAP and CO.

From Figure 10a and b, it can be seen that the integrated model predicts correctly the tendency of the variations in MAP and CO when 1 μg/kg/min of SNP is administered, with a good quantitative agreement for MAP but with a large discrepancy in CO, as compared with experimentally observed data reported in Gopinath et al. and Rao et al.

**Case II: Dopamine (DP) Administration.** DP is used in patients with hypotension, systemic vasodilatation or low cardiac output because it causes an increase in MAP and CO. Figure 11a and b show the profiles of such variables, respectively. Figure 11c and d shows the action of DP on the resistance of the systemic arteries, whereas Figure 11e depicts the cardiac contractility. Figure 11f shows the concentration profile of DP in the arterial blood, which can be contrasted with the responses shown in MacGregor et al.

The variables compared against experimental data for a qualitative validation are MAP, CO, and the concentration of DP in systemic arteries (Figure 12). For MAP and CO, a good approximation is observed between the simulated and the experimental results (Figure 12a and b). In contrast, there is a significant overestimation of the model...
prediction with respect to the concentration of the drug in systemic arteries as reported in MacGregor et al.44 (Figure 12c).

Case III: Intravenous Propofol (PFL) Administration. Propofol is used to induce anesthesia (Figure 13). Figure 13d shows the evolution of the bispectral index to monitor the depth of anesthesia. This information can be contrasted with the results found in Ionescu et al.23 and Sreenivas et al.18 PFL also produces an increase in the distensibility of the systemic arteries15,42 as shown in Figure 13c, causing a decrease in $\text{MAP}$ and $\text{CO}$ (Figure 13a and b respectively). Figure 13e shows the arterial blood concentration of PFL.45,46

For the PFL drug, a correct trend is observed in all variables in agreement with the experimental evidence (Figure 14). Regarding the magnitude of change, the model approximates well to the experimental data for $\text{BIS}$, whereas for the rest of the variables, rather large differences are observed.

Case IV: Inhalable Isoflurane (ISO) Administration. In Case IV, Isoflurane (ISO) is used to induce anesthesia (Figure 15). In Figure 15a, b, and c it is shown the influence of MAC (minimum alveolar concentration) over $\text{MAP}$, cardiac index, and systemic resistance, respectively. These results can be compared to those found in Malan et al.43 $\text{MAC}$ is the concentration of isoflurane in the lungs that is needed to prevent movement (motor response) in response to surgical stimulus (pain). It was established that $\text{MAC} = 1$ represents an isoflurane alveolar concentration of 1.15%.43 The values of the cardiovascular variables shown in Figure 15a, b, and c are the states reached after the corresponding $\text{MAC}$ has been maintained fixed for 20 min.

As can be seen from Figure 15a and b, $\text{MAP}$ decreases with any anesthetic concentration, whereas cardiac index ($\text{CO}$ divided by body surface area) increases. These responses are in agreement with the vasodilatation of the systemic arteries caused by isoflurane, which results in a decrease in the systemic resistances, Figure 15c (the systemic resistance is the sum of $R_{a1}$, $R_{a2}$, $R_{v1}$, and $R_{v2}$ in Figure 1.). Figure 15d shows the evolution of the bispectral index to monitor the depth of anesthesia in time, for a $\text{MAC} = 1$. Similar behaviors of the evolution of these variables
with respect to MAC or time are observed in Dua and Pistikopoulos\(^{17}\) and Malan et al.\(^{43}\) The comparison of the results for the infusion of ISO is shown in Figure 16. The variables compared against experimental data

**Figure 14.** Case III: Difference between initial and final variables states predicted by the model (light bars) versus data reported in Larsen et al.\(^{42}\) and Mortier et al.\(^{46}\) (dark bars), when 225 μg/kg/min of PFL is administrated for 5 min, followed by an average infusion rate of 80 μg/kg/min of the same drug. (a) MAP; (b) Cardiac Index; (c) BIS; (d) PFL concentration.

**Figure 15.** Case IV: Variables profiles predicted by the model under the effects of an increasing MAC value for isoflurane. (a) MAP; (b) Cardiac index; (c) Sistemic resistance; (d) BIS vs time.
taken from Dua and Pistikopoulos17 and Malan et al.43 are MAP, cardiac index, systemic resistance, and BIS. The model correctly predicts the trend and magnitude of changes in MAP and BIS after the administration of ISO for the different MAC values (Figure 16a and d, respectively). The systemic resistance decreases in agreement with the experience conducted in Malan et al.,43 but the magnitude of the change is overestimated in all cases (Figure 16c). Finally, the response of the model for the cardiac index increases opposite to the experimental evidence for MAC concentrations of 1 and 1.5, nevertheless for MAC = 2, the trend is correct.

Case V: Additional Studies with Dopamine (DP). In order to further analyze the behavior of the integrated physiological model to changes in the infusion profile of DP, additional results are provided in Figure 17. For this study, it was simulated the infusion of 2 μg/kg/min of DP followed by increases of 2 μg/kg/min every 30 min until 8 μg/kg/min following the experiments reported in Leier et al.41 (white circles mark the occurrence of infusion changes).

Figure 17a and b show the effects of DP on the cardiac index, and on the net volume index of the left ventricle (net volume of left ventricle divided by body surface), respectively. It can be observed that in order to achieve a significant change in the cardiac index, the DP infusion must exceed 4 μg/kg/min. Increasing doses of DP from 6 to 8 μg/kg/min do not produce a significant change on this index. A similar behavior is observed in the net volume index.41

In Figure 17c, it can be seen that the systolic pressure increases significantly for the 4 μg/kg/min dose. This trend is also evident to a lesser extent for diastolic pressure. In the case of the systemic resistance, decreases are observed for increasing doses of DP (Figure 17d). The most pronounced change also corresponds to the 4 μg/kg/min infusion. Finally, heart rate increases with an increasing dose of DP (Figure 17e). The change is the greatest for the 4 μg/kg/min dose.

The qualitative validation of the model to the administration of different doses of DP shows that the trends are correct for the variables analyzed, but the magnitude of change is not accurately predicted in general (Figure 18).

By inspecting the results for cases I to V, it is observed that, in general, the model correctly predicts the trends of most studied variables in the front of the different drug infusions. Regarding magnitude, some variables were quite accurately predicted, whereas the rest verified significant discrepancies. This suggests that corrections should be introduced on parameter values and underlying relationships.

It should be stressed that the proposed model has a large number of parameters. For development and testing purposes, the adopted parametrization, taken from literature, corresponds to an “average” individual. However, it is well known that the response of the state variables to the different disturbances is patient specific and heavily dependent on attributes such as gender and age, among others. The observed discrepancies are mainly attributed to this lack of specificity of the model, which should be overcome by parameter estimation studies in order to generate patient specific parametrizations.
CONCLUSIONS AND FUTURE WORK

This paper described the development and computational implementation of a cardiovascular–respiratory–pharmacodynamic model that integrates several state of the art lumped parameter physiological submodels taken from the open literature. The model was used to perform experiments using four different drugs to control mean arterial pressure (MAP), cardiac output (CO) and bispectral index (BIS), also based on published studies. The simulation results suggest that the basic hemodynamic and pharmacodynamic processes of the human physiology under typical drug infusion scenarios can be reproduced in reasonable times with the described model.

Basically, it was verified that the correct trends of most variables can be reproduced, although quantitative validation of the complete model from clinical experiences is required to accurately predict the magnitude of the changes. This effort would demand the interaction of model developers with physicians and health institutions and counting with enough patient data gathered following current data collection protocols.

In particular, the integrated model has about of 110 parameters, which were held constant at standard mean values representative of a normal human individual. However, many parameters are patient specific. Consequently, to use the model as a diagnosis or decision making support tool, it is necessary to estimate such parameters in each case. This can be done with the same integrated model by feeding appropriate measurements obtained from the patient and running the model in parameter estimation mode.

Model behavior and computational performance observed during the simulation studies encourages the trial of the model in

Figure 17. Case V: Model variable time profile under the effects of a DP stepwise delivery. (a) Cardiac index; (b) net volume index of left ventricle; (c) systolic and diastolic pressures; (d) systemic resistance; (e) heart rate. Dots mark the infusion change.
For example, in parameter estimation mode, the model could be used to diagnose potential causes of dysfunction or disease by identifying the set of parameters that significantly shift from a healthy level when tuned, making use of patient data (measurements). Additionally, dynamic optimization studies can be carried out with the aim of identifying time profiles of the manipulated variables (drug infusion rates) in order to optimize sound, often conflicting, medical performance indicators. For example, it could be desirable to minimize the amount of administrated drug to achieve a specific target on a certain physiological variable while ensuring that other variables of interest fluctuate within safe bounds. In both cases (parameter estimation and dynamic optimization), the hybrid nature (continuous/discrete) of the model requires the adopted optimization engine to be able to deal with the inherent nondifferentiability.
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**Figure 18.** Case V: Difference between initial and final variable states predicted by the model (light bars) when infusions of DP of 2, 4, 6, and 8 μg/kg/min are administered, and the values reported in Leier et al.41 (dark bars). (a) Cardiac index; (b) volume index; (c) systolic pressure; (d) diastolic pressure; (e) heart rate; (f) systemic resistance.
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