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#### Abstract

We study a one-phase Stefan problem for a semi-infinite material with temperature-dependent thermal conductivity with a boundary condition of Robin type at the fixed face $x=0$. We obtain sufficient conditions for data in order to have a parametric representation of the solution of similarity type for $t \geq t_{0}>0$ with $t_{0}$ an arbitrary positive time. This explicit solution is obtained through the unique solution of an integral equation with the time as a parameter.
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## 1 Introduction

We will consider a phase-change problem (Stefan problem) for a nonlinear heat conduction equation for a semi-infinite region $x>0$ with a nonlinear thermal conductivity $k(\theta)$ given by

$$
\begin{equation*}
k(\theta)=\frac{\rho c}{(a+b \theta)^{2}} \tag{1.1}
\end{equation*}
$$

and phase change temperature $\theta_{f}=0$, where $a, b$ are positive parameters, $c, \rho$ are the specific heat and the density of the medium respectively. This kind of thermal conductivity or diffusion coefficient was considered in $[2,3,5,6,12,14,20,22,24]$. The modeling of this kind of problems is a great mathematical and industrial significance problem. Phase-change problems appear frequently in industrial processes and other problems of technological interest [1, 7-11, 13, 15, 16]. A large bibliography on the subject was given recent1 $\overline{\equiv 23] \text {. } 20.2}$

The mathematical formulation of our free boundary (fusion process) problem consists in determining the evolution of the moving phase separation $x=s(t)$ and the temperature distribution $\theta=\theta(x, t) \geq 0$ satisfying the conditions

$$
\begin{align*}
\rho c \frac{\partial \theta}{\partial t} & =\frac{\partial}{\partial x}\left(k(\theta) \frac{\partial \theta}{\partial x}\right), & & 0<x<s(t), t>0,  \tag{1.2}\\
k(\theta(0, t)) \frac{\partial \theta}{\partial x}(0, t) & =\frac{h_{0}}{\sqrt{t}}\left(\theta(0, t)-\theta_{0}\right), & & h_{0}>0, t>0,  \tag{1.3}\\
k(\theta(s(t), t)) \frac{\partial \theta}{\partial x}(s(t), t) & =-\rho l s(t), & & t>0,  \tag{1.4}\\
\theta(s(t), t) & =0, & & t>0,  \tag{1.5}\\
s(0) & =0, & & \tag{1.6}
\end{align*}
$$

[^0]where $h_{0}>0$ is the thermal transfer coefficient, $l$ is the latent heat of fusion of the medium and we assume
where $\theta_{0}>0$ is the ambient temperature.


An analogous problem to (1.2)-(1.6) was considered in [18] where the temperature and flux-type conditions on the fixed face $x=0$ were studied. In order to have a parametric representation of the solution of similarity type, sufficient conditions for data were obtained.

In $[4,17,19,21]$ free boundary problems were considered for the equation

$$
\begin{equation*}
\rho c \frac{\partial \theta}{\partial t}=\frac{\partial}{\partial x}\left(k(\theta) \frac{\partial \theta}{\partial x}\right)-v(\theta) \frac{\partial \theta}{\partial x}, \quad 0<x<s(t), t>0, \tag{1.7}
\end{equation*}
$$

where the thermal conductivity $k(\theta)$ and the velocity term $v(\theta)$ are given by (1.1) and

$$
\begin{equation*}
v(\theta)=\rho c \frac{d}{2(a+b \theta)^{2}} \tag{1.8}
\end{equation*}
$$

respectively with $d>0$. In those papers temperature and flux-type conditions on the fixed face $x=0$ were studied. In [4] a Dirichlet boundary condition at the fixed face $x=0$ is considered. Under the Bäcklund transformation the Stefan problem is reduced to an associated free boundary problem and the existence and uniqueness local in time, of the solution is proved by using the Friedman Rubinstein integral representation and the Banach contraction theorem. Furthermore, necessary and sufficient conditions for the existence of a parametric representation of the solution of similarity type was found in [17]. In [21] a Neumann boundary condition at the fixed face $x=0$ is considered. A reciprocal transformation to the Stefan problem is applied and a parametric representation of similarity type of the solution is obtained. The results given in [21] are improved in [19] obtaining explicit solutions through the unique solution of a Cauchy problem.

Here we study the case without the velocity term, i.e. $d=0$, in the differential equation (1.7) and we consider a convective boundary condition on the fixed face $x=0$.

In Section 2 we prove the existence and uniqueness of an explicit solution of similarity type of the free boundary problem (1.2)-(1.6) for $t \geq t_{0}>0$ with $t_{0}$ an arbitrary positive time when data satisfy condition $\frac{a}{b}>\frac{l}{c}$. This type of exact solution to problems with parameters is useful to test by benchmarking with numerical methods for different data values.

In Section 3 we consider the case $\frac{a}{b}=\frac{l}{c}$. In both cases the explicit solutions are obtained through the unique solutions of the integral equations with the time as a parameter.

Besides, there does not exist any solution of similarity type to the free boundary problem (1.2)-(1.6) for the case $\frac{a}{b}<\frac{l}{c}$.

## 2 Existence and uniqueness of solution of the free boundary problem with boundary condition of Robin type on the fixed face for the case $\frac{a}{b}>\frac{l}{c}$

We consider the free boundary problem (1.2)-(1.6) with the parameters $a, b$ and the coefficients $l, c$ satisfy the condition

$$
\begin{equation*}
\frac{a}{b}>\frac{l}{c} \tag{2.1}
\end{equation*}
$$

Now, we give several transformations to obtain an equivalent problem to (1.2)-(1.6) which admits a simila-rity-type solution.

If we define

$$
\begin{equation*}
\Theta=\frac{1}{a+b \theta} \tag{2.2}
\end{equation*}
$$

then problem (1.2)-(1.6) becomes

$$
\begin{align*}
\frac{\partial \Theta}{\partial t} & =\Theta^{2} \frac{\partial^{2} \Theta}{\partial x^{2}}, \quad 0<x<s(t), & & t>0  \tag{2.3}\\
\frac{\partial \Theta}{\partial x}(0, t) & =\frac{-h_{0}^{*}}{\sqrt{t}}\left[\frac{1}{\Theta(0, t)}-\Theta_{0}\right], & & t>0  \tag{2.4}\\
\frac{\partial \Theta}{\partial x}(s(t), t) & =\frac{b l}{c} \dot{s}(t), & & t>0  \tag{2.5}\\
\Theta(s(t), t) & =\frac{1}{a}, & & t>0  \tag{2.6}\\
s(0) Q & =0, & & \tag{2.7}
\end{align*}
$$

where $h_{0}^{*}$ is a constant defined by

$$
\begin{equation*}
h_{0}^{*}=\frac{h_{0}}{\rho c} \tag{2.8}
\end{equation*}
$$

and

$$
\begin{equation*}
\Theta_{0}=a+b \theta_{0} \tag{2.9}
\end{equation*}
$$

Let us perform the transformation

$$
\begin{equation*}
\chi(x, t)=\int_{0}^{x} \frac{d \eta}{\Theta(\eta, t)}, \quad \Psi(\chi, t)=\Theta(x, t) \tag{2.10}
\end{equation*}
$$

and

$$
\begin{equation*}
S(t)=\chi(s(t), t) . \tag{2.11}
\end{equation*}
$$

Problem (2.3)-(2.7) becomes

$$
\begin{array}{rlrl}
\frac{\partial \Psi}{\partial t} & =\frac{\partial^{2} \Psi}{\partial \chi^{2}}+\frac{h_{0}^{*}}{\sqrt{t}}\left[\frac{1}{\Psi(0, t)}-\Theta_{0}\right] \frac{\partial \Psi}{\partial \chi}, & 0<\chi<S(t), & \\
t>0 \\
\frac{\partial \Psi}{\partial \chi}(0, t) & =-\frac{h_{0}^{*}}{\sqrt{t}}\left[\frac{1}{\Psi(0, t)}-\Theta_{0}\right] \Psi(0, t), & & t>0, \\
\frac{\partial \Psi}{\partial \chi}(S(t), t) & =\frac{1}{a\left(\frac{c a}{b l}-1\right)}\left[\dot{S}(t)+\frac{h_{0}^{*}}{\sqrt{t}}\left(\frac{1}{\Psi(0, t)}-\Theta_{0}\right)\right], & & t>0, \\
\Psi(S(t), t) & =\frac{1}{a}, & & t>0,  \tag{2.16}\\
S(0) & =0, &
\end{array}
$$

where

$$
\begin{equation*}
\dot{S}(t)=\left(a-\frac{b l}{c}\right) \dot{s}(t)+\frac{w}{\sqrt{t}} \tag{2.17}
\end{equation*}
$$

and

$$
\begin{equation*}
w=-h_{0}^{*}\left[\frac{1}{\varphi(0)}-\Theta_{0}\right] \tag{2.18}
\end{equation*}
$$

We remark that by hypothesis $\theta_{0}(0, t)<\theta_{0}$ and $h_{0}>0$ results $w>0$.
If we introduce the similarity variable

$$
\begin{equation*}
\xi=\frac{\chi}{2 \sqrt{t}}, \tag{2.19}
\end{equation*}
$$

and the solution is sought of type

$$
\begin{equation*}
\Psi(\chi, t)=\varphi(\xi)=\varphi\left(\frac{\chi}{2 \sqrt{t}}\right) \tag{2.20}
\end{equation*}
$$

then the free boundary $S(t)$ of problem (2.12)-(2.16) must be of the type

$$
\begin{equation*}
S(t)=2 \Lambda \sqrt{t}, \quad t>0 \tag{2.21}
\end{equation*}
$$

with $\Lambda>0$ an unknown coefficient to be determined. Problem (2.12)-(2.16) yields

$$
\begin{align*}
\varphi^{\prime \prime}(\xi)+2 \varphi^{\prime}(\xi)(\xi-w) & =0, \quad 0<\xi<\Lambda,  \tag{2.22}\\
\varphi^{\prime}(0) & =2 w \varphi(0),  \tag{2.23}\\
\varphi(\Lambda) & =\frac{1}{a},  \tag{2.24}\\
\varphi^{\prime}(\Lambda) & =2 \alpha^{*}(\Lambda-w), \tag{2.25}
\end{align*}
$$

where

$$
\begin{equation*}
\alpha^{*}=\frac{b l}{a(a c-b l)}>0 \tag{2.26}
\end{equation*}
$$

Taking into account expressions (2.17) and (2.21), we have

$$
\begin{equation*}
s(t)=2 \lambda \sqrt{t} \tag{2.27}
\end{equation*}
$$

with

$$
\begin{equation*}
\lambda=\frac{\Lambda-w}{a-\frac{b l}{c}} \tag{2.28}
\end{equation*}
$$

If we integrate (2.22), we obtain

$$
\begin{equation*}
\varphi(\xi)=D[\operatorname{erf}(\xi-w)+\operatorname{erf}(w)]+C, \quad 0<\xi<\Lambda \tag{2.29}
\end{equation*}
$$

From conditions (2.23)-(2.25) we have that

$$
\begin{align*}
C=\varphi(0) & =\frac{\alpha^{*}(\Lambda-w) \exp \left((\Lambda-w)^{2}\right) \exp \left(-w^{2}\right)}{w}  \tag{2.30}\\
D & =\sqrt{\pi} \alpha^{*}(\Lambda-w) \exp \left((\Lambda-w)^{2}\right) \tag{2.31}
\end{align*}
$$

and the unknowns $w$ and $\Lambda$ must satisfy the equations

$$
\begin{align*}
\frac{w \exp \left(-(\Lambda-w)^{2}\right) \exp \left(w^{2}\right)}{\sqrt{\pi} w \exp \left(w^{2}\right)[\operatorname{erf}(\Lambda-w)+\operatorname{erf}(w)]+1} & =a \alpha^{*}(\Lambda-w)  \tag{2.32}\\
(\Lambda-w) \exp \left((\Lambda-w)^{2}\right) & =\frac{h_{0}^{*} w \exp \left(w^{2}\right)}{\alpha^{*}\left[h_{0}^{*} \Theta_{0}-w\right]} . \tag{2.33}
\end{align*}
$$

Assumption (2.1) implies that the unknowns $0<w<h_{0}^{*} \Theta_{0}$ and $\Lambda$ must verify $\Lambda>w$. Then, for each $0<w<h_{0}^{*} \Theta_{0}$ we solve equation (2.32) in the unknown $\Lambda>w$.

For this, we define the real functions

$$
\begin{equation*}
W_{1}(x)=\frac{w \exp \left(w^{2}\right) \exp \left[-(x-w)^{2}\right]}{1+w \exp \left(w^{2}\right) \sqrt{\pi}(\operatorname{erf}(x-w)+\operatorname{erf}(w))} \tag{2.34}
\end{equation*}
$$

and

$$
\begin{equation*}
W_{2}(x)=a \alpha^{*}(x-w) \tag{2.35}
\end{equation*}
$$

Now, we have that $\Lambda>w$ must be the solution of the equation

$$
\begin{equation*}
W_{1}(x)=W_{2}(x), \quad x>w, \tag{2.36}
\end{equation*}
$$

which is equivalent to equation (2.32).
Lemma 2.1. For each $0<w<h_{0}^{*} \Theta_{0}$ there exists a unique solution $\Lambda=\Lambda$ (w) of equation (2.36).
Proof. It is easy to prove that

$$
W_{1}(w)=\frac{w \exp \left(w^{2}\right)}{1+\sqrt{\pi} w \exp \left(w^{2}\right) \operatorname{erf}(w)}>0, \quad W_{1}(+\infty)=0
$$

$W_{1}$ is a decreasing function and from (2.1) we have that $W_{2}$ is an increasing function. So, there exists a unique solution $\Lambda(w)$ of equation (2.36).

Taking into account (2.32) and Lemma 2.1 we can rewrite equation (2.33) as

$$
\begin{equation*}
V_{1}(w)=V_{2}(w), \quad 0<w<h_{0}^{*} \Theta_{0} \tag{2.37}
\end{equation*}
$$

where

$$
V_{1}(x)=-x+h_{0}^{*} b \theta_{0}
$$

and

$$
V_{2}(x)=\sqrt{\pi} h_{0}^{*} a x \exp \left(x^{2}\right)[\operatorname{erf}(\Lambda(x)-x)+\operatorname{erf}(x)]
$$

with $\Lambda(x)$ the unique solution of (2.36).
Lemma 2.2. There exists $a$ unique $w \in\left[0, h_{0}^{*} b \theta_{0}\right)$ solution of (2.37).
Proof. The function $V_{2}$ satisfies $V_{2}(0)=0, V_{2}(x)>0$ for $x>0$. Moreover, $V_{1}$ is a decreasing function and $V_{1}(x)>0$ for $x \in\left[0, h_{0}^{*} b \theta_{0}\right), V_{1}\left(h_{0}^{*} b \theta_{0}\right)=0$ and $V_{1}(x)<0$ for $x \in\left(h_{0}^{*} b \theta_{0}, h_{0}^{*} \Theta_{0}\right)$. Then there exists at least one $w \in\left[0, h_{0}^{*} b \theta_{0}\right.$ ) which is a selution of (2.37).

To prove uniqueness we sumpe that there exist two solutions $w_{1}$ and $w_{2}$ to (2.33) such that $w_{1}<w_{2}$. Then

$$
\frac{h_{0}^{*} w_{1} \exp \left(w_{1}^{2}\right)}{\alpha^{*}\left[h_{0}^{*} \Theta_{0}-w_{1}\right]}<\frac{h_{0}^{*} w_{2} \exp \left(w_{2}^{2}\right)}{\alpha^{*}\left[h_{0}^{*} \Theta_{0}-w_{2}\right]}
$$

and from (2.33) we obtain

$$
\left(\Lambda\left(w_{1}\right)-w_{1}\right) \exp \left(\left(\Lambda\left(w_{1}\right)-w_{1}\right)^{2}\right)<\left(\Lambda\left(w_{2}\right)-w_{2}\right) \exp \left(\left(\Lambda\left(w_{2}\right)-w_{2}\right)^{2}\right)
$$

Taking into account that the function $f(x)=x \exp \left(x^{2}\right)$ is an increasing function, we have that

$$
\Lambda\left(w_{1}\right)-w_{1}<\Lambda\left(w_{2}\right)-w_{2}
$$

Moreover, also since $V_{1}\left(w_{1}\right)=V_{2}\left(w_{1}\right)$ and $V_{1}\left(w_{2}\right)=V_{2}\left(w_{2}\right)$, after some calculations we obtain

$$
\frac{w_{2}-w_{1}}{\sqrt{\pi} h_{0}^{*} a}=w_{1} \exp \left(w_{1}^{2}\right)\left[\operatorname{erf}\left(\Lambda\left(w_{1}\right)-w_{1}\right)+\operatorname{erf}\left(w_{1}\right)\right]-w_{2} \exp \left(w_{2}^{2}\right)\left[\operatorname{erf}\left(\Lambda\left(w_{2}\right)-w_{2}\right)+\operatorname{erf}\left(w_{2}\right)\right]
$$

which contradicts our hypothesis since the right-hand side is negative. Thus $w_{1}=w_{z}$.
Theorem 2.3. Let us assume the hypothesis (2.1).
(i) If $(\Theta, s)$ is a solution of the free boundary problem (2.3)-(2.7), then $\Theta=\Theta(x, t)$ is a solution, in variable $x$, of the integral equation

$$
\begin{equation*}
\Theta(x, t)=C+D\left[\operatorname{erf}\left(\frac{\int_{0}^{x} \frac{d \eta}{\Theta(\eta, t)}}{2 \sqrt{t}}-w\right)+\operatorname{erf}(w)\right], \quad 0 \leq x \leq s(t) \tag{2.38}
\end{equation*}
$$

where $t>0$ is a parameter, $\equiv d$ are defined by (2.30) and (2.31) respectively, where $w$ and $\Lambda$ are the unique solutions of (2.32) aभa(2.33). The free boundary $s(t)$ is given by (2.27) and (2.28). Moreover, the function $Y(x, t)$ defined by

$$
\begin{equation*}
Y(x, t)=\frac{1}{2 \sqrt{t}} \int_{0}^{x} \frac{d \eta}{\Theta(\eta, t)}-w, \quad 0 \leq x \leq s(t), \quad t>0 \tag{2.39}
\end{equation*}
$$

satisfies the conditions

$$
\begin{align*}
\frac{\partial Y}{\partial x}(x, t) & =\frac{1}{2 \sqrt{t}} \frac{1}{\Theta(x, t)}, & & 0<x<s(t), \quad t>0  \tag{2.40}\\
Y(0, t) & =-w, & & t>0,  \tag{2.41}\\
\frac{\partial Y}{\partial t}(x, t) & =-\frac{1}{2 t}\left(Y(x, t)+\frac{D}{\sqrt{\pi}} \frac{\exp \left(-Y^{2}(x, t)\right)}{\Theta(x, t)}\right), & & 0<x<s(t), \quad t>0  \tag{2.42}\\
Y(s(t), t) & =\Lambda-w, & & t>0 \tag{2.43}
\end{align*}
$$

(ii) Conversely, if $\Theta$ is a solution of the integral equation (2.38) with s given by (2.27) and function $Y$ defined by (2.39) satisfies conditions (2.40)-(2.43), C and D are defined by (2.30) and (2.31) respectively, where w and $\Lambda$ are the unique solutions of equations (2.32) and (2.33), then $(\Theta, s)$ is a solution of the free boundary problem (2.3)-(2.7).

Proof. (i) From the previous computation we have

$$
\Theta(x, t)=\varphi(\xi)=C+D[\operatorname{erf}(\xi-w)+\operatorname{erf}(w)]=C+D\left[\operatorname{erf}\left(\frac{\int_{0}^{x} \frac{d \eta}{\Theta(\eta, t)}}{2 \sqrt{t}}-w\right)+\operatorname{erf}(w)\right]
$$

that is $\Theta$ is a solution of the integral equation (2.38). By elementary computations we have that the function $Y$, defined by (2.39), satisfies conditions (2.40), (2.41) and

$$
\begin{aligned}
\frac{\partial Y}{\partial t}(x, t) & =-\frac{1}{4 t \sqrt{t}} \int_{0}^{x} \frac{d \eta}{\Theta(\eta, t)}-\frac{1}{2 \sqrt{t}} \int_{0}^{x} \Theta_{x x}(\eta, t) d \eta \\
& =-\frac{1}{2 t}(Y(x, t)+w)-\frac{1}{2 \sqrt{t}}\left(\Theta_{x}(x, t)-\Theta_{x}(0, t)\right) \\
& =-\frac{1}{2 \sqrt{t}}\left(\frac{Y(x, t)}{\sqrt{t}}+\Theta_{x}(x, t)\right) \\
& =-\frac{1}{2 t}\left(Y(x, t)+\frac{D}{\sqrt{\pi}} \frac{\exp \left(-Y^{2}(x, t)\right)}{\Theta(x, t)}\right)
\end{aligned}
$$

that is (2.42). Finally, we get

$$
Y(s(t), t)=\frac{1}{2 \sqrt{t}} \int_{0}^{s(t)} \frac{d \eta}{\Theta(\eta, t)}-w=\frac{\chi(s(t), t)}{2 \sqrt{t}}-w=\frac{S(t)}{2 \sqrt{t}}-w=\Lambda-w
$$

that is (2.43).
(ii) In order to proof that $(\Theta, s)$ is a solution of the free boundary problem (2.3)-(2.7), we get

$$
\Theta_{x x}(x, t)=\left(\frac{D}{\sqrt{\pi t}} \frac{\exp \left(-Y^{2}(x, t)\right)}{\Theta(x, t)}\right)_{x}=-\frac{D}{\sqrt{\pi t}} \frac{\exp \left(-Y^{2}(x, t)\right)}{\Theta^{2}(x, t)}\left(Y(x, t)+\frac{D}{\sqrt{\pi}} \frac{\exp \left(-Y^{2}(x, t)\right)}{\Theta(x, t)}\right) \cdot \bar{\Xi}_{\bar{\tau}}
$$

We have

$$
\Theta_{t}(x, t)=\frac{2 D}{\sqrt{\pi}} \exp \left(-Y^{2}(x, t)\right) Y_{t}(x, t)=-\frac{D}{\sqrt{\pi} t} \exp \left(-Y^{2}(x, t)\right)\left(Y(x, t)+\frac{D}{\sqrt{\pi}} \frac{\exp \left(-Y^{2}(x, t)\right)}{\Theta(x, t)}\right)
$$

then (2.3) holds. Furthermore,


$$
\begin{equation*}
\Theta(0, t)=C \tag{2.44}
\end{equation*}
$$

Taking into account (2.30), (2.31), (2.40), (2.41) and (2.44), we obtain

$$
\Theta_{x}(0, t)=\frac{D}{\sqrt{\pi t}} \frac{\exp \left(-Y^{2}(0, t)\right)}{\Theta(0, t)}=\frac{w}{\sqrt{t}}
$$

that is (2.4). Moreover

$$
\Theta(s(t), t)=C+D[\operatorname{erf}(Y(s(t), t))+\operatorname{erf}(w)]=C+D[\operatorname{erf}(\Lambda-w)+\operatorname{erf}(w)]=\frac{1}{a}
$$

that is (2.6). Finally, by $u$,

$$
\begin{aligned}
\Theta_{x}(s(t), t) & =\frac{D}{\sqrt{\pi t}} \frac{\exp \left(-Y^{2}(s(t), t)\right)}{\Theta(s(t), t)}=\frac{a D}{\sqrt{\pi t}} \exp \left(-(\Lambda-w)^{2}\right)=\frac{a \alpha^{*}(\Lambda-w)}{\sqrt{t}} \\
& =\frac{1}{\sqrt{t}} \frac{b l}{c a-b l}(\Lambda-w)=\frac{b l \lambda}{c \sqrt{t}}=\frac{b l}{c} \dot{s}(t)
\end{aligned}
$$

that is (2.5).

Theorem 2.4. Let us assume hypothesis (2.1).
(i) The integral equation (2.38) has a unique solution for $t \geq t_{0}>0$ with $t_{0}$ an arbitrary positive time.
(ii) The free boundary problem (1.2)-(1.5) satisfying hypothesis (2.1) has a unique similarity-type solution $(\theta, s)$ for $t \geq t_{0}>0$ (with $t_{0}$ an arbitrary positive time) which is given by

$$
\begin{array}{rlrl}
\theta(x, t) & =\frac{1}{b}\left[\frac{1}{\Theta(x, t)}-a\right], & 0<x<s(t), \quad t \geq t_{0}>0 \\
s(t) & =\frac{2(\Lambda-w)}{a-\frac{b l}{c}} \sqrt{t}, & & t \geq t_{0}>0 \tag{2.46}
\end{array}
$$

where $\Theta$ is the unique solution of the integral equation (2.38), where $C$ and $D$ are defined by (2.30) and (2.31) respectively, $w$ and $\Lambda$ are the unique solutions of equations (2.32) and (2.33).

Proof. (i) If we define $Y(x, t)$ by (2.39), then (2.38) is equivalent to the Cauchy differential problem

$$
\left\{\begin{align*}
\frac{\partial Y}{\partial x}(x, t) & =\frac{1}{2 \sqrt{t}} \frac{1}{(C+D \operatorname{erf}(Y(x, t)))} \equiv G(x, t, Y(x, t)), \quad 0<x<s(t), \quad t>0  \tag{2.47}\\
Y(0, t) & =-w
\end{align*}\right.
$$

with a parameter $t>0$. We have

$$
\left|\frac{\partial G}{\partial Y}\right| \leq \frac{D}{C^{2} \sqrt{\pi t}} \overline{\bar{ŋ}}
$$

which is bounded for all $t \geqslant t_{0}>0,0 \leq x \leq s(t)$, for an arbitrary positive time $t_{0}$. Then, problem (2.47) (i.e. the integral equation (2.38)) has a unique solution for $t \geq t_{0}>0$, for an arbitrary positive time $t_{0}$.
(ii) Thic $=$ ws taking into account Theorem 2.3 and from elementary but tedious computations.

Remark 2.5. The free boundary given by (2.46) satisfies $s(0)=0$.
Remark 2.6. Observe that $\overline{=} t$ does possess a limit at $(0,0)$ because $Y(0, t)=-w<0$ for $t>0$ and $\lim Y(s(t), t)=\Lambda-w>0$ wient goes to

## 3 Existence and uniqueness of solution of the free boundary problem with boundary condition of Robin type on the fixed face for the case $\frac{a}{b}=\frac{l}{c}$

We consider

$$
\begin{equation*}
\frac{a}{b}=\frac{l}{c} \tag{3.1}
\end{equation*}
$$

Similarly to what made in the previous section, problem (1.2)-(1.6) becomes (2.3)-(2.9).
By using (2.10) and (2.11) we have (2.12), (2.13), (2.15), (2.16) and

$$
\begin{equation*}
\dot{S}(t)=-\frac{h_{0}^{*}}{\sqrt{t}}\left[\frac{1}{\Psi(0, t)}-\Theta_{0}\right] \tag{3.2}
\end{equation*}
$$

We introduce the variable (2.19) and the similarity solution given by (2.20), that is

$$
\Psi(\chi, t)=\varphi(\xi)=\varphi\left(\frac{\chi}{2 \sqrt{t}}\right)
$$

The free boundary $S(t)$ of problem (2.12), (2.13), (2.15), (2.16) and (3.2) must be of the type (2.21) with $\Lambda>0$ an unknown coefficient to be determined and from (3.2) we have that

$$
\begin{equation*}
\varphi(0)=\frac{h_{0}^{*}}{h_{0}^{*} \Theta_{0}-\Lambda} \tag{3.3}
\end{equation*}
$$

Then problem (2.12), (2.13), (2.15), (2.16) and (3.2) yields

$$
\begin{align*}
\varphi^{\prime \prime}(\xi)+2 \varphi^{\prime}(\xi)(\xi-\Lambda) & =0, \quad 0<\xi<\Lambda  \tag{3.4}\\
\varphi^{\prime}(0) & =\frac{2 h_{0}^{*} \Lambda}{h_{0}^{*} \Theta_{0}-\Lambda}  \tag{3.5}\\
\varphi(\Lambda) & =\frac{1}{a} \tag{3.6}
\end{align*}
$$

and (3.3).
If we integrate (3.4), we obtain

$$
\begin{equation*}
\varphi(\xi)=D[\operatorname{erf}(\xi-\Lambda)+\operatorname{erf}(\Lambda)]+C, \quad 0<\xi<\Lambda \tag{3.7}
\end{equation*}
$$

From the boundary conditions we have that

$$
\begin{equation*}
C=\varphi(0), \quad D=\frac{\sqrt{\pi} h_{0}^{*} \Lambda \exp \left(\Lambda^{2}\right)}{h_{0}^{*} \Theta_{0}-\Lambda} \tag{3.8}
\end{equation*}
$$

and $\Lambda$ is the unique solution of the equation

$$
\begin{equation*}
\sqrt{\pi} x \exp \left(x^{2}\right) \operatorname{erf}(x)=\frac{h_{0}^{*} b \theta_{0}-x}{a h_{0}^{*}}, \quad 0 \leq x \leq h_{0}^{*} b \theta_{0} \tag{3.9}
\end{equation*}
$$

Theorem 3.1. Let us consider hypothesis (3.1).
(i) If $(\Theta, s)$ is a solution of the free boundary problem (2.3)-(2.7), then $\Theta=\Theta(x, t)$ is a solution, in variable $x$, of the integral equation:

$$
\begin{equation*}
\Theta(x, t)=C+D\left[\operatorname{erf}\left(\frac{\int_{0}^{x} \frac{d \eta}{\Theta(\eta, t)}}{2 \sqrt{t}}-\Lambda\right)+\operatorname{erf}(\Lambda)\right], \quad 0 \leq x \leq s(t) \tag{3.10}
\end{equation*}
$$

where $t>0$ is a parameter $C$ and $D$ are defined by (3.8) and $\Lambda$ is the unique solution of equation (3.9). The free boundary $s(t)$ is given by

$$
\begin{equation*}
s(t)=\frac{2 h_{0}^{*} \Lambda \exp \left(\Lambda^{2}\right)}{h_{0}^{*} \Theta_{0}-\Lambda} \sqrt{t} \tag{3.11}
\end{equation*}
$$

Moreover, the function $Y(x, t)$ defined by

$$
\begin{equation*}
Y(x, t)=\frac{1}{2 \sqrt{t}} \int_{0}^{x} \frac{d \eta}{\Theta(\eta, t)}-\Lambda, \quad 0 \leq x \leq s(t), \quad t>0 \tag{3.12}
\end{equation*}
$$

satisfies the conditions

$$
\begin{align*}
\frac{\partial Y}{\partial x}(x, t) & =\frac{1}{2 \sqrt{t}} \frac{1}{\Theta(x, t)}, & & 0<x<s(t), \quad t>0  \tag{3.13}\\
Y(0, t) & =-\Lambda, & & t>0,  \tag{3.14}\\
\frac{\partial Y}{\partial t}(x, t) & =-\frac{1}{2 t}\left(Y(x, t)+\frac{D}{\sqrt{\pi}} \frac{\exp \left(-Y^{2}(x, t)\right)}{\Theta(x, t)}\right), & & 0<x<s(t), \quad t>0  \tag{3.15}\\
Y(s(t), t) & =0, & & t>0 \tag{3.16}
\end{align*}
$$

(ii) Conversely, if $\Theta$ is a solution of the integral equation (3.10) with s given by (3.11) and function $Y$ defined by (3.12) satisfies conditions (3.13)-(3.16), D and C are defined by (3.8) and $\Lambda$ is the unique solution of equation (3.9), then $(\Theta, s)$ is a solution of the free boundary problem (2.3)-(2.7).

Theorem 3.2. Let us consider hypothesis (3.1).
(i) The integral equation (3.10) has a unique solution for $t \geq t_{0}>0$ with $t_{0}$ an arbitrary positive time.
(ii) The free boundary problem (1.2)-(1.5) has a unique similarity-type solution $(\theta, s)$ for $t \geq t_{0}>0$ (with $t_{0}$ an arbitrary positive time) which is given by

$$
\begin{equation*}
\theta(x, t)=\frac{1}{b}\left[\frac{1}{\Theta(x, t)}-a\right], \quad 0<x<s(t), \quad t \geq t_{0}>0 \tag{3.17}
\end{equation*}
$$

and (3.11), where $\Theta$ is the unique solution of the integral equation (3.10), where $C$ and $D$ are defined by (3.8) and $\Lambda$ is the unique solution of equation (3.9).

Remark 3.3. The free boundary given by (3.11) satisfies $s(0)=0$.
Remark 3.4. The free boundary problem (1.2)-(1.6) has not a similarity-type solution for the case $\frac{a}{b}<\frac{l}{c}$. We note that in this case from (2.26) we have $\alpha^{*}<0$, then from (2.30) we obtain $\varphi(0)<0$ and taking into account (2.18) and (2.33) we have $\Lambda>w>\left(a+b \theta_{0}\right) h_{0}^{*}$. Then (2.32) has not solution.

Funding: This paper has been partially sponsored by project PIP No. 112-200801-00460 from CONICET-UA, Rosario (Argentina) and Fondo de ayuda a la investigacion from Universidad Austral (Argentina).

## References

[1] V. Alexiades and A. D. Solomon, Mathematical Modeling of Melting and Freezing Processes, Taylor \& Francis, Washington, 1983.
[2] D. A. Barry and G. C. Sander, Exact solutions for water infiltration with an arbitrary surface flux or nonlinear solute adsorption, Water Resources Research 27 (1991), no. 10, 2667-2680.
[3] G. Bluman and S. Kumei, On the remarkable nonlinear diffusion equation, J. Math Phys. 21 (1980), 1019-1023.
[4] A. C. Briozzo and M. F. Natale, On a non-classical non-linear moving boundary problem for a diffusion convection equation, Int. J. Non-Linear Mech. 47 (2012), 712-718.
[5] P. Broadbridge, Non-integrability of non-linear diffusion-convection equations in two spatial dimensions, J. Phys. A Math. Gen. 19 (1986), 1245-1257.
[6] P. Broadbridge, Integrable forms of the one-dimensional flow equation for unsaturated heterogeneous porous media, J. Math. Phys. 29 (1988), 622-627.
[7] J. R. Cannon, The One-Dimensional Heat Equation, Addison-Wesley, Menlo Park, 1984.
[8] H. S. Carslaw and J. C. Jaeger, Conduction of Heat in Solids, Oxford University Press, London, 1959.
[9] J. Crank, Free and Moving Boundary Problems, Clarendon Press, Oxford, 1984.
[10] J. I. Diaz, M. A. Herrero, A. Liñan and J. L. Vazquez, Free Boundary Problems: Theory And Applications, Pitman Research Notes in Math. 323, Longman, Harlow, 1995.
[11] A. Fasano and M. Primicerio, Nonlinear Diffusion Problems, Lecture Notes in Math. 1224, Springer, Berlin, 1986.
[12] A. S. Fokas and Y. C. Yortsos, On the exactly solvable equation $S_{t}=\left[(\beta S+\gamma)^{-2} S_{x}\right]_{x}+\alpha(\beta S+\gamma)^{-2} S_{x}$ occurring in two-phase flow in porous media, SIAM J. Appl. Math. 42 (1982), no. 2, 318-331.
[13] N. Kenmochi, Free Boundary Problems: Theory and Applications. Vol. I-II, GAKUTO Internat. Ser. Math. Sci. Appl. 13-14, Gakkotosho, Tokyo, 2000.
[14] J. H. Knight and J. R. Philip, Exact solutions in nonlinear diffusion, J. Engrg. Math. 8 (1974), 219-227.
[15] G. Lamé and B. P. Clapeyron, Memoire sur la solidification par refroidissement d'un globe liquide, Ann. Chimie Phys. 47 (1831), 250-256.
[16] V. J. Lunardini, Heat Transfer with Freezing and Thawing, Elsevier, Amsterdam, 1991.
[17] M. F. Natale and D. A. Tarzia, Explicit solutions to the one-phase Stefan problem with temperature-dependent thermal conductivity and a convective term, Internat. J. Engrg. Sci. 41 (2003), 1685-1698.
[18] M. F. Natale and D. A. Tarzia, Explicit solutions for a one-phase Stefan problem with temperature-dependent thermal conductivity, Boll. Unione Mat. Ital. Sez. B Artic. Ric. Mat. (8) 9 (2006), 79-99.
[19] M. F. Natale and D. A. Tarzia, The classical one-phase Stefan problem with temperature-dependent thermal conductivity and a convective term, in: Workshop on Mathematical Modelling of Energy and Mass Transfer Processes, and Applications, MAT Ser. A Conf. Semin. Trab. Mat. 15, Universidad Austral, Departamento de Matemática, Rosario (2008), 1-16.
[20] R. Philip, General method of exact solution of the concentration-dependent diffusion equation, Aust. J. Phys. 13 (1960), 1-12.
[21] C. Rogers and P. Broadbridge, On a nonlinear moving boundary problem with heterogeneity: Application of reciprocal transformation, Z. Angew. Math. Phys. 39 (1988), 122-129.
[22] G. C. Sander, I. F. Cunning, W. L. Hogarth and J. Y. Parlange, Exact solution for nonlinear nonhysteretic redistribution in vertical soil of finite depth, Water Resources Research 27 (1991), 1529-1536.
[23] D. A. Tarzia, A Bibliography on Moving - Free Boundary Problems for the Heat-Diffusion Equation. The Stefan and Related Problems, MAT Ser. A Conf. Semin. Trab. Mat. 2, Universidad Austral, Departamento de Matemática, Rosario, 2000.
[24] P. Tritscher and P. Broadbridge, A similarity solution of a multiphase Stefan problem incorporating general non-linear heat conduction, Int. J. Heat Mass Transfer 37 (1994), no. 14, 2113-2121.


[^0]:    *Corresponding author: Adriana C. Briozzo: Universidad Austral and CONICET, Paraguay 1950, 2000 Rosario, Argentina, e-mail: abriozzo@austral.edu.ar
    María Fernanda Natale: Universidad Austral, Paraguay 1950, 2000 Rosario, Argentina, e-mail: fnatale@austral.edu.ar

