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Square integrable representations of reductive Lie groups
with admissible restriction to SL2pRq
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Abstract. In this note we determine the irreducible square integrable rep-
resentations of a reductive connected Lie group which admit an H´admissible
restriction to a subgroup H locally isomorphic to SL2pRq . We show that such
a representation is holomorphic and we determine the essentially unique H with
this property as well as multiplicity formulae.
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1. Introduction

Let G be a connected reductive Lie group in Harish-Chandra class. Hereafter,
we suppose G has compact center and we assume G has a square integrable
irreducible unitary representation, or, equivalently, according to Harish-Chandra
[HCDS2], we assume that G has a compact Cartan subgroup.

From now on, in this paper, “square integrable representation” will mean
“square integrable irreducible unitary representation”, and we consider only sepa-
rable Hilbert spaces.

Let H Ă G be a closed subgroup. If π is a unitary representation of G , we
denote by resHpπq the representation of H obtained by restriction. Recall [Kb1]
that a unitary representation σ of H is said to be admissible if it is a Hilbertian
direct sum of irreducible representations of H occurring with finite multiplicities.
If resHpπq is admissible, we say that π is H -admissible. Among the many problems
that may be formulated about a square integrable representation π of G , the
question of when it is H -admissible has attracted a lot of interest (see e.g. [Kb1],
[Kb2], [Kb4], [Kb5], [Kb6],[DV]), a solution, when pG,Hq is a symmetric pair has
been obtained in [GW],[KO1],[KO2].

In this note we determine the pairs pπ,Hq consisting of a square integrable
representation π of G , and of a connected, closed subgroup H locally isomorphic
to SL2pRq such that π is H -admissible.

Definition 1.7 establishes what we mean by “holomorphic square integrable
representation” of G . One of our main results is:
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Theorem 1.1. Let π be a square integrable representation of G , and H a
connected closed subgroup locally isomorphic to SL2pRq .

1) Assume that π is H -admissible. Then π is holomorphic.

2) Assume that π is holomorphic. Then there is an H as above such that
π is H -admissible, and all such H are conjugate by inner automorphisms of G .

Note that the conjugacy class of H obtained in the second part of the
Theorem depends on π . Let us comment on that dependence.

We write a :“ sl2pRq . We choose a connected Lie group A with Lie algebra
a , with finite center, and such that any morphism φ : a Ñ g integrates to a
morphism φ : AÑ G . In aC “ sl2pCq we consider the basis tE,F, Zu with

E “
1

2

ˆ

i 1
1 ´i

˙

, F “
1

2

ˆ

´i 1
1 i

˙

, Z “

ˆ

0 i
´i 0

˙

. (1.1)

The brackets are

rE,F s “ Z, rZ,Es “ 2E, rZ, F s “ ´2F. (1.2)

We denote by KA Ă A the one-dimensional torus with Lie algebra ka :“
RiZ . Let χ be a character of KA . If dχpZq “ r with r P R , we write χ :“ χr .
This identifies the set of characters with a discrete subgroup ΛA of R which
contains 2Z .

Let τ be a unitary representation of KA in a Hilbert space V . It is the
Hilbertian direct sum of the weight spaces Vr , in which KA acts by the character
χr . We write ΛA

τ Ă ΛA for the support of τ , that is the set of r such that Vr ‰ t0u .

Suppose that σ is a square integrable representation of A in a Hilbert space
V . We write ΛA

σ for the support as a KA -representation. Then it is well known
(see [La] page 123, Theorem 8) that one of two following statements holds:

Proposition 1.2. 1. There exists r ą 1 such that ΛA
σ “ r`2N (in this case

we say that V has a lowest weight, and that it is E -holomorphic)

2. There exists r ă ´1 such that ΛA
σ “ r´ 2N (in this case we say that V has

a highest weight, and that it is F -holomorphic)

We consider a morphism φ : A Ñ G . If π is a representation of G , then
we write resφpπq :“ π ˝ φ for the corresponding representation of A . We say that
two such morphisms are conjugate if they are conjugate by inner automorphisms
of the target group G . Here is a small, but useful, complement to the second part
of Theorem 1.1

Theorem 1.3. Let π be a holomorphic square integrable representation of G .

1) There exists a morphism φ : AÑ G such that resφpπq is admissible.

2) Let φ : AÑ G be a morphism such that resφpπq is admissible. Then all
irreducible factors occurring in resφpπq are of the same type : more precisely, they
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are all E -holomorphic square integrable representations, or all F -holomorphic
square integrable representations of A .

3) There exists a morphism φ : A Ñ G such that resφpπq is admissible
and such that all irreducible factors occurring in resφpπq are E -holomorphic. Two
such morphisms are conjugate.

Remark 1.4. Consider the external κ automorphism of A whose image in SL2pRq

is the conjugacy by

ˆ

0 1
1 0

˙

. If σ is a E -holomorphic representation, then σ ˝κ

is a F -holomorphic representation. This is the reason why it is more precise to
consider morphisms φ : AÑ G than the images φpAq Ă G .

Since G has compact center, holomorphic square integrable representations
exist exactly when the Lie algebra g of G is a direct sum of one dimensional ideals,
and of simple ideals such that the non compact simple ones give rise to irreducible
Hermitian symmetric space. Index these non compact simple ideals as gu where
u runs in a set with N elements.

The holomorphic square integrable representations of G are assembled in
2N families (in sloppy terms, deciding what is holomorphic or anti-holomorphic on
each simple factor gu ). In Theorem 1.3, the conjugacy class of φ depends exactly
on the family to which π belongs.

Corollary 1.5. Let the notations be as in Theorem 1.3 part 3. The number
of conjugacy classes of morphism φ : A Ñ G obtained when considering all
holomorphic π is equal to 2N .

We prove in fact a Theorem more general than the first part of Theorem
1.1. This generalization makes clear what is involved.

Theorem 1.6. Let π be a square integrable representations of G , and H a con-
nected closed reductive subgroup with commutative maximal compact subgroups.
Assume that π is H -admissible. Then π is holomorphic.

Our next result deals with the description of the conjugacy class of mor-
phisms φ : A Ñ G occurring in the third part of Theorem 1.3. For this, we need
more notations.

We fix a maximal compact subgroup K Ă G , and a Cartan subgroup
T Ă K . Our assumption on G says that T is a Cartan subgroup of G .

The Lie algebra of a Lie group is denoted by the corresponding lowercase
Fraktur font and the complexification of a real Lie algebra, or a vector space, is
denoted by adding the subscript C .

Denote by Φpg, tq (resp. Φpk, tq) the root system of tC in gC (resp. tC in
kC ). We write also Φ :“ Φpg, tq and Φc :“ Φpk, tq . The set of non compact roots
is defined by Φn :“ ΦrΦc . We write gC “ kC ‘ pC for the Cartan decomposition
corresponding to the pair pg, Kq .

Let γ P Φ. We denote by Zγ P it the corresponding coroot, and gγ Ă gC
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the corresponding root space. For γ P Φc we have gγ Ă kC , and for γ P Φn we
have gγ Ă pC

Let β P Φn . We choose a morphism

φβ : aÑ g (1.3)

such that its complex extension satisfies

φβpEq P gβ, φβpF q P g´β. (1.4)

Note that this implies φβpZq “ Zβ , and note that two such morphisms are
conjugate by an inner automorphism.

Let S :“ tβ1, . . . , βsu Ă Φn a set of non compact roots consisting of strongly
orthogonal roots (that is, for all i and j , βi ˘ βj is not a root). Then we can
consider the diagonal morphism

φS : aÑ g (1.5)

defined for x P a by
φSpxq “ φβ1pxq ` ¨ ¨ ¨ ` φβspxq. (1.6)

Recall that a system of positive roots Ψ Ă Φ of is said to be holomorphic
if the sum α ` β is not a root for every pair α, β P Ψn :“ ΨX Φn .
Definition 1.7. Ψ Ă Φ a positive system. We say that a square integrable
representation of G is Ψ-holomorphic if its underlying Harish-Chandra module
is a lowest weight module with respect to Ψ. We say that a square integrable
representation of G is holomorphic if it is Ψ-holomorphic for some Ψ.

If a square integrable representation is Ψ-holomorphic, then Ψ is holo-
morphic. Conversely, when Ψ is holomorphic, Harish-Chandra determined which
lowest weight modules correspond to square integrable representations (see the
fundamental paper of Harish-Chandra [HC IV], which deals more generally with
irreducible unitary representations not necessarily square integrable).

Consider a holomorphic system of positive roots Ψ Ă Φ. Harish-Chandra
described in [HC VI] a particular maximal set SΨ

HC :“ tβ1, . . . , βsu Ă Ψn of
strongly orthogonal roots in Ψn. Henceforth, we refer to SΨ

HC as Harish-Chandra
set. We denote by φΨ

HC : aÑ g the corresponding morphism. We get the following
complement to Theorem 1.3.

Theorem 1.8. Let Ψ Ă Φ be a holomorphic system of positive roots. We
set φ :“ φΨ

HC . Let π be a Ψ-holomorphic square integrable representation of G .
Then, the representation resφpπq of A is admissible, and all irreducible factors
occurring in resφpπq are E-holomorphic square integrable representations of A .

This note is organized as follows. In this introduction (Section 1) we stated
our main results except those on multiplicities (which are presented in Section 5)
and the explicit description of the subgroups involved in Theorem 1.8 (which are
presented in Section 4). In Section 2 and 3 we present proofs of the Theorems
stated in the introduction.
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2. Proof of Theorem 1.6

2.1. Generalities about restrictions. In this subsection we recall for reference
some mostly well known facts relative to restrictions of unitary representations,
which do not depend on the special assumption of Theorem 1.6.

We consider a separable Lie group G1 , a closed subgroup H Ă G1 , an
unitary representation τ of G1 in a separable Hilbert space, and σ “ resHpτq its
restriction to H . For a proof of the following statements, see [Kb1] Theorem 1.2,
[Kb3] Cor. 8.7. respectively.

Proposition 2.1. Suppose that σ is admissible. Then τ is admissible.

Proposition 2.2. Suppose that τ is square integrable. Let ξ an irreducible
sub-representation of σ . Then ξ is square integrable.

We consider now the case of a connected reductive group H with compact
center, and of a maximal compact subgroup L Ă H . There are many interesting
examples of admissible unitary representations of H which are L admissible.

Let us recall a fundamental result of Harish-Chandra. For a proof see [Wa]
Theorem 4.5.2.11 and note on page 319.

Proposition 2.3. Let σ be a finite direct sum of irreducible unitary represen-
tations of H . Then σ is L-admissible.

In this proposition, it is not possible to replace the word “finite ” by
“admissible”. For instance, if H is not compact, an infinite direct sum of distinct
spherical irreducible unitary representations of H is H -admissible, but the trivial
representation of L occurs with infinite multiplicity.

However, this is true in a particular case which is relevant for this note.

Proposition 2.4. Let σ be an admissible Hilbertian direct sum of square
integrable representations of H . Then σ is L-admissible.

Proof. We write
σ “ p‘ mpξq ξ (2.1)

where the ξ are square integrable distinct representations of H , and the mpξq are
positive integers.

Since L is compact, the representation resLpσq is a Hilbertian direct sum
of irreducible representations of L . We have to prove that the multiplicities are
finite. We argue by contradiction. So let us suppose that τ is an irreducible
representation of L occurring with infinite multiplicity in resLpπq . By proposition
2.3, the multiplicity of τ in any ξ is finite; thus, there is an infinite number of ξ
such that τ occurs in ξ .

However, this contradicts another Theorem of Harish-Chandra, [HCDS2]
Lemma 70, which says that the number of square integrable representations ξ
such that τ occurs in ξ is finite.
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We come back to our reductive connected Lie group G . Let H Ă G be a
closed connected reductive subgroup. We fix a maximal compact subgroup L Ă H .

Corollary 2.5. Suppose that π is a square integrable representation of G .
Suppose that π is H -admissible. Then it is L-admissible.

Proof. Proposition 2.2 says that we can apply Proposition 2.4.

This result is an important ingredient of our paper [DV]. We provided its
simple proof, since it was not included in [DV].

It is an interesting unsolved problem (considered by Kobayashi [Kb5])
whether Corollary 2.5 remains true when π is assumed only to be irreducible
unitary. To our knowledge, the answer is not known even when H “ SL2pRq . On
this problem, see also [ZL].

Corollary 2.6. Suppose that π is a square integrable representation of G .
Suppose that resHpπq is admissible. Then the centralizer of L in G is compact.

Proof. Let B̃ Ă G be the centralizer of L , B its connected component, and
consider the connected reductive group D :“ BL . Note that since B̃{B is finite,
it is sufficient to prove that B is compact.

By Corollary 2.5, resLpπq is admissible, and, by 2.1, resDpπq is admissible.
We pick an irreducible representation τ of D which occurs in resDpπq . It is square
integrable by Proposition 2.2. Moreover, resLpτq is admissible.

Assume that B is not compact. We choose a simple non compact ideal
b1 Ă b of b , and denote by d1 the centralizer of b1 in d . Denote by B1 and
D1 the corresponding connected groups. The direct product B1 ˆ D1 is a finite
covering of D , and we have L Ă D1 . The representation τ is the Hilbertian
tensor product τ “ τ1 b τ2 where τ1 is a square integrable representation of B1

and τ2 a square integrable representation of D1 . Thus resD1pτq is a Hilbertian
direct sum of representations isomorphic to τ2 , and the multiplicity is finite (i.e.
resD1pτq is admissible ) if and only if τ1 is finite dimensional. However, square
integrable representations of connected real non compact reductive groups are
infinite dimensional. So resD1pτq is not admissible, and so resLpτq is not admissible.
This is a contradiction, and so, B is compact.

2.2. Restriction to T .

In this subsection we follow the notation of Section 1 and we consider a
particular case of Theorem 1.6. We need it in the proof of Theorem 1.6, and
moreover it deserves particular attention.

Theorem 2.7. Let π be a square integrable representations of G. Assume that
π is T -admissible. Then π is holomorphic.

The proof follows the line of arguments given in [Va], which uses ideas from
[Vo]. We give the details for completeness. Before going to the proof, we need
some more notations.
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We denote by P Ă it˚ the lattice of weights (the differential of characters
of T ). For λ P P we denote by χλ or eλ the corresponding character of T . We
denote by R Ă P the subgroup generated by Φpg, tq , and by Rk Ă R the subgroup
generated by Φpk, tq .

Let WK be the Weyl group of K , that is the normalizer of T in K (or
in G , it is the same) divided by T . We choose a positive system Φ`c Ă Φpk, tq .
We denote by P` Ă P the set of dominant weights, and for µ P P` , by τµ the
irreducible representation of K with highest root µ .

Let π be an unitary representation of G in a Hilbert space V . Since K
is compact, we consider the Hilbertian decomposition of resKpπq into its isotypic
components. We denote by P`π Ă P` the support of the restriction of π to K ,
that is the set of µ P P` such that τµ occurs in π . We have

V “ p‘µPP`π Vτµ (2.2)

where Vτµ is a non zero K -invariant closed subspace in which K acts as a (possibly
infinite) multiple of τµ .

In a similar manner, considering the restriction to T , we write Pπ and Pτµ
for the support of the restriction of π and τµ to T . For λ P P , we write Vλ Ă V
the corresponding weight space. We have the corresponding Hilbertian direct sums
(the second one being also the algebraic direct sum since Pτµ is a finite set).

V “ p‘λPPπVλ (2.3)

Vτµ “ ‘λPPτµVτµλ. (2.4)

We obtain
Pπ “

ď

µPP`π

Pτµ . (2.5)

The set Pτµ is well known: We denote by convpSq the convex hull of a subset
S Ă it˚ . We have

Pτµ “ convpWK ¨ µq X pµ`Rkq. (2.6)

We denote by VK´f the algebraic sum

VK´f “ ‘µPP`π Vτµ , (2.7)

this is the space of K -finite vectors of V .

We assume now that π is irreducible. Since it is K -admissible each Vτµ is
finite dimensional. The space VK´f is contained in the space of smooth vectors
of π , and VK´f is stable under the resulting representation of gC in VK´f . We
denote by πK´f the resulting representation of gC in VK´f . The space VK´f ,
equipped with its gC and K actions is called the Harish-Chandra module of π .
Harish-Chandra proved that VK´f is an irreducible gC -module.

Let ν be a representation of gC in some vector space W , and b Ă gC
some complex Lie subalgebra. We say that ν is b-admissible if W is an algebraic
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direct sum of simple b-modules occurring with finite multiplicities. The subject
of irreducible b-admissible modules is a very lively subject.

Suppose that H Ă G is a closed subgroup, and ν “ πK´f for some
irreducible unitary representation of G . Except for results in [Kb2],[Kb3],[Kb4],
[DV], it is difficult to compare hC -admissibility of πK´f and H -admissibility of
π , unless H “ L . However, if L Ă K we have the following simple well known
facts.

Proposition 2.8. Let π be an irreducible unitary representation of G . Let
L Ă K be a closed subgroup.

1) π is L-admissible if and only if πK´f is lC -admissible.

2) π is L-admissible if and only if, for every irreducible unitary represen-
tation ξ of L , the number of µ P P`π such that ξ occurs in τµ is finite.

Proof of Theorem 2.7. For the underlying Harish-Chandra module VK´f of
K -finite vectors in V, and ν :“ πK´f the corresponding representation of gC in
VK´f . It follows from Proposition 2.8 that ν is tC -admissible, we have

VK´f “ ‘λPPπpVK´f qλ, (2.8)

where each weight space pVK´f qλ “ Vλ is finite dimensional. We must prove that
VK´f is a lowest weight module with respect to some positive holomorphic system
Ψ Ă Φ.

For a noncompact root β P Φn, we recall the group homomorphism φβ :
AÑ G as the lift of (1.3). We denote by Hβ Ă G its image, and by H̃β Ă G the
group THβ Ă G . We write Eβ :“ φβpEq P pC , Fβ :“ φβpF q P pC .

By Proposition 2.1, the restriction of π to H̃β is admissible. According to
Proposition 2.2, we write

V “ p‘Vσ (2.9)

where σ is a square integrable representation of H̃β occurring in V , and where
the action of H̃β in Vσ is a finite positive multiple of σ .

Consider λ P Pπ . We get

Vλ “ p‘ Vσ X Vλ. (2.10)

This implies that the number of σ such that λ occurs in σ is finite, and we
have

Vλ “ ‘ Vσ X Vλ. (2.11)

Consider a square integrable representation σ of H̃β such that λ occurs in
σ . Let Wσ be the space of T -finite vectors of the representation σ . We repeat with
more details what follows from the properties of square integrable representations
of A stated in Proposition 1.2.

• Wσ is a lowest weight representation, with lowest weight λσ . Then the
support Pσ is equal to tλσ ` kβ | k P Nu , the weight spaces of Wσ are one-
dimensional, the action of Eβ in Wσ is injective, and the action of Fβ in Wσ

is locally nilpotent. Moreover, we have:

1 ă λσpZβq ď λpZβq. (2.12)
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• Wσ is a highest weight representation, with highest weight λσ . Then the
support Pσ is equal to tλσ ´ kβ | k P Nu , the weight spaces of Wσ are one-
dimensional, the action of Fβ in Wσ is injective, and the action of Eβ in Wσ

is locally nilpotent. Moreover, we have :

´1 ą λσpZβq ě λpZβq. (2.13)

Following [Vo], for β P Φn we consider the space VK´f pβq Ă VK´f of locally
Fβ -nilpotent vectors. It is an invariant gC -subspace. So, one of the two following
statements holds:

• VK´f pβq “ 0 and VK´f p´β, q “ VK´f ,

• VK´f pβq “ VK´f and VK´f p´βq “ 0.

We denote by Ψn the set of β P Φn such that the action of Fβ is locally nilpotent
in U . Let λ P Pπ . By (2.12), we have

λpZβq ą 1 (2.14)

for all β P Ψn . So we can choose a positive system Ψ Ă Φ such that ΨXΦn “ Ψn .
Since VK´f is also a K -module, the set Ψn is invariant by WK . This implies that
Ψ is holomorphic. Thus, for β and β1 in Ψn , we have rFβ, Fβ1s “ 0.

Let pVK´f qmin Ă VK´f be the space of elements u P VK´f such that
Fβu “ 0 for all β P Ψn . It is a nonzero vector subspace, which is invariant
by kC . So we may find in pVK´f qmin a non zero vector u such that X´β u “ 0
for all β P Ψc and X´β P kC a root vector. So u is a lowest weight vector for
VK´f with respect to the holomorphic positive system of roots Ψ In [HC IV] is
defined holomorphic discrete series representation to be a lowest weight for some
holomorphic system and unitary representation.

Here are some useful complements to Theorem 2.7. We compute the support
Pπ of the representation occurring in Theorem 2.7. For a subset S Ă Φ, we write
N S Ă R for the semi-group generated by S .

Theorem 2.9. Let Ψ Ă Φ be a holomorphic system of positive roots. Let
pπ, V q be a square integrable representation such that the Harish-Chandra module
VK´f has a non zero lowest weight vector u P VK´f with respect to Ψ. Up to a
scalar, u is unique. We denote by λπ P Pπ its weight.

1) For all β P Ψn and all λ P Pπ we have

λpZβq ą 1 (2.15)

2) Let pVK´f qmin Ă VK´f be the space of elements u P VK´f such that
Fβu “ 0 for all β P Ψn . Then it is an irreducible kC -module with lowest weight
λπ . We denote by Pπ,min Ă Pπ the set of weights of pVK´f qmin .

3) The set Pπ is computed in terms of pVK´f qmin by the formula

Pπ “
ď

µPPπ,min

µ` NΨn. (2.16)
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Proof. The uniqueness of u is a general fact about irreducible lowest weights
gC -modules.

Part 1) In [HC IV] Theorem 4 and Corollary page 776 it is shown that the
restriction of π to T is an admissible representation, now, the argument is just a
repetition of (2.14).

Part 2) follows from the fact that any lowest weight (with respect to Ψc )
in pVK´f qmin is a lowest weight (with respect to Ψ) in VK´f . So it is unique.

Consider part 3). The inclusion

Pπ Ă
ď

µPPπ,min

µ` NΨn (2.17)

follows in a standard way from the fact that u is a lowest weight vector. The
equality follows from the following assertion :

Let λ P Pπ . Then λ` NΨn Ă Pπ .

This assertion follows immediately from the fact (recall the definition of Ψn

in the proof of Theorem 2.7) that Eβ acts freely in VK´f for all β P Ψn .

Remark 2.10. 1) Much more is known about the holomorphic square integrable
representations. We just stated what we need below about the support, with its
simple proofs.

2) Unfortunately, we do not know simple statements analogous to (2.16) to
describe the set of representations of K , or more generally of a closed subgroup L
with T Ł L Ă K , which occur in π .

Let U Ă T a closed connected subgroup. We study the U -admissible square
integrable representations of G . Since such a representation is T -admissible, it
is one of the representations considered in Theorem 2.9. We use the notations of
Theorem 2.9. In the real vector space it˚ we consider the polyhedral cone R`Ψn

generated by Ψn , and the orthogonal subspace uK of elements which are zero on
u .

Theorem 2.11. Let π be a Ψ-holomorphic square integrable representation of
G and U Ă T a closed connected subgroup. The representation π is U -admissible
if and only if we have

R`Ψn X uK “ t0u. (2.18)

Proof. Consider iu˚ and the projection p : it˚ Ñ iu˚ which is obtained by
restriction of linear forms from t to u . The kernel of p is uK . Let PU be the set
of differential of characters of U . It is equal to ppP q , and uK X P is the group of
λ P P such that the restriction of χλ to U is trivial.

Let ξ P PU . The space Vξ in which U acts by the character χξ is the
Hilbertian direct sum of the spaces Vλ with λ P Pπ and ppλq “ ξ . Since the Vλ
are finite dimensional, we obtain the following assertion ;

The representation π is U -admissible if and only if, for every λ P Pπ , the
number of λ1 P Pπ with λ´ λ1 P uK is finite.

Because of the description (2.17) of Pπ , we obtain the following assertion.
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The representation π is U -admissible if and only if, for every λ P Pπ , the
number of λ1 P uKXλ`NΨn is finite. It is a standard fact about convex cones that
this condition is independent of λ P Pπ , and that it is equivalent to the condition
stated in the Theorem.

We use below a special case of this Theorem :

Corollary 2.12. Let π be a Ψ-holomorphic square integrable representation of
G and U Ă T a closed connected one-dimensional subgroup. The representation
π is U -admissible if and only if there exists ZU P iu such that βpZUq ą 0 for all
β P Ψn .

Proof of Theorem 1.6. We use the notations of Theorem 1.6. Let U Ă H
be a maximal compact subgroup. Replacing if necessary H by a conjugate, we
assume that U Ă T . By Proposition 2.4, π is U -admissible. By Proposition 2.1,
π is T -admissible. By Theorem 2.7, π is holomorphic.

3. Proof of Theorem 1.3 and Theorem 1.8

We consider a holomorphic system Ψ Ă Φ and a Ψ-holomorphic square integrable
representation π of G .

Proof of Theorem 1.3, part 2 and 3. We consider a morphism φ : AÑ G .
By replacing φ by a conjugate, we may and do assume that we have Eφ :“ φpEq P
pC , Fφ :“ φpEq P pC and Zφ :“ φpZq P it . Let Kφ :“ φpKAq . Then Kφ is a
closed connected one-dimensional subgroup of T , and we have Zφ P ikφ .

We assume now that resφpπq is admissible. It follows from Corollary 2.12
that either βpZφq ą 0 for all β P Ψn , or βpZφq ă 0 for all β P Ψn . Recall the
external automorphism κ of A defined in remark 1.4. Replacing if necessary φ by
φ ˝ κ , we may and do assume that we have

βpZφq ą 0 for all β P Ψn. (3.1)

We denote by pΨ Ă pC the space spanned by the root spaces gβ with
β P Ψn . It is stable under the action of KC , where KC is the analytic subgroup
of the adjoint group of gC with Lie algebra the image of kC .

We write Eφ “
ř

βPΦn
eβ with well determined eφ P gφ . Since rZφ, Eφs “

2Eφ , we see that eβ “ 0 if βpZφq ‰ 2. It follows from (3.1) that

Eφ P p
Ψ. (3.2)

It follows from e.g Proposition III.8 in [HNO] that there exists a subset
S Ă SΨ

HC such that φ is conjugate to φS . So we may and do assume that φ “ φS .

We now show that S “ SΨ
HC . Suppose that S ‰ SΨ

HC . Then there exists
β P Ψn which is strongly orthogonal to all βj P S . It follows that the centralizer
of Zφ in G contains the non compact group φβpAq . This contradicts Corollary
2.6.
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Proof of Theorem 1.3, part 1, and Theorem 1.8. Let the notations be as
above, and consider φ “ φΨ

HC and Zφ . It follows from Corollary 2.12 that part 1
of Theorem 1.3 as well, as Theorem 1.8, follows from the following:

Claim : We have βpZφq ą 0 for all β P Ψn .

In fact, let β P Ψn , since the system Ψ is holomorphic, β ` βj never is a root.
Hence, for every j , we have βpZβjq ě 0. Since all the roots in the Harish-Chandra
set SΨ

HC are long and that roots of distinct length which are orthogonal are strongly
orthogonal we have that β is not orthogonal to some root in SΨ

HC , otherwise SΨ
HC

would not be maximal, which shows the claim.

Remark 3.1. We recall the Hermitian symmetric space G{K is a tube domain if
it is biholomorphic to a tube domain. In [KrW] it is shown that G{K is a tube
domain if and only if the characteristic vector Zφ for φ “ φΨ

HC , belongs to the
center of kC . We also set notation for the simple roots in Ψ,

tα1, . . . , α`u whereα1, . . . , α`´1 P Φpk, tq and α` P Φn. (3.3)

We write highest root as βM “
ř

j cjαj with cj ě 1 for all j and c` “ 1. Let Zφ
for φ “ φΨ

HC . We have α`pZφq “ 2 and αjpZφq “ 0, for all 1 ď j ď ` ´ 1, if and
only if G{K is a tube domain. Whenever, G{K is not a tube domain, we have
α`pZφq “ 1, and αpZφq “ 0 for all the compact simple roots but one for which
we have αpZφq “ 1. Indeed, for a holomorphic system it happens that for any X
in the center of k we have βpXq “ α`pXq for any β P Ψn. Also, by construction,
βM P SΨ

HC which yields βMpZφq “ 2. Thus, if Zφ belongs to the center of k we
have βpZφq “ 2 for every root in Ψn, which gives αjpZφq “ 0 for every compact
simple root. Certainly, the hypothesis αpZφq “ 0 for every compact simple root,
together with Ψ holomorphic yields Zφ lies in the center of k. The hypothesis
α`pZφq “ 1, together with βMpZφq “ 2, yields Zφ is not in the center of k which
is equivalent to G{K is not a tube domain. When α`pZφq “ 1, since βMpZφq “ 2
and the multiplicity of α` in βM is one, we obtain that αjpZφq “ 1 for exactly one
compact simple root and the root αj has multiplicity one in the maximal root.

4. Explicit examples

In this Section, for each Hermitian symmetric pair, we give the necessary data
in order to produce an explicit example of each triple tZφ, Eφ, Fφu for φ as
in Theorem 1.8. We also give the values αpZφq for each simple root for the
holomorphic system Ψ.

In [Oh] an explicit realization of each of the classical real Lie algebras we
are dealing is given as a subalgebra of a convenient supa, bq . These realizations
have the property that a compactly embedded Cartan subalgebra of the algebras
of our interest, consists of the totality of diagonal matrices in the subalgebra. For
each classical Lie algebra, we point out the algebra tC , a holomorphic system Ψ,
the Harish-Chandra set SΨ

HC , the vector Zφ , the weights αjpZφq, j “ 0, . . . , ` , for
all αj as in (3.3), the weighted Vogan diagram that corresponds to the KC -orbit
of Eφ (see [Ga]) and the signed Young diagram that corresponds to Eφ .
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From the tables in [Dk1], we also present on exceptional Lie algebras the
Harish-Chandra set S and the weighted Vogan diagram associated to the orbit of
Eφ .

AIII, supp, qq, p ă q.

In this case

tC “
!

D “ diagph1, . . . , hp; k1, . . . , kqq |
ÿ

hj `
ÿ

ks “ 0
)

.

We set εjpDq “ hj, δrpDq “ kr. Then for a holomorphic system Ψ we choose

Ψc “ tεr ´ εs | δi ´ δj, r ă s, i ă ju Ψn “ tεi ´ δj | 1 ď i ď p, 1 ď j ď qu.

The non compact simple root is αp “ εp ´ δ1, and another simple root we need is
αq “ δq´p ´ δq´p`1.

The Harish-Chandra set is

SΨ
HC “ tεr ´ δq´r`1 | 1 ď r ď pu.

The characteristic vector is

Zφ “ diagp1, . . . , 1; 0, . . . , 0,´1, . . . ,´1q where ˘1 repeats p times.

The weights wj “ αjpZφq are zero for roots other than αp, αq “ δq´p ´ δq´p`1 .
wp “ αppZφq “ 1 and wq “ αqpZφq are equal one. Whence, the weighted Vogan
diagram for the orbit KCEφ ise e e u e e e e e e. . . . . . . . .

w1“0 0 0 wp“1 0 0 wq“1 0 0 wp`q´1“0

The signed Young diagram for Eφ is

` ´

: :

: :

` ´

´

:

:

´

Here, there are p rows of length two and q ´ p rows of length one.

AIII, supp, qq, p “ q .

tC “
!

D “ diagph1, . . . , hp; k1, . . . , kpq :
ÿ

hj `
ÿ

ks “ 0
)

.
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We set εjpDq “ hj, δrpDq “ kr , with 1 ď j, r ď p . Then for a holomorphic system
Ψ we choose

Ψc “ tεr ´ εs, δi ´ δj | r ă s, i ă ju Ψn “ tεi ´ δj | 1 ď i, j ď pu.

The non compact simple root is αp “ εp ´ δ1 .
The Harish-Chandra set is

SΨ
HC “ tεr ´ δq´r`1 | 1 ď r ď pu.

The characteristic vector is

Zφ “ diagp1, . . . , 1;´1, . . . ,´1q where ˘1 repeats p times

Thus, the weights are wj “ αjpZφq “ 0 except for wp “ αppZφq “ 2. So, its
weighted Vogan diagram ise e e u e e e. . . . . .

0 0 0 wp“2 0 0 0

The signed Young diagram for Eφ has p rows of length two.

` ´

: :

: :

` ´

BDI, sop2p` 1, 2q, p ě 1.

tC “ tD “ diagph1, . . . , hp,´hp, . . . ,´h1, 0, x1,´x1qu.

We set εjpDq “ hj, δ1pDq “ x1 . We fix the holomorphic system of positive
roots,

Ψc “ tεk, εi ˘ εj | 1 ď k ď p, 1 ď i ă j ď pu Ψn “ tδ1, δ1 ˘ εj | 1 ď j ď pu.

The non compact simple root is α1 “ δ1 ´ ε1 .

The Harish-Chandra set is SΨ
HC “ tδ1 ` ε1, δ1 ´ ε1u .

The characteristic vector is Zφ “ 2Hδ1 “ p0, . . . , 0, 2,´2q .

The weights of the weighted Vogan diagram are zero except the first one,u e e e e. . . y
w1“2 0 0 0 0

The signed Young diagram for Eφ has 2p rows of length one.



Duflo, Galina, Vargas 15

´ ` ´

`

:

:

`

BDI, sop2p, 2q, p ě 2.

This case is similar the previous one.

tC “ tD “ diagph1, . . . , hp,´hp, . . . ,´h1, 0, x1,´x1qu.

We set εjpDq “ hj , δ1pDq “ x1 . The the holomorphic system we consider
is

Ψc “ tεi ˘ εj | 1 ď i ă j ď pu Ψn “ t δ1 ˘ εj | 1 ď j ď pu.

The non compact simple root is αp “ δ1 ´ ε1 .

The Harish-Chandra set is SΨ
HC “ tδ1 ` ε1, δ1 ´ ε1u .

The characteristic vector is Zφ “ 2Hδ1 “ p0, . . . , 0, 2,´2q .

The weights of the weighted Vogan diagram are zero except the first one.

u e e e e
e. . . ##

ccw1“2 0 0 0

0

0

The signed Young diagram for Eφ has 2p´ 1 rows of length one.

´ ` ´

`

:

:

`

CI, sppn,Rq.

tC “ tD “ diagph1, . . . , hn,´hn, . . . ,´h1qu.

We set εjpDq “ hj , 1 ď j ď n . The holomorphic system we consider is

Ψc “ tεi ´ εj | 1 ď i ă j ď nu Ψn “ tεk ` εr | 1 ď k ď r ď nu.

The non compact simple root is αn “ 2εn .

The set SΨ
HC “ t2ε1, . . . , 2εnu .

The characteristic vector is Zφ “ p1, . . . , 1,´1, . . . ,´1q .

The weights of the weighted Vogan diagram are zero except the last one,
wn “ αnpZφq “ 2.
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e e e e u. . . x
0 0 0 0 wn“2

The signed Young diagram for Eφ has n rows of length two.

` ´

: :

: :

` ´

DIII, so‹p2pq, p “ 2k .

tC “ tD “ diagph1, . . . , hp,´hp, . . . ,´h1qu.

We set εjpDq “ hj , 1 ď j ď p . The holomorphic system we consider is

Ψc “ tεi ´ εj | 1 ď i ă j ď pu Ψn “ tεs ` εr | 1 ď s ă r ď pu

The non compact simple root is αp “ εp´1 ` εp .

The Harish-Chandra set is SΨ
HC “ tε1 ` ε2, ε3 ` ε4, . . . , ε2k´1 ` ε2ku .

Characteristic vector is

Zφ “
ÿ

1ďjďk

Hε2j´1`ε2j “ p1, . . . , 1,´1, . . . ,´1q.

The weights wj “ αjpZφq are wp “ 2, wj “ 0 for j ­“ p . So the weighted
Vogan diagram is the following.

e e e e u
e. . . ##

cc0 0 0 0

w1“2

0

The signed Young diagram for Eφ has 2k rows of length two.

` ´

: :

: :

` ´

DIII, so‹p2pq, p “ 2k ` 1.

This case is similar to the previous one. The difference is that the charac-
teristic vector is

Zφ “ p1, . . . , 1,´1, . . . ,´1, 0q.

Thus, the weights wp´1, wp are equal to pεp´1 ˘ εpqpZφq “ 1 and the others are
zero.
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e e e e u
e. . . ##

cc0 0 0 0

wp“1

wp´1“1

The signed Young diagram for Eφ has 2k rows of length two.

` ´

: :

: :

` ´

`

´

EIII, e6p´14q .

We follow the notation for the simple roots as set for Bourbaki. We fix as
non compact simple root α6 . The Harish-Chandra set in this case is SΨ

HC “ tβ1 “

122321, β2 “ 101111u .

From table X of [Dk1], we extract that there is only one characteristic
vector Zh so that α`pZhq ą 0, and we obtain a direct verification of Zh “ Zφ . The
weighted Vogan diagram for the nilpotent orbit determined by Eφ is

e e e
e

e u
w1“1 0 0

0

0 w6“1

EVII, e7p´25q.

We fix the holomorphic root system such that the non compact simple root
is α7 . The Harish-Chandra set is

SΨ
HC “ tβ1 “ 22343221, β2 “ 01122221, β3 “ α7 “ 00000001u

From table XIII of [Dk1], we read that the unique KC -orbit in pC with
characteristic vector Zh so that α`pZhq ą 0 is for Zh “ Zφ . The weighted Vogan
diagram is

e e e
e

e e u
0 0 0

0

0 0 w7“2

5. Multiplicities

In this Section we apply the formula for multiplicities obtained in [DV] to the
particular case of the pair pG,H0q where H0 “ φSpAq and S “ SΨ

HC and a holo-
morphic square integrable representation. Henceforth, Ψ denotes a holomorphic



18 Duflo, Galina, Vargas

system of positive roots for Φpg, tq. To begin with we recall the necessary notation
to state the results. In the notation of [DV] the pair pG,Hq for our case is pG,H0q .
The pair pK,L “ H X Kq is pK,H0 X Kq , We have T Ă K Ă G as before and
U “ T XH “ L “ H0 XK “ H0 X T “ exppRiZφq , u “ RiZφ , we denote by zk “
the center of k . We define ϕ P u˚ by ϕpZφq “ 1. Thus Φph0, uq “ t˘2ϕu. Let
kz “ kZφ denote the centralizer of Zφ in k and Φz the root system for pkz, tq. Thus,

Φz “ tα P Φpk, tq |αpuq “ 0u.

By Remark 3.1, if the Hermitian symmetric space G{K is a tube domain, then
Zφ P zk , Φz “ Φpk, tq and the analytic subgroup of G with Lie algebra kz is
Kz “ K . If G{K is not a tube domain, Zφ R zk , then owing to αjpZφq “ 0 for all
compact simple roots but one, the semisimple factor of kz has rank `´ 2. The list
of the triples pg, k, kzq that corresponds to non-tube domains is:

g supp, qq, p ă q so˚p2p2k ` 1qq e6p´14q

k suppq ` supqq ` zk sup2k ` 1q ` zk sop10q ` zk
kz suppq ` supq ´ pq ` suppq ` t sup2kq ` t sop8q ` t

The set of equivalence classes of holomorphic square integrable representa-
tions of G is parameterized by the set of λ P it˚ so that λ` ρ lifts to a character
of T , here ρ is equal to one half of the sum of the elements in Ψ, and

pλ, αq ą 0 for all α P Ψc and pλ, βq ą 0 for all β P ΨX Φn. (5.1)

The set of Harish-Chandra parameters which corresponds to the irreducible
square integrable representations of H0 is P :“ tnϕ |n P Z r t0u u .

The set of Harish-Chandra parameters for a compact connected Lie group
R is equal to the set of strictly dominant integral weights for R , equivalently, the
set of Harish-Chandra parameters is equal to the set of infinitesimal character of
the set of irreducible representations of R . We denote the parametrization by
µØ pπRµ , V

R
µ q.

Hereafter, pπλ, V
G
λ q denotes a holomorphic irreducible square integrable rep-

resentation. In Theorem 1.8 we pointed out the restriction resH0pπλq of πλ to the
subgroup H0 is an H0´admissible discretely decomposable representation of H0 .
For µ P P, let pσµ, V

H0
µ q denote the irreducible square integrable representation of

H0 of Harish-Chandra parameter µ . Let mpπλ, σµq “ HomH0pσµ, πλq denote the
multiplicity of σµ in resH0pπλq. Therefore, we have a Hilbertian direct sum

resH0pπλq “
ÿ

µPP

mpπλ, σµqV
H0
µ .p ;q

We write the restriction to Kz of the lowest K -type πKλ`ρn for pπλ, V
G
λ q as

resKzpπ
K
λ`ρnq “

ÿ

1ďjďs

mpπKλ`ρn , π
Kz

µj`ρzqV
Kz

µj`ρz

where ρn is the half sum of the roots in Ψn and ρz is the half sum of the roots in
Φz X Ψ. Under the notation formulated from the beginning of this subsection we
have,
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Theorem 5.1. Let pπλ, V
G
λ q be a holomorphic discrete series representation.

Let H0 :“ φSΨ
HC
pAq . Then resH0pπλq is a Hilbertian direct sum of holomorphic

discrete series for H0. The description of the elements in the formula (‡) is:

(i) For µ P P , mpπλ, σµq ą 0 if and only if µ belongs to the set

trpµj ` ρzqpZφq ` n´ 1sϕ | 1 ď j ď s, n ě 0u

(ii) The multiplicity mpπλ, σmϕq is equal to

ÿ

j,n
µjpZφq`n“m

mpπKλ`ρn , π
Kz

µj`ρzq

rn
2
s

ÿ

h“0

ˆ

n´ 2h` c´ 1

c´ 1

˙ˆ

h` d´ 1

d´ 1

˙

.

Here c “ |tβ P Ψn | βpZφq “ 1u| and d` 1 “ |tβ P Ψn | βpZφq “ 2u|.

The proof of the Theorem will take up the rest of this Section. It requires
more notation. To start, we consider the restriction qu : t˚ Ñ u˚ and the multiset
∆pk{l, uq :“ qupΨpk, tqr Φzq . So, we have

∆pk{l, uq “

$

&

%

H if G{K is a tube domain
tϕ, . . . , ϕ
looomooon

a

u if G{K is not a tube domain (5.2)

Here a “ |tα P Ψc | qupαqpZφq “ 1u| “ 1
2

dimpK{Kzq . In fact, when G{K is a tube
domain then iZφ P zk and the first claim is obvious. For G{K a non-tube domain
Remark 3.1 yields that αpZφq “ 1 or αpZφq “ 0 for α P Ψc . For w in the Weyl
group WK of K , we compute the multiset

SH0
w :“ rqupwΨnq Y∆pk{l, uqsr Φph0, uq.

Since, Ψ is holomorphic and w P WK it follows that wΨn “ Ψn. Hence, SH0
w does

not depend on w. We have,

qupΨnq “ tϕ, . . . , ϕ
looomooon

c

, 2ϕ, . . . , 2ϕ
loooomoooon

d`1

u. (5.3)

If G{K is a tube domain, then c “ 0 and d` 1 “ |Ψn| . Indeed, in Remark
3.1 we show βpZφq “ 2 for all non compact positive root. Therefore, from (5.2),
(5.3) and the previous computation, for a tube domain we obtain,

SH0
w “ t2ϕ, . . . , 2ϕ

loooomoooon

d

u. (5.4)

If G{K is not a tube domain the values of c and d are in the following
table.

g supp, qq, p ă q so˚p2p2k ` 1qq e6p´14q

c pq ´ pqp 2k 8
d` 1 p2 kp2k ´ 1q 8
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Hence,
SH0
w “ tϕ, . . . , ϕ

looomooon

c

, 2ϕ, . . . , 2ϕ
loooomoooon

d

u Y∆pk{l, uq. (5.5)

For ν P it˚ (resp. ν P iu˚ ), δν denotes the Dirac distribution on it˚ (resp.
on iu˚ ) defined by ν . Let pquq˚pδνq be the push-forward of δν from it˚ to iu˚.
Thus, pquq˚pδνq “ δν . Let

yν “
8
ÿ

n“0

δnν` ν
2
, zν “

8
ÿ

n“0

δnν .

For a strict finite set T “ tν1, . . . , νtu Ă it˚ we define

yT “ yν1 ˚ ¨ ¨ ¨ ˚ yνt “ ˚
νPT

yν .

Here ˚ means convolution of distributions. Let $zpλq :“
ś

αPΨXΦz

λpαq
ρzpαq

Then, in

[DV] is shown the following equality of distributions on iu˚ ,

ÿ

µPP

mpπλ, σµqδµ “
ÿ

wPWzzWK

εpwq$zpwλqδqupwλq ˚ ySH0
w
. (5.6)

where εpwq is the sign of w . The validity of the above equality follows by Theorem
4 in [DV] because Condition (C) is satisfied. We now show Theorem 5.1 for G
so that G{K is a tube domain. For a holomorphic system Ψ we always have the
equality

$zpwλq “ $zpwpλ` ρnqq. (5.7)

Now kz “ k , hence we have $zpλq “ dimV K
λ`ρn

which is equal to the
dimension of lowest K -type of πλ. Then, by (5.6), (5.4) together and the above
consideration gives

ÿ

µPP

mpπλ, σµqδµ “ dimV K
λ`ρn δλpZφqϕ ˚ y

|Ψn|´1
2ϕ .

Obviously, yν “ δ ν
2
˚ zν , qupρnq “ |Ψn|ϕ and

y
|Ψn|´1
2ϕ “ z

|Ψn|´1
2ϕ ˚ δ´ϕ ˚ δqupρnq.

For r, s positive integers, it readily follows that

zsr ϕ “
8
ÿ

t“0

ˆ

t` s´ 1

s´ 1

˙

δt r ϕ. (5.8)

Hence, we obtain

ÿ

µPP

mpπλ, σµqδµ “
ÿ

tě0

dimV K
λ`ρn

ˆ

t` |Ψn| ´ 2

|Ψn| ´ 2

˙

δrpλ`ρnqpZφq`2t´1sϕ.

Therefore, whenever G{K is a tube domain, the Harish-Chandra parameters that
contribute to resH0pπλq are rpλ`ρnqpZφq`2t´1sϕ “ rλpZφq`d`2tsϕ , t “ 0, 1, . . . ,
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and the respective multiplicities are exactly the numbers
`

t`|Ψn|´2
|Ψn|´2

˘

dimV K
λ`ρn

“
`

t`d´1
d´1

˘

dimV K
λ`ρn

.

To follow, we show the multiplicity formula when G{K is not a tube
domain. Hence, Kz is a proper subgroup of K and iZφ is not in the center
of k. We manipulate on the right hand side of formulae (5.6). Since Ψ is a
holomorphic system, wρn “ ρn forw P WK . Hence, qupρnq “ r c

2
` d ` 1sϕ and

yqupΨnqrΦph0,uq “ zqupΨnqrΦph0,uq˚δr c2`dsϕ . Hence, the right hand side of (5.6) becomes
equal to

ÿ

wPWzzWK

εpwq$zpwpλ` ρnqqδqupwpλ`ρnqq ˚ ˚
γPqupΨrΦzq

yγ ˚ ˚
βPqupΨnqrΦph0q

zβ ˚ δ´ϕ. (5.9)

In the language of discrete Heaviside distributions, the restriction of the
lowest K -type πKλ`ρn of πλ to U is represented by

ÿ

wPWzrWK

εpwq$zpwpλ` ρnqqδqupwpλ`ρnqq ˚ ˚
γPqupΨcrΦzq

yγ (5.10)

The restriction of πKλ`ρn to U can be represented as the restriction of πKλ`ρn to
Kz and then we decompose the resulting representation of Kz as U -module.
Let µ1 ` ρz, . . . , µs ` ρz, denote the infinitesimal characters for the irreducible
constituents of resKzpπ

K
λ`ρn

). Here we take µj dominant with respect to Ψ X Φz.
Then, we have the equality

resUpπ
K
λ`ρnq “

ÿ

1ďjďs

mpπKλ`ρn , π
Kz

µj`ρzqV
U
µj`ρz

.

Therefore, we have that (5.10) is equal to
ÿ

1ďjďs

mpπKλ`ρn , π
Kz

µj`ρzqδpµj`ρzqpZφqϕ. (5.11)

Putting together the new expression for (5.10) and (5.9), we obtain that the right
hand side of (5.6) is equal to

ÿ

1ďjďs

mpπKλ`ρn , π
Kz

µj`ρzqδpµj`ρzqpZφqϕ ˚ ˚
γPqupΨnqrΦph0,uq

zγ ˚ δϕ.

After we recall (5.5) and we apply (5.11) to the previous formula, we obtain

ÿ

µPP

mpπλ, σµqδµ “

ÿ

tě0,hě0

r
ÿ

j

mpπKλ`ρn , π
Kz

µj`ρzq

ˆ

t` c´ 1

c´ 1

˙ˆ

h` d´ 1

d´ 1

˙

δrpµj`ρzqpZφq`t`2h´1sϕ.
(5.12)

Hence,
ÿ

µPP

mpπλ, σµqδµ “

s
ÿ

j“1

mpπKλ`ρn , π
Kz

µj`ρzq
ÿ

ně0

rn
2
s

ÿ

h“0

ˆ

n´ 2h` c´ 1

c´ 1

˙ˆ

h` d´ 1

d´ 1

˙

δrpµj`ρzqpZφq`n´1sϕ.

(5.13)
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Therefore a Harish-Chandra parameter mϕ of an irreducible H0 -factors for
resH0pπλq belongs to the set

trpµj ` ρzqpZφq ` n´ 1sϕ |n “ 0, 1 . . . , j “ 1, . . . , su,

and the respective multiplicity is

ÿ

j,n
µjpZφq`n“m

mpπKλ`ρn , π
Kz

µj`ρzq

rn
2
s

ÿ

h“0

ˆ

n´ 2h` c´ 1

c´ 1

˙ˆ

h` d´ 1

d´ 1

˙

.

Now, the proof of Theorem 5.1 has been completed.
Remark 5.2. In the above formulae for either Harish-Chandra parameters or mul-
tiplicities, if we make c equal to zero, we obtain the formula for the tube type
case.
Remark 5.3. The decomposition of the adjoint representation of gC restricted to
h0 is,

(i) When G{K is a tube domain,

gC “
d`1
à

1

pC3, 2ϕq ‘
dim k´d´1
à

1

pC, 0ϕq.

(ii) When G{K is not a tube domain,

gC “
d`1
à

1

pC3, 2ϕq ‘
c
à

1

pC2, ϕq ‘
dim k´d´1
à

1

pC, 0ϕq.

Whence, the coefficients c and d ` 1 represent multiplicity of irreducible con-
stituents of the h0 -module gC .
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