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It has been established that the security, flexibility, and dynamic controllability of a process
are inherent properties of its design, which also affects process economics. In this context, we
employed a previously developed mixed-integer dynamic optimization (MIDO) approach to
perform the simultaneous design and control of styrene polymerization reactors. Industrial- and
laboratory-size semibatch jacketed reactors were considered. The gPROMS/gOPT package was
successfully used to solve the mixed-integer dynamic optimizations. In each case, the geometry,
initiator mixture composition, and control system were optimally determined in a single
optimization run. We analyzed the effect of using different coolants with and without heat supply
on the laboratory-scale reactor design. We also studied the effect of scale-up in the integrated
process and control design. Design coincidences and differences were analyzed.

1. Introduction

Polymeric materials are extremely important in in-
dustry. They present a great versatility and a high
production rate, of nearly 200 million tons each year.1
Their countless uses range from everyday objects, such
as food packaging, to high-tech applications, such as
surgery implants.

Polymer flow properties during processing (i.e., vis-
cosity, elasticity) and end-use properties (i.e., density,
flow index, impact strength, tensile strength, stiffness,
chemical resistance, thermal stability) can be correlated
with the polymer molecular structure and morphol-
ogy.2,3 In turn, molecular properties depend strongly on
the operating conditions under which the polymer is
synthesized or modified. Thus, a detailed understanding
and control of these processes is fundamental to the
efficient production of tailored polymers without sig-
nificant operating problems.4 Polymerization processes
often present highly exothermic reactions and signifi-
cant viscosity variations along the reaction path, leading
to complex heat transfer and fluid dynamics. As dis-
cussed in the review by Ray and Villa,5 the dynamic
behavior of polymerization reactors is highly nonlinear.
Control of processes with these characteristics is a
challenging task.6,7 In the particular field of polymeri-
zation processes, this has motivated abundant research
into the development of accurate mathematical mod-
els,8,9 process optimizations, and efficient control
schemes.10

Most batch and semibatch polymerization reactors are
controlled by preprogrammed recipe implementation
and temperature controls that are commonly based on
heat balances. Extensive discussions on batch and
semibatch polymerization reactor control strategies and
the techniques used to calculate them can be found
elsewhere.7,10-13 For example, MacGregor et al.11 re-
ported the control of molecular properties in bulk free-
radical polymerization by means of temperature varia-

tions or semicontinuous operation. They achieved this
by adding combinations of initiator, monomer, and
chain-transfer agents at certain times after the start of
the reaction. Crowley and Choi12 determined an optimal
sequence of reactor temperature set points to attain a
desired molecular weight distribution for a batch solu-
tion free-radical polymerization. In another work,14

these authors studied a free-radical suspension polym-
erization in a batch reactor and determined the optimal
temperature trajectory and initial initiator concentra-
tion so as to minimize the squared difference between
the desired and actual tensile strength of the product.
As the authors mentioned, what they calculated was an
optimal temperature set-point profile, assuming that
this set-point sequence could be tracked reasonably well
by a real-time controller. Rafizadeh15 designed a se-
quential linearization adaptive PI controller to control
the temperature of a batch methyl methacrylate (MMA)
polymerization reactor. This author used a suitable
temperature trajectory taken from the literature, ob-
taining good temperature control. Yabuki et al.16 pro-
posed midpoint correction policies to attain the control
of a given product quality for industrial semibatch
solution and emulsion polymerizations.

Traditionally, operational aspects (optimum operation
and control) have been treated sequentially with the
system design. That is, first the process is designed to
achieve an optimum objective based on a fully specified
nominal case. Only after the process or equipment has
been designed are operability aspects taken into ac-
count. These might include the control system design
and the safety, reliability, and flexibility of the design.
The sequential approach to these two fundamental
problems does not take into account the fact that process
safety, stationary-state flexibility, and dynamic control-
lability are inherent properties of process design, also
affecting process economics.17 The importance of dealing
with design and operability simultaneously has been
recognized for many years,18 and in the past 2 decades,
there has been increasing interest from both academia
and industry in the field.19 Some works can be found in
the literature that attack these two problems with
different approaches,17,19-26 but only Chatzidoukas et
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al.26 have focused on a polymerization process, specifi-
cally, one in which a fixed reactor for gas-phase ethylene
copolymerization is undergoing a specific polymer grade
change. They simultaneously designed the optimal
trajectories of the process variables and the control
system. To the best of our knowledge, no attempt to
perform the simultaneous designs of reactor geometry,
process, and control system for styrene bulk polymeri-
zation has previously been reported in the open litera-
ture.

Some of the relevant techniques that have been
proposed for the integration of process design and
operability include flexibility analysis (based on non-
linear programming and steady-state models), resiliency
studies (based on linear multivariable models), and
steady-state and dynamic “back-off” analysis (where the
actual operating point is chosen by “backing off” from
the optimum point that lies at the intersection of
constraints). The main disadvantage of most of these
methods is that, even though they provide a quantita-
tive measure of the system’s controllability and allow
for the comparison of different designs on a common
basis, they often do not give a precise guide for changes
in process and/or control design. Moreover, they are
usually based on linear models, and in many cases, it
is doubtful whether the conclusions obtained can be
extrapolated to the real system.19 This issue can become
particularly relevant for a highly nonlinear process such
as a polymerization.

In this work, a different approach is used for the
simultaneous design and control of industrial- and
laboratory-scale semibatch styrene polymerization pro-
cesses. It consists of solving a single optimization
problem in which both process design variables and
control system are optimally determined. At the same
time, feasible operation is achieved, where feasibility
is defined in terms of product specifications and process
constraints. A rigorous model of the process is used27

that is an extension of a previous model that has been
validated against experimental data.28 It should be
noted that the optimization problem requires discrete
decisions (selection of the initiators to include in the
initiator mixture and selection of the manipulated
variables), giving rise to a mixed-integer dynamic
optimization problem (MIDO). This is, in general, a very
difficult task for which efficient solution methods are
currently subject to intensive research. A few works
have recently been reported in chemical engineering
dealing with MIDO problems, with different solution
approaches.22,23,26,29-32 In this work, the resulting MIDO
problem is solved by means of the gPROMS/gOPT
v.2.2.3 package (Process Systems Enterprise Ltd.).

2. Mathematical Model

The process under study is the bulk free-radical
polymerization of styrene in semibatch reactors using
(possibly) a complex initiator mixture of different per-
oxides. The reactors have cooling jackets and an optional
heat supply. Once the monomer is preheated to the
initial reaction temperature (T0), the initiator mixture
is added. Therefore, we consider that the initial reacting
medium consists of the monomer and the initiator
mixture at T0. Peroxides can also be added during the
course of the reaction. The initiator system is a critically
important parameter in free-radical polymerization.
Through appropriate initiator selection, it is possible to
enhance reactor performance to increase production,

achieve certain molecular properties, or improve con-
trollability. Initiators of different functionalities have
been used for styrene polymerization. The superiority
of bifunctional initiators with respect to monofunctional
ones has been demonstrated,33-42 as they allow high
molecular weights and high polymerization rates to be
achieved simultaneously. However, some authors have
analyzed the possibility of using different mixtures of
bifunctional and monofunctional initiators,39 with prom-
ising results.

A previous kinetic scheme describing the bulk polym-
erization of styrene with an asymmetric bifunctional
initiator27 has been slightly modified to allow for the
possibility of using a mixture of mono- and bifunctional
initiators under batch or semibatch operation. In addi-
tion, heat balances for the reaction mixture and the
cooling jacket have been added. The previous model
provided a good representation of experimental data.27

The kinetic steps of the new model are listed in Table
1.

This is a rather complex kinetic mechanism that leads
to 10 macromolecular species coexisting in the reaction
mixture: macroradicals Rn

•, Rn
•A, Rn

•B, and Rn
••; tem-

porary polymers Pn
A, Pn

B, Pn
AB, Pn

AA, and Pn
BB; and

permanent polymer Pn. The molecular properties that
we analyze in this work are the number- (Mn) and
weight- (Mw) average molecular weights of the overall
macromolecular species and the polydispersity index
(Pd), which are calculated according to eqs 1-3, respec-
tively

In these equations, the superscript γ is one of •, •A, •B,
and ••; the superscript λ is one of A, B, AB, AA, BB,
and permanent polymer (no superscript). Mmon is the
monomer molecular weight, Ya

γ and Ma
λ are the ath-

(a ) 0, 1, 2) order moments of the macroradical and
polymer molecular weight distributions, respectively,
which are defined as

To calculate these moments, mass balance equations
must be set up for all macroradical and polymer species.
Then, these equations are transformed to obtain balance
equations for Ya

γ and Ma
λ. Details about this procedure

can be found in Asteasuain et al.27 The resulting
moment balances are presented in Tables 2 and 3. They
are solved together with the mass balances for mono-
mer, peroxide initiators, and initiation radicals, pre-
sented in Table 4. The rate of change of the reaction
mixture volume (V) is also described in this table.

Mn ) Mmon
∑Y1

γ + ∑M1
λ

∑Y0
γ + ∑M0

λ
(1)

Mw ) Mmon
∑Y2

γ + ∑M2
λ

∑Y1
γ + ∑M1

λ
(2)

Pd )
Mw

Mn
(3)

Ya
γ ) ∑

n)1

∞

naRn
γ

Ma
λ ) ∑

n)1

∞

naPn
λ (4)
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A gel effect correlation43 for bulk styrene polymeri-
zation is used to account for the diffusion-controlled
termination reactions at high monomer conversion. This
correlation is shown in Table 5, together with the
equation we propose for the initiation efficiency.

Perfect mixing is assumed for the reaction mixture
and the cooling jacket. The resulting energy balances
are shown in Table 5. In the energy balance equation
for the reaction mixture, the enthalpy of the initiator
inlet flows has been neglected because these flows are
very small in comparison to the total mass of the
reaction medium. It is important to remark that the
dependence of the density44 and specific heat45 of the

reaction mixture on temperature and/or conversion is
considered in this model. The corresponding equations
are also shown in Table 5. The reaction enthalpy,45

jacket fluid density, and specific heat46 values are
reported in Table 6.

As the polymerization proceeds, the reaction mixture
viscosity increases, causing a significant reduction in
the heat-transfer coefficient. Despite this, some authors
have used constant heat-transfer coefficients in their
models.47,48 In other works, the decrease of the heat-
transfer coefficient with conversion has been modeled
by means of different empirical correlations.28,49-51 In
this work, we proposed a linear dependence of hi on

Table 1. Kinetic Mechanism

Peroxide Decomposition Thermal Initiation

in initiators 3M 98
kdm

2R1
• + M′

IB 98
kdB

R• + R•A Propagation

IB 98
kdA

R• + R•B Rn
• + M 98

kp
Rn+1

• n ) 1, ..., ∞

IMA 98
kdA

2R• Rn
•A + M 98

kp
Rn+1

•A n ) 1, ..., ∞

IMB 98
kdB

2R• Rn
•B + M 98

kp
Rn+1

•B n ) 1, ..., ∞

in initiation radicals Rn
•• + M 98

2kp
Rn+1

•• n ) 1, ..., ∞

R•A 98
kdA

R• + R•• Chain Transfer to Monomer

R•B 98
kdB

R• + R•• Rn
• + M 98

kfm
Pn + R1

• n ) 1, ..., ∞

in macroradicals Rn
•A + M 98

kfm
Pn

A + R1
• n ) 1, ..., ∞

Rn
•A 98

kdA
R• + Rn

•• n ) 1, ..., ∞ Rn
•B + M 98

kfm
Pn

B + R1
• n ) 1, ..., ∞

Rn
•B 98

kdB
R• + Rn

•• n ) 1, ..., ∞ Rn
•• + M98

2kfm
Rn

• + R1
• n ) 1, ..., ∞

in temporary polymers Termination by Combination

Pn
A 98

kdA
R• + Rn

• n ) 1, ..., ∞ Rn
• + Rm

• 98
kt

Pn+m n, m ) 1, ..., ∞

Pn
B 98

kdB
R• + Rn

• n ) 1, ..., ∞ Rn
• + Rm

•A 98
kt

Pn+m
A n, m ) 1, ..., ∞

Pn
AB 98

kdA
R• + Rn

•B n ) 2, ..., ∞ Rn
• + Rm

•B 98
kt

Pn+m
B n, m ) 1, ..., ∞

Pn
AB 98

kdB
R• + Rn

•A n ) 2, ..., ∞ Rn
• + Rm

•• 98
2kt

Rn+m
• n, m ) 1, ..., ∞

Pn
AA 98

2kdA
R• + Rn

•A n ) 2, ..., ∞ Rn
•A + Rm

•A 98
kt

Pn+m
AA n, m ) 1, ..., ∞

Pn
BB 98

2kdB
R• + Rn

•B n ) 2, ..., ∞ Rn
•A + Rm

•B 98
kt

Pn+m
AB n, m ) 1, ..., ∞

Initiation by Peroxide Radicals Rn
•A + Rm

•• 98
2kt

Rn+m
•A n, m ) 1, ..., ∞

R• + M 98
ki

R1
• Rn

•B + Rm
•B 98

kt
Pn+m

BB n, m ) 1, ..., ∞

R•A + M 98
ki

R1
•A Rn

•B + Rm
•• 98

2kt
Rn+m

•B n, m ) 1, ..., ∞

R•B + M 98
ki

R1
•B Rn

•• + Rm
•• 98

4kt
Rn+m

•• n, m ) 1, ..., ∞

R•• + M 98
2ki

R1
••
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conversion that represents experimental data50 ap-
propriately. Considering that the dominant resistance
to heat transfer is internal, a linear dependence is also
obtained for the global heat-transfer coefficient (see
Table 5).

3. Process and Control System Design Variables

The design objective consists of minimizing the batch
time required to attain a given monomer conversion. At
the same time, the final product must fulfill certain
requirements with respect to the weight-average mo-
lecular weight (Mw) and polydispersity (Pd) ranges. The
process design variables include the starting initiator
mixture composition and initial concentration, the
initial reaction temperature, and the reactor geometry.
The control system design includes the optimal trajec-
tories of the feedforward controllers, the selection of the
optimal feedback control scheme from a control super-
structure, the temperature set point of the feedback
controller, and the tuning parameters of the feedback
controller

Initiator Mixture Composition and Initial Con-
centration. In this work, we propose the selection of
the optimum initiator mixture to accomplish a particu-
lar design objective. This involves deciding which per-
oxides to include in the starting initiator mixture
(discrete decisions), and their initial concentrations. The
mixture should contain at least one out of three different
peroxides, one bifunctional (IB) and two monofunctional
(IMA and IMB). The bifunctional initiator is 4-(tert-
butylperoxycarbonyl-3-hexyl-6-[7-(tert-butylperoxycar-
bonyl)heptyl]cyclohexene, which contains two peroxide
groups (A and B).

Table 2. Balances of the ath Moments of Macroradicals

1
V

d(Ya
•V)

dt
) 2kdmM3 + kiR

•M + kdA
Ma

A + kdB
Ma

B +

kpM∑
j)0

a

(j
a)Yj

• - kpMYa
• + kfmM(Y0

• + Y0
•A + Y0

•B + 2Y0
••) +

kfmM(2Ya
•• - Ya

•) - ktYa
•(Y0

• + Y0
•A + Y0

•B + 2Y0
••) +

2kt∑
j)0

a

(j
a)Ya-j

•Yj
••

1
V

d(Ya
•AV)

dt
) kiR

•AM - kdA
Ya

•A + kdB
Ma

AB + 2kdA
Ma

AA +

kpM∑
j)0

a

(j
a)Yj

•A - kpMYa
•A - kfmMYa

•A - ktYa
•A(Y0

• + Y0
•A +

Y0
•B + 2Y0

••) + 2kt∑
j)0

a

(j
a)Ya-j

•AYj
••

1
V

d(Ya
•BV)

dt
) kiR

•BM - kdB
Ya

•B + kdA
Ma

AB + 2kdB
Ma

BB +

kpM∑
j)0

a

(j
a)Yj

•B - kpMYa
•B - kfmMYa

•B - ktYa
•B(Y0

• + Y0
•A +

Y0
•B + 2Y0

••) + 2kt∑
j)0

a

(j
a)Ya-j

•BYj
••

1

V

d(Ya
••V)

dt
) 2kiR

••M + kdA
Ya

•A + kdB
Ya

•B + 2kpM∑
j)0

a

(j
a)Yj

•• -

2kpMYa
•• - 2kfmMYa

•• - 2ktYa
••(Y0

• + Y0
•A + Y0

•B +

2Y0
••) + 2kt∑

j)0

a

(j
a)Ya-j

••Yj
••

s.t. Ya
γ (0) ) 0

Table 3. Balances of the ath Moments of Polymers

1

V

d(Ma
AV)

dt
) -kdA

Ma
A + kfmMYa

•A + kt∑
j)0

a

(j
a)Ya-j

•Yj
•A

1

V

d(Ma
BV)

dt
) -kdB

Ma
B + kfmMYa

•B + kt∑
j)0

a

(j
a)Ya-j

•Yj
•B

1

V

d(Ma
ABV)

dt
) -(kdA

+ kdB
)Ma

AB + kt∑
j)0

a

(j
a)Ya-j

•AYa
•B

1

V

d(Ma
AAV)

dt
) -2kdA

Ma
AA +

1

2
kt∑

j)0

a

(j
a)Ya-j

•AYj
•A

1

V

d(Ma
BBV)

dt
) -2kdB

Ma
BB +

1

2
kt∑

j)0

a

(j
a)Ya-j

•BYj
•B

1

V

d(MaV)

dt
) kfmMYa

• +
1

2
kt∑

j)0

a

(j
a)Ya-j

•Yj
•

s.t. Ma
λ(0) ) 0

Table 4. Mass Balances and Reaction Volume Equation

Monomer

1
V

d(MV)
dt

) -3kdmM3 - ki(R
• + R•A + R•B + 2R••)M -

kfmM(Y0
• + Y0

•A + Y0
•B + 2Y0

••) - kpM(Y0
• + Y0

•A +

Y0
•B + 2Y0

••) s.t. M(0) ) Mt)0

Initiators

1
V

d(IBV)
dt

) -(kdA
+ kdB

)IB +
FIB

V
s.t. IB(0) ) IB0

1
V

d(IMAV)
dt

) -kdA
IMA +

FIMA

V
s.t. IMA(0) ) IMA0

1
V

d(IMBV)
dt

) -kdB
IMB +

FIMB

V
s.t. IMB(0) ) IMB0

Initiation Radicals

1
V

d(R•AV)
dt

) fBkdB
IB - kdA

R•A - kiR
•AM

1
V

d(R•BV)
dt

) fBkdA
IB - kdB

R•B - kiR
•BM

1
V

d(R••V)
dt

) fB(kdA
R•A + kdB

R•B) - 2kiR
••M

1
V

d(R•V)
dt

) fB[(kdA
+ kdB

)IB + kdA
R•A + kdB

R•B + kdA
(Y0

•A +

M0
A + M0

AB + 2M0
AA) + kdB

(Y0
•B + M0

B + M0
AB +

2M0
BB)] + 2fMAkdA

IMA + 2fMBkdB
IMB - kiR

•M

s.t. R•A(0) ) R•B(0) ) R•(0) ) R••(0) ) 0

Reaction Mixture Volume

dV
dt

) - ε

Mt)0

d(MV)
dt

s.t. V(0) ) V0
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Peroxide group A presents a much slower decomposi-
tion rate than peroxide group B as a result of their
different decomposition kinetic constants (see Table 6).
For simplicity, the monofunctional initiators are as-
sumed to be two hypothetical peroxides whose labile
groups have decomposition rate constants equal to those
of peroxide group A and peroxide group B, respectively,
of the bifunctional initiator. As posed, the model can be

easily extended to include any number of possible
components of the initiator mixture.

The possibility of including initiators IB, IMA, and/or
IMB in the initiator mixture is modeled by the equations
that specify their initial concentrations

where yB, yMA, and yMB are binary variables that take a
value of 1 if their associated initiators are selected and
0 otherwise. Notice that these equations reduce to IB0,
IMA0, or IMB0 ) 0 if the corresponding binary variable is
set to 0. An additional equation is added to specify that
at least one initiator must be selected

Reactor Geometry. It is desired to find optimum
reactor dimensions, i.e., reactor length and diameter,
and reactor jacket volume. It is assumed that the reactor
is a cylindrical vessel, with initial volume V0 and heat-
transfer area A given by eqs 9 and 10, respectively

A constant transfer area is assumed. Preliminary
simulations with the process model indicated that this
is a reasonable assumption, although this reaction
exhibits volume contraction. Moreover, because we are
considering a stirred reactor, the transfer area reduction
becomes less important.

Two different reactor sizes are analyzed to study
scale-up effects: a laboratory reactor of V0 ) 1 L and
an industrial reactor of V0 ) 5 m3. Any given value of
V0 can be obtained with various combinations of reactor
diameter D and height L, which results in different
transfer areas according to eqs 9 and 10. As the transfer
area plays a key role in reactor controllability,28 it is
important to find optimum values of D and L. The
resulting dimensions must satisfy the constraint

Finally, to obtain reasonable dimensions for the
cooling jacket, it must be verified that

for the laboratory reactor and

for the industrial reactor.
Control System Design. Feedforward controllers

are used to keep the final Mw, Pd, and conversion within
their constraints. Feedback and/or feedforward control-
lers are employed for reactor temperature control. All
of the controllers are designed during the optimization
process.

Table 5. Energy Balances and Model Correlationsa

Reaction Mixture Temperature ref

dT
dt

)
(-∆H)

FCp
kpM(Y0

• + Y0
•A + Y0

•B + 2Y0
••) -

UA
FVCp

(T - Tj) + H
FVCp

s.t. T(0) ) T0

Jacket Temperature

dTj

dt
)

Qj

Vj
(Tje - Tj) - UA

FjVjCpj
(Tj - T)

s.t. Tj(0) ) Tj0

Density of the Reaction Mixture

F(g L-1) ) 1174 - 0.918T + (75.3 +

0.313T) ∑Y1
γ + ∑M1

λ

M + ∑Y1
γ + ∑M1

λ

44

Specific Heat of the Reaction Mixture
Cp(J g-1 K-1) ) 1.938 - 3.77 × 10-3T + 1.05 × 10-5T 45

Dependence of the Heat-Transfer Coefficient on Conversion
U ≈ hi ) hi,0(1 - 0.7x)

Gel Effect Correlation

g ≡ kt

kt0
) exp[-2(Bx + Cx2 + Dx3)] 43

B ) 2.57 - 5.05 × 103T 28
C ) 9.56 - 1.76 × 10-2T 28
D ) -3.03 + 7.85 × 10-3T 28

Initiator Efficiency

fB ) fMA ) fMB ) 0.6807 - 18.2(IB0 +
IMA0

2
+

IMB0

2 )
a T in Kelvin.

Table 6. Kinetic Parameters and Initial Conditionsa

Kinetic Constants ref
kdA 1.04 × 1015 exp(-33500/RT) s-1 28
kdB 8.06 × 1013 exp(-29800/RT) s-1 28
kdm 2.190 × 105 exp(-27440/RT) s-1 28
kp 1.051 × 107 exp(-7060/RT) L mol-1 s-1 28
kt0 1.260 × 109 exp(-1680/RT) s-1 28
ki ≈ kp 28
kfm 7.807 × 106 exp(-12940/RT) s-1 28

Initial Conditions
V0 1 L, 5000 L
Mt)0 8.728 mol L-1 28

Other Parameters
ε -0.147 28
IB0,min ) IMA0,min )

IMB0,min

0.001 mol L-1

IB0,max ) IMA0,max )
IMB0,max

0.01 mol L-1

∆H -69919.56 J mol-1 45
Fj 1000 g L-1

Cpj 4.1774 J g-1 K-1 46
hi,0 418 W K-1 m-2

a R in cal/(mol K), T in Kelvin.

IB0,minyB e IB0 e IB0,maxyB (5)

IMA0,minyMA e IMA0 e IMA0,maxyMA (6)

IMB0,minyMB e IMB0 e IMB0,maxyMB (7)

yB + yMA + yMB g1 (8)

V0 ) π
4

D2L (9)

A ) πDL + π
4

D2 (10)

1/3 e
D
L

e 2 (11)

Vj g 0.1 L (12)

Vj g 0.15 m3 (13)
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The control variables of the feedforward controllers
of Mw, Pd, and conversion are the inlet flows of the three
peroxides to be added during the reaction (bifunctional,
monofunctional A, and monofunctional B). These per-
oxides might be different from the ones present in the
initial mixture. Their inlet flow rates FIB(t), FIMA(t), and
FIMB(t) are calculated as optimal piecewise-constant
trajectories to minimize the objective function. These
optimal trajectories are the corresponding feedforward
controllers’ actions.

Although the cooling jacket flow rate is usually
manipulated for temperature control,47 the coolant inlet
temperature has also been used.4,28,49 Hence, a control
superstructure for a classical proportional-integral (PI)
controller is proposed in which both alternatives are
taken into account. Figure 1 presents that superstruc-
ture. In this figure, T is the reactor temperature, and
Qj and Tje are the coolant flow rate and inlet tempera-
ture, respectively. The binary variable yc1 takes a value
of 1 if Tje is selected as the manipulated variable and 0
otherwise. The same applies to the binary variable yc2
associated with Qj. The temperature set point (Tset) for
the controllers is considered to be a time-varying control
variable that is optimized as a series of piecewise-con-
stant values. The design problem also involves optimiz-
ing the controller tuning parameters ([KTje,τTje] or [KQj,τQj]),
the nominal value of the manipulated variable (Tjen or
Qjn), and the time-invariant value of the variable that
is not selected to be manipulated (Tje or Qj).

The control superstructure for the PI controller is
modeled by the following equations

KTje and τTje are the gain and time constant, respectively,
of the controller that manipulates Tje, and KQj and τQj

are the gain and time constant, respectively, of the
controller that manipulates Qj. Notice that, if Tje or Qj
is not selected as the manipulated variable (yc1 ) 0 or
yc2 ) 0), the unselected variable becomes equal to the
corresponding time-invariant value Tjen or Qjn, respec-
tively. The initial conditions for this set of equations are

which imply that, at t ) 0, T ) Tset, Tje ) Tjen, and Qj )
Qjn. Notice that T ) Tset at the initial time means that

the initial reaction temperature, T0, which is part of the
process design, becomes equal to the initial value of the
optimization variable Tset.

As Tje and Qj cannot be chosen simultaneously as the
manipulated variable, the following integer constraint
is considered

An additional feedforward controller for temperature
control is designed when the process has an extra heat
supply. This additional controller’s action is the trajec-
tory for the heat supply, which is optimized as a series
of piecewise-constant values.

4. Product Specifications and Process
Constraints

It is desired to achieve a monomer conversion of at
least 90%. At the same time, the product must satisfy
certain quality requirements in terms of its weight-
average molecular weight and polydispersity index.
That is

These values were selected within the ranges commonly
reported for styrene polymerization.

In a previous work, we addressed the mathematical
modeling of this polymerization system, including vali-
dation against experimental data.27 In that work, the
bifunctional peroxide was the only initiator, and perfect
isothermal operation was considered. We studied eight
different combinations of initiator concentrations and
temperatures, up to a batch time of 400 min. Table 7
shows simulation results for the eight sets of operating
conditions, in terms of the product properties and
process yield. Model parameters and remaining process
conditions not shown in Table 7 can be found in ref 27.
It can be seen that the product specifications required
in the present study were simultaneously fulfilled before
the final batch time in only one case. The process design
obtained in the present work should reduce, if possible,
the batch time needed to satisfy product demands.

Minimum and maximum values of the initiator con-
centrations shown in Table 6 were selected to keep
process variables approximately in the ranges used in
the model validation.27

The same reason motivated the selection of appropri-
ate bounds on the reaction mixture temperature and the

Figure 1. PI control superstructure.

Tje ) Tjen + yc1KTje(e + 1
τTje

IE) (14)

Qj ) Qjn + yc2KQj(e + 1
τQj

IE) (15)

e ) Tset - T (16)

d(IE)
dt

) e (17)

e(0) ) 0
(18)

IE(0) ) 0

Table 7. Simulation Results Using Our Previous
Model27 a

IB0
(mol/L)

T
(°C)

batch time
(min) x Mw Pd

0.0042 80 400 0.35 317900 1.71
90 400 0.71 387600 2.00

100 328 0.90 427000 2.17
110 400 1.00 406400 2.12

0.0084 80 400 0.50 281100 1.72
90 400 1.00 348500 2.03

100 400 1.00 339800 2.15
110 400 1.00 339500 2.16

a The values in bold represent the single case in which the
product specifications were satisfied before the final batch time.

yc1 + yc2 e 1 (19)

x(tf) g 0.9 (20)

420000 e Mw(tf) e 490000 (21)

Pd(tf) e 3 (22)
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temperature set point for the controller. These variables
must be confined to the ranges

Constraints such as those shown in eq 24, which must
be satisfied at every time t during the reaction, are dealt
with by converting them into end-point constraints, that
is, constraints that must be satisfied only at the final
time, as described by eqs 25 and 26

We employ the procedure developed by Bansal et al.19

to track the maximum (or minimum) value over time
of the variable on which the path constraint was
defined, which results in eqs 27-30.

Water at atmospheric pressure was selected (in
principle) as the jacket fluid. Thus, its temperature
should not be higher than 100 °C. To maintain a safety
margin, the following constraint must be satisfied

This constraint is also converted to the end-point
constraint shown in eq 32

The application of the procedure of Bansal et al.19

leads to the following equation that tracks the values
of Tj,max along the reaction time

We assume that the cooling water inlet temperature
(Tje) cannot be colder than 7 °C. However, eq 14, which
represents the feedback controller action on Tje, might
yield values beyond this limit. To avoid violations on
this bound, Tje can be represented by

where Tje,FB is the feedback controller action on the
coolant inlet temperature (eq 14). We propose eq 36 to
smoothly approximate eq 35.

Minimum and maximum pump capacities determine
that

for the laboratory reactor and

for the industrial reactor.

5. Optimization Problem Formulation

The simultaneous design and control problem can be
posed as follows

where hd is the set of differential equations (eqs 17, 29,
31, and 35 and the differential equations in Tables 2-5);
ha is the set of algebraic equations (eqs 1-3, 9, 10, 14-
16, and 36 and the algebraic equations in Table 5;
kinetic constant equations in Table 6; and monomer
conversion definition); h0 is the set of initial conditions;
ge is the set of end-point inequalities [eqs 20-22, 25,
and 26 (and 32 if applicable)]; gq is the set of time-
invariant inequalities [eqs 5-7, 11-13, and 37 (or 38)];
gy is the set of pure integer inequalities (eqs 8 and 19);
ulo and uup are the sets of lower and upper bounds,
respectively, on the manipulated variables; and dlo and
dup are the sets of lower and upper bounds, respectively,
on the design variables. In addition d represents the
design variables (IB0, IMA0, IMB0, L, Vj, Tjen, KTje, τTje, Qjn,
KQj, τQj), y represents the binary variables (yB, yMA, yMB,
yc1, yc2), xd(t) represents the differential state variables
(Ya

γ, Ma
λ, M, R•A, R•B, R•, R••, IB, IMA, IMB, V, T, Tj, Tmax,

Tmin, Tj,max), u(t) represents the manipulated (control)
variables (FIB, FIMA, FIMB, Tset, H), xa(t) represents the
algebraic variables (all other variables), and p repre-
sents the model parameters (hi,0, V0, Mt)0, ∆H, Fj, Cpj,

80 °C e Tset(t) e 110 °C (23)

80 °C e T(t) e 110 °C (24)

Tmax(tf) e 110 °C (25)

Tmin(tf) g 80 °C (26)

dTmax

dt
) 1

4
{1 + tanh[106(T - Tmax)]}[1 + tanh

(106 dT
dt )]dT

dt
(27)

s.t. T(0) - Tmax(0) ) 0 (28)

dTmin

dt
) 1

4
{1 - tanh[106(T - Tmin)]}[1 - tanh

(106 dT
dt )]dT

dt
(29)

s.t. T(0) - Tmin(0) ) 0 (30)

Tj(t) e 95 °C (31)

Tj,max(tf) e 95 °C (32)

dTj,max

dt
) 1

4
{1 + tanh[106(Tj - Tj,max)]}[1 + tanh

(106 dTj

dt )] dTj

dt
(33)

s.t. Tj(0) - Tj,max(0) ) 0 (34)

Tje ) max(Tje,FB, 7) (35)

Tje ) 0.5{(Tje,FB - 7) tanh[103(Tje,FB - 7)] +
Tje,FB + 7} (36)

1 L
min

e Qjn e 10 L
min

(37)

90 L
min

e Qjn e 2500 L
min

(38)

final batch time ) min
d,y,u(t)

tf

s.t.

hd(x̆d(t),xd(t),xa(t),u(t),d,p) ) 0

ha(xd(t),xa(t),u(t),d,y,p) ) 0

h0(x̆d(0),xd(0),xa(0),u(0),d,y,p) ) 0
(39)

ge(xd(tf),xa(tf)) e 0

gq(d,y,p) e 0

gy(y) e 0

ulo e u(t) e uup

dlo e d e dup

y ∈ {0, 1}5
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preexponential factors and activation energies of kinetic
constants, ε, IB0,min, IMA0,min, IMB0,min, IB0,max, IMA0,max,
IMB0,max).

Equation 39 represents a MIDO problem. It should
be noted that the differential-algebraic equation (DAE)
system is a stiff, highly coupled and nonlinear system
that turns the solution of the MIDO problem into a
rather challenging task. Furthermore, because the
system involves a polymerization reactor, it will be ill-
conditioned because of the presence of very small and
very large moments that describe the molecular weight
distribution.

6. MIDO Problem Solution

The gPROMS v2.2.3 package (Process Systems En-
terprise Ltd.) was used to solve the MIDO problem. The
solution approach used by this software consists of the
following features (i) A control vector parametrization
expresses all time-varying optimization variables in
terms of a finite set of time-invariant parameters. (ii)
A mixed-integer nonlinear problem (MINLP) solver
determines the optimal values of the optimization
variables. (iii) A DAE solver is used to determine the
values of all other variables, for any given set of the
optimization variables, at the end of the time horizon.

gPROMS employs an OAERAP (outer approximation,
equality relaxation, augmented penalty) solver 52-54 for
the solution of the MINLP problem. Briefly, this is an
iterative procedure in which the MINLP problem is
decomposed into a “master” problem and a “primal”
subproblem. In the latter, discrete variables remain
fixed at their current values, and a nonlinear problem
(NLP) solver is used to find the optimal values of the
continuous optimization variables. In the master prob-
lem, the objective function and constraints carried out
at the solutions of all continuous problems solved so far
are linearized, and a mixed-integer linear problem
(MILP) is solved, providing optimal values of both
discrete and continuous optimization variables. The new
values of the discrete variables are then used to solve
the primal problem again, and the process is repeated
until convergence is achieved.

To address the ill-conditioning of the problem, the
scaling tool provided by the gPROMS solver was used
on the optimization variables.

As was previously mentioned, solving MIDO optimi-
zation problems is a challenging task, particularly in
the face of some complicating aspects involved in
mathematical models of polymerization systems. Nev-
ertheless, the software used allowed this difficult prob-
lem to be solved efficiently and reasonably free of
trouble. As it is customary in this type of problem, an
initial trial-an-error procedure had to be performed until
a starting point was found. However, this was not too
difficult as the starting point did not need to be too close
to the optimal point for convergence to be achieved.
Moreover, even when the optimization failed, the pro-
gram provided information about the values of all
optimization variables and constraints for the best
available point obtained up to that moment, which
proved to be of great help in improving the starting
point.

7. Results and Discussion

Case A Design Problem. The simultaneous design
and control problem as described before was considered

for the laboratory-scale reactor without heat supply
(H ) 0). It involved 20 optimization variables, of which
5 are binary (yB, yMA, yMB, yc1, yc2), 11 are time-invariant
(design variables IB0, IMA0, IMB0, L, Vj, Tjen, KTje, τTje, Qjn,
KQj, τQj), and 4 are time-varying (manipulated variables
FIB, FIMA, FIMB, Tset). The time horizon was divided into
four time intervals to calculate optimal piecewise-
constant profiles for the time-varying decision variables,
namely, the temperature set point (Tset) and the inlet
flows of the initiators FIB, FIMA, and FIMB. The optimizer
calculated the optimal length of each time interval. Each
of these intervals might take values from zero to the
total batch time, subject to the condition that they
should add up to the total batch time. The number of
time intervals was fixed, but because the lengths in
some could be zero, in practice, there could be fewer, so
it was not necessary to consider a number of intervals
greater than four.

Table 8 reports the optimization results. The mini-
mum batch time is 352 min. With our previous model,27

we had obtained a shorter batch time that satisfied
product specifications (see Table 7). However, in that
case, the cooling system was different. It was assumed
that an oil bath permitted isothermal operation at
temperatures equal to and higher than 100 °C. As we
show later, cooling fluid constraints play a key role in
the behavior of this process.

It is interesting to note that the best policy for the
peroxide inlet flows consists of no peroxide injection,
that is, to operate the reactor in batch mode. Moreover,
the optimally selected starting initiator mixture in-
cludes the bifunctional initiator only. As mentioned
before, previous works have demonstrated the superior-
ity of bifunctional initiators to monofunctional mixtures,
but the performance of the combination of the two types
of peroxides is not obvious and might depend on the
features of the process at hand. Figure 2 depicts the
initiator concentration profile. Note that the peroxide
is used efficiently, as almost no initiator is present at
the end of the reaction.

Figures 3-5 show the conversion, weight-average
molecular weight, and polydispersity profiles, respec-
tively. As can be observed, the product specifications are
satisfied at the final batch time. The monomer conver-
sion and Mw at the final time lie at their lower permitted

Table 8. Optimal Process and Control Structure Design

objective function: final batch time (tf) 352 min
reactor dimensions

length 0.69 dm
diameter 1.36 dm
area 4.39 dm2

cooling jacket volume 1 L
reaction mixture initial temperature

T0 ) Tset(0) 95 °C
initiator mixture

yB 1
yMA 0
yMB 0
IB0 0.00369 mol/L
IMA0 0
IMB0 0

initiator inlet flows
FIB(t) 0
FIMA(t) 0
FIMB(t) 0

feedback control structure
yc1 0
yc2 0
Tjen 94.8 °C
Qjn 10 L/min
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values. This is an expected result, given that reducing
batch time will reduce Mw and conversion. On the other
hand, polydispersity is far from its upper bound.

The results in Table 8 indicate, surprisingly, that it
is best not to incorporate any feedback loop to control
the reactor temperature (yc1 ) 0, yc2 ) 0). The possible
manipulated variables, Tje and Qj, are then set to time-
invariant values (Tjen and Qjn, respectively), according
to eqs 14 and 15. Figure 6 shows the reactor and jacket
fluid temperatures. It can be observed that the temper-
ature constraints are satisfied over the whole time
horizon. Note that the cooling fluid temperature is

almost constant at its maximum permitted value. In
contrast, the reaction mixture temperature is far from
its lower and upper bounds of 80 and 110 °C, respec-
tively. The profile of this process variable also experi-
ences very small variations, although no control action
is being taken.

Table 9 lists the values of the constraint equations
at the optimal point. It can be observed that the
maximum jacket fluid temperature (eq 32) is, actually,
an active constraint. In addition, the reactor dimensions
found by the optimizer (see Table 8) result in a transfer
area that is the minimum for a cylindrical vessel of 1
L. This information suggests that the optimizer deter-
mined a design such that the process can operate at the
highest temperature compatible with the restriction
imposed on the jacket temperature. To verify this
conclusion, a second optimization run was performed
in which the cooling fluid temperature constraint was
not included. This would be the case if other coolants
that can be used at higher temperatures, such as
pressurized water, glycol mixtures, or Dowtherm, had
been selected. (If a coolant other than water is selected,
its specific physical properties should be considered, but
because we are only interested in the effect of the
maximum temperature restriction, we continue to use
physical properties of water.) This design problem is
called case B.

Case B Design Problem. Table 10 presents the
optimal process and control design for case B. Table 11
shows the values of the constraint equations at the
optimal point.

The minimum batch time in this case is 274 min. This
means reductions of 22% with respect to the previous

Figure 2. Bifunctional initiator concentration profiles for the
different design cases: s case A, - - - case B, -+- case C,
- - - case D.

Figure 3. Conversion profiles for the different design cases: s
case A, - - - case B, -+- case C, - - - case D.

Figure 4. Weight-average molecular weight profiles for the
different design cases: s case A, - - - case B, -+- case C,
- - - case D.

Figure 5. Polydispersity profiles for the different design cases:
s case A, - - - case B, -+- case C, - - - case D.

Figure 6. Temperature profiles for the case A design problem:
- - - reactor temperature, s jacket fluid temperature, - - - jacket
fluid inlet temperature.
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case and of 16% with respect to the batch time obtained
in our previous work.27 As in case A, no feedback loop
is selected to control the reactor temperature. Neverthe-
less, the reactor operates almost isothermally, as Figure
7 illustrates. In fact, the temperature profiles are
similar to those of case A, but displaced to higher levels.
Now, the maximum reactor temperature is an active
bound (see also eq 25 in Table 11).

The reactor transfer area is no longer the minimum
possible area. This is an expected result because, with
no upper bound on the jacket temperature, there is now
no need to minimize the transfer area to allow the
reactor temperature to be increased. This can now be
achieved with a higher jacket temperature. This pos-
sibility allows for operation at a higher temperature
range than in case A, reducing the necessary batch time.

From a practical point of view, the optimal selection
for the initiator mixture includes, again, only the
bifunctional peroxide in terms of both the initial con-

centrations in the reactor and the inlet flows (see Table
10). However, it can be seen that the optimization result
yielded a nonzero flow of monofunctional initiator A at
a certain time in the reaction. As shown later, this
addition can be neglected. Figure 2 depicts the bifunc-
tional initiator profile. The breaks in the curve clearly
show the effect of the changes in the inlet flow. As in
case A, no peroxide is present at the end of the reaction.
The total amount of peroxide used was found to be
0.00220 mol in case B, compared to 0.00369 mol in case
A. This amounts to a reduction of approximately 40%
in the total peroxide used. The above quantities were
calculated as the sum of the peroxide initially present
and that added during the reaction.

The optimization results presented in Table 10 indi-
cate that the monofunctional initiator A is added during
a very short time of 1 min, corresponding to the third
time period. The total number of moles of this initiator
added is only 1.60 × 10-7, which is negligible in
comparison with the total amount of 0.00220 mol of
peroxide used. Something similar occurs with the
amount of bifunctional peroxide added in the third time
period. To confirm that it is not necessary to make these
additions, a simulation was performed with the case B
optimal design features, but omitting peroxide addition
after 94.7 min. As expected, equivalent results were
obtained that differed by less than 0.1%.

Figures 3-5 illustrate the conversion, weight-average
molecular weight, and polydispersity profiles. It is
possible to observe that the product specifications are
reached in a shorter time because of the relaxation of
the upper limit of the jacket temperature.

Case C Design Problem. A design modification was
analyzed for the case A design problem that consisted

Table 9. Constraint Values at the Optimal Solution of the Case A Design Problem

constraint value

eq 11 1/3 e D/L e 2 1/3 e 1.97 e 2
eq 12 Vj g 0.1 L 1 L g 0.1 L
eq 37 1 L/min e Qjn e 10 L/min 1 L/min e 10 L/min e 10 L/min
eq 25 Tmax(tf) e 110 °C 98 °C e 110 °C
eq 26 Tmin(tf) g 80 °C 95 °C g 80 °C
eq 32 Tj,max(tf) e 95 °C 95 °C e 95 °C
eq 20 x(tf) g 0.9 0.9 g 0.9
eq 21 420000 g/mol e Mw(tf) e 490000 g/mol 420000 g/mol e 420000 g/mol e 490000 g/mol
eq 22 Pd(tf) e 3 2.1 e 3
eq 5 yB0.001 mol/L e IB0 e yB0.01 mol/L 0.001 mol/L e 0.00369 mol/L e0.01 mol/L
eq 6 yMA0.001 mol/L e IMA0 e yMA0.01 mol/L 0 mol/L e 0 mol/L e 0 mol/L
eq 7 yMB0.001 mol/L e IMB0 e yMB0.01 mol/L 0 mol/L e 0 mol/L e0 mol/L
eq 8 yB + yMA + yMB g 1 1 g 1
eq 19 yc1 + yc2 e 1 0 e 1

Table 10. Optimal Process and Control Structure Design

objective function: final batch time (tf) 274 min
reactor dimensions

length 2.25 dm
diameter 0.75 dm
area 5.77 dm2

cooling jacket volume 0.19 L
reaction mixture initial temperature

T0 ) Tset(0) 108.7 °C
initiator mixture

yB 1
yMA 0
yMB 0
IB0 0.001 mol/L
IMA0 0
IMB0 0

initiator inlet flows
0 e t e 32.7min

FIB(t) 1.27 × 10-5 mol/min
FIMA(t) 0
FIMB(t) 0

32.7 min < t e 94.7 min
FIB(t) 1.26 × 10-5 mol/min
FIMA(t) 0
FIMB(t) 0

94.7 min < t e 95.7 min
FIB(t) 5.80 × 10-7 mol/min
FIMA(t) 1.60 × 10-7 mol/min
FIMB(t) 0

t > 95.7 min
FIB(t) 0
FIMA(t) 0
FIMB(t) 0

feedback control structure
yc1 0
yc2 0
Tjen 107 °C
Qjn 1.16 L/min

Figure 7. Temperature profiles for the case B design problem:
- - - reactor temperature, s jacket fluid temperature, - - - jacket
fluid inlet temperature.
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in adding a heat supply to the reactor. This combination
of heat load-reactor cooling has been used in experi-
mental works dealing with styrene polymerization.50

The heat supply to the reactor is considered to be
manipulated by a feedforward controller. An optimal
heat load profile [H(t)] must now be determined as part
of the reactor design.

The optimal process and control design for case C is
shown in Table 12, and the values of the constraint
equations at the optimal point can be found in Table
13. It is interesting to see that the heat addition reduces
the minimum batch time by 50 min with respect to case
A. As Figure 8 illustrates, the jacket temperature lies
almost at its upper bound during the whole reaction,
as in case A, so as to allow the highest possible reactor
temperature. However, with the added heat, the reactor
temperature can reach higher levels, thus reducing the
necessary reaction time. Another consequence of the
heat addition is that it is no longer necessary to
minimize heat transfer as in case A. That is why the
transfer area is now greater than the minimum area,
as Table 12 shows.

Only the bifunctional initiator, as in cases A and B,
is used in the initial initiator mixture. An addition of
the bifunctional initiator is employed at the early stages
of the reaction. It is interesting to see that, unlike the
previous cases, an addition of the monofunctional initia-
tor B together with the bifunctional initiator is employed
(see Table 12). However, the period of peroxide addition
is very short and their flow rates are very low. Figures
2 and 9 depict the bifunctional and monofunctional B
initiator profiles, respectively. It can be seen that both
peroxides are completely consumed in the reaction. The
amount of initiator used is greater than in case B, but
smaller than in case A. It can easily be calculated that
the bifunctional initiator consumption is 0.00302002
mol, while the monofunctional B initiator consumption
is 3.5 × 10-8 mol.

The total amount of initiators added during the
reaction is insignificant, on the order of 10-8 mol. A
similar situation was found in case B with the addition
of peroxides in the third time interval. Again, to confirm

Table 11. Constraint Values at the Optimal Solution of the Case B Design Problem

constraint value

eq 11 1/3 e D/L e 2 1/3 e 1/3 e 2
eq 12 Vj g 0.1 L 0.19 L g 0.1 L
eq 37 1 L/min e Qjn e 10 L/min 1 L/min e 1.16 L/min e 10 L/min
eq 25 Tmax(tf) e 110 °C 110 °C e110 °C
eq 26 Tmin(tf) g 80 °C 108.7 °C g 80 °C
eq 20 x(tf) g 0.9 0.9 g 0.9
eq 21 420000 g/mol e Mw(tf) e 490000 g/mol 420000 g/mol e 420000 g/mol e 490000 g/mol
eq 22 Pd(tf) e 3 2.0 e 3
eq 5 yB0.001 mol/L e IB0 e yB0.01 mol/L 0.001 mol/L e 0.001 mol/L e 0.01 mol/L
eq 6 yMA0.001 mol/L e IMA0 e yMA0.01 mol/L 0 mol/L e 0 mol/L e 0 mol/L
eq 7 yMB0.001 mol/L e IMB0 e yMB0.01 mol/L 0 mol/L e 0 mol/L e 0 mol/L
eq 8 yB + yMA + yMB g 1 1 g 1
eq 19 yc1 + yc2 e 1 0 e 1

Table 12. Optimal Process and Control Structure Design

objective function: final batch time (tf) 302 min
reactor dimensions

length 1.32 dm
diameter 0.98 dm
area 4.83 dm2

cooling jacket volume 0.39 L
reacting mixture initial temperature

T0 ) Tset(0) 101 °C
initiator mixture

yB 1
yMA 0
yMB 0
IB0 0.00302 mol/L
IMA0 0
IMB0 0

initiator inlet flows
0 e t e 0.031 min

FIB(t) 6.55 × 10-7 mol/min
FIMA(t) 0
FIMB(t) 1.15 × 10-6 mol/min

t > 0.031 min
FIB(t) 0
FIMA(t) 0
FIMB(t) 0

heat load
0 e t e 0.031 min

H(t) 149 W
t > 0.031 min

H(t) 84 W
feedback control structure

yc1 0
yc2 0
Tjen 94.8 °C
Qjn 10 L/min

Figure 8. Temperature profiles for the case C design problem:
- - - reactor temperature, s jacket fluid temperature, - - - jacket
fluid inlet temperature.

Figure 9. Monofunctional B concentration profile for the case C
design problem.

Ind. Eng. Chem. Res., Vol. 43, No. 17, 2004 5243



that it is not necessary to make this negligible addition,
a simulation was performed with the case C optimal
design features but omitting peroxide addition after the
reaction start. Almost the same results were obtained,
presenting only negligible differences in the numerical
values of the calculated variables: for instance, tem-
perature values agree up to the third decimal place and
conversion up to the fifth decimal place.

As in the previous cases, no feedback control is
selected. Conversion, weight-average molecular weight,
and polydispersity profiles are similar to those obtained
for cases A and B, as can be seen in Figures 3-5.

Case D Design Problem. Table 14 presents the
results for the design of the industrial-size reactor,
called case D. Table 15 reports the constraint values at
the optimal point. Water is used as the refrigerant, so
eq 32 applies. Some coincidences can be found with
respect to the laboratory reactor design. For instance,
only the bifunctional initiator is used, with an initial

concentration similar to that used in case B. In addition,
the conversion and Mw lie at their lowest acceptable
values. On the other hand, significant differences appear
in this case. For instance, feedback temperature control
action is selected, for which Tje is chosen as the
manipulated variable. As pointed out by Kim,28 the
poorer heat removal of industrial reactors compared to
laboratory-scale reactors makes operation control much
more difficult in the former case. This observation is in
accordance with our result that the laboratory reactor
can be feasibly operated in an open loop whereas the
industrial reactor requires feedback control. Another
difference is that an extra flow of bifunctional initiator
is needed through most of the reaction time.

Figure 10 depicts the reactor temperature, reactor
temperature set point, manipulated variable (Tje), and
jacket fluid temperature trajectories corresponding to
the case D design. It can be seen that the reactor
operates almost isothermally at approximately 110 °C
(the reactor temperature upper bound), closely following
its set-point value. Because of the smaller heat-transfer
capacity of the industrial reactor, it is now possible to
operate at this temperature level without violating the
maximum jacket fluid temperature. Notice that the
average reactor temperature level is similar to that of
case B, which yielded a similar reaction time.

Another difference with respect to case A is that the
transfer area is no longer the minimum for the given
volume. Now, the transfer area is 5% larger than its
minimum possible value.

Figure 2 shows the peroxide concentration profile for
case D. As in the previous cases, no peroxide is present
at the end of the reaction. However, the initiator is more
rapidly consumed in this instance.

The conversion, average molecular weights, and poly-
dispersity present similar time profiles as in the previ-
ous cases (see Figures 3-5).

Table 13. Constraint Values at the Optimal Solution of the Case C Design Problem

constraint value

eq 11 1/3 e D/L e 2 1/3 e 0.75 e 2
eq 12 Vj g 0.1 L 0.39 L g 0.1 L
eq 37 1 L/min e Qjn e 10 L/min 1 L/min e 10 L/min e 10 L/min
eq 25 Tmax(tf) e 110 °C 110 °C e 110 °C
eq 26 Tmin(tf) g80 °C 101 °C g 80 °C
eq 32 Tj,max(tf) e 95 °C 95 °C e 95 °C
eq 20 x(tf) g 0.9 0.9 g 0.9
eq 21 420000 g/mol e Mw(tf) e 490000 g/mol 420000 g/mol e 420000 g/mol e 490000 g/mol
eq 22 Pd(tf) e 3 2.1 e 3
eq 5 yB0.001 mol/L e IB0 e yB0.01 mol/L 0.001 mol/L e 0.00302 mol/L e 0.01 mol/L
eq 6 yMA0.001 mol/L e IMA0 e yMA0.01 mol/L 0 mol/L e 0 mol/L e 0 mol/L
eq 7 yMB0.001 mol/L e IMB0 e yMB0.01 mol/L 0 mol/L e 0 mol/L e 0 mol/L
eq 8 yB + yMA + yMB g 1 1 g 1
eq 19 yc1 + yc2 e 1 0 e 1

Table 14. Optimal Process and Control Structure Design

objective function: final batch time (tf) 277 min
reactor dimensions

length 1.88 m
diameter 1.84 m
area 13.5 m2

cooling jacket volume 4.3 m3

reacting mixture initial temperature
T0 ) Tset(0) 102 °C

initiator mixture
yB 1
yMA 0
yMB 0
IB0 0.00238 mol/L
IMA0 0
IMB0 0

initiator inlet flows
0 e t e 5.6 min

FIB(t) 0
FIMA(t) 0
FIMB(t) 0

t > 5.6 min
FIB(t) 0.002mol/min
FIMA(t) 0
FIMB(t) 0

feedback control structure
yc1 1
yc2 0
Tjen 95 °C
KTje 12
τTje 13.95 min
Qjn 554 L/min
0 e t e 1.8 min

Tset(t) 102 °C
1.8 min e t e 5.6 min

Tset(t) 80 °C
t > 5.6 min

Tset(t) 109.5 °C

Figure 10. Temperature profiles for the case D design problem:
- - - reactor temperature, s jacket fluid temperature, - - - jacket
fluid inlet temperature, O temperature set point.
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8. Conclusions

Simultaneous process and control designs were per-
formed for industrial- and laboratory-scale semibatch
bulk styrene polymerization systems. The integration
of process and control system designs allowed optimum
process designs to be obtained that are also controllable
under the assumptions of no perturbations or model
uncertainty. Feasible operations have been guaranteed
in this way.

We showed the potential of the MIDO approach, as a
relatively new tool in polymerization engineering, to
uncover complex design and control decision interac-
tions and provide insight into an integrated design
methodology for industrial polymerization reactors.
Results in our work clearly show that the use of an
integrated and systematic methodology to incorporate
control decisions early into the design problem of
styrene polymerization reactors provides a better global
understanding of the system interactions, resulting in
an improved design and unit operation.

The MIDO approach permitted the achievement of an
optimum design in a single optimization run using a
comprehensive dynamic model of the process. The
rigorous dynamic simulation included in the solution
of the MIDO enables verification that process path and
end-point constraints are satisfied. Discrete decisions
such as the selection of initiators and the selection of
the manipulated variable for a PI controller, have been
successfully included in the optimization problem. The
gPROMS/gOPT package was effectively applied to solve
the mixed-integer dynamic optimization.

Optimal process and control system designs are
obtained for a laboratory reactor but with different
options for the control system (i.e., water as the coolant
in the first case, a high-temperature coolant in the
second, a heat supply in the third). Insight is gained by
seeing how the optimal process design is different in
each case, because of the influence of the different
options available to control it. In the industrial reactor
design, the control options available are the same as
for case A of the laboratory reactor. However, owing to
scale-up effects, a very different process and control
system design is obtained.

Comparison of the results obtained for the industrial
and laboratory reactors provides much insight into
potential scale-up problems. For the latter reactor,
optimal designs tended to minimize heat transfer
between reaction mixture and cooling fluid to keep the
temperature as high as possible, which reduces the
reaction time. In this way, use of a high-temperature
coolant or a heat supply helped to achieve a shorter

batch time. Laboratory-scale reactors could be optimally
operated without temperature control. In contrast, the
industrial reactor needed appropriate heat removal to
maintain feasible operation. Feedback temperature
control was included in the optimal design in this case,
with the coolant inlet temperature selected as the
manipulated variable for the PI controller.

The bifunctional initiator was selected instead of
monofunctional ones or mixtures of bi- and monofunc-
tional initiators in all design cases analyzed. However,
this result might be different for other lists of available
initiators.

All of the examples presented in this work show the
strong interaction that can exist between the process
design and control of polymerization reactors.

The design approach presented here can easily be
extended to other polymerization systems.
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Nomenclature

A ) transfer area
Cp ) specific heat of the reaction mixture
Cpj ) specific heat of the coolant
d ) set of design variables
D ) reactor inside diameter
dlo ) set of lower bounds on the design variables
dup ) set of upper bounds on the design variables
e ) error in the feedback temperature controller
fB ) efficiency of the bifunctional initiator
FIB ) molar inlet flow of peroxide IB

FIMA ) molar inlet flow of peroxide IMA

FIMB ) molar inlet flow of peroxide IMB

fMA ) efficiency of the monofunctional initiator with a
peroxide A group

fMB ) efficiency of the monofunctional initiator with a
peroxide B group

ge ) set of end-point inequalities
gq ) set of time-invariant inequalities
gy ) set of pure integer inequalities
H ) heat load
h0 ) set of initial condition equations
ha ) set of algebraic equations
hd ) set of differential equations
hi ) inside heat-transfer coefficient
hi,0 ) inside heat-transfer coefficient at zero conversion
IB ) bifunctional peroxide initiator
IB0 ) initial concentration of the bifunctional peroxide

initiator

Table 15. Constraint Values at the Optimal Solution of the Case D Design Problem

constraint value

eq 11 1/3 e D/L e 2 1/3 e0.98 e 2
eq 13 Vj g 0.15 m3 4.3 m3 g 0.15 m3

eq 38 90 L/min e Qjn e 2500 L/min 90 L/min e 554 L/min e 2500 L/min
eq 25 Tmax(tf) e 110 °C 110 °C e 110 °C
eq 26 Tmin(tf) g80 °C 101.5 °C g 80 °C
eq 32 Tj,max(tf) e 95 °C 95 °C e 95 °C
eq 20 x(tf) g 0.9 0.9 g 0.9
eq 21 420000 g/mol e Mw(tf) e 490000 g/mol 420000 g/mol e 420000 g/mole 490000 g/mol
eq 22 Pd(tf) e 3 2.1 e 3
eq 5 yB0.001 mol/L e IB0 e yB0.01 mol/L 0.001 mol/L e 0.00238 mol/L e 0.01 mol/L
eq 6 yMA0.001 mol/L e IMA0 e yMA0.01 mol/L 0 mol/L e 0 mol/L e 0 mol/L
eq 7 yMB0.001 mol/L e IMB0 e yMB0.01 mol/L 0 mol/L e 0 mol/L e 0 mol/L
eq 8 yB + yMA + yMB g 1 1 g 1
eq 19 yc1 + yc2 e 1 1 e 1
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IB0,max ) upper bound on the initial concentration of the
bifunctional peroxide initiator

IB0,min ) lower bound on the initial concentration of the
bifunctional peroxide initiator

IMA ) monofunctional initiator with a peroxide A group
IMA0 ) initial concentration of the monofunctional initiator

with a peroxide A group
IMA0,max ) upper bound on the initial concentration of the

monofunctional initiator with a peroxide A group
IMA0,min ) lower bound on the initial concentration of the

monofunctional initiator with a peroxide A group
IMB ) monofunctional initiator with a peroxide B group
IMB0 ) initial concentration of the monofunctional initiator

with a peroxide B group
IMB0,max ) upper bound on the initial concentration of the

monofunctional initiator with a peroxide B group
IMB0,min ) lower bound on the initial concentration of the

monofunctional initiator with a peroxide B group
IE ) integral of the error in the feedback temperature

controller
kdA ) kinetic constant for the peroxide A group decomposi-

tion reaction
kdB ) kinetic constant for the peroxide B group decomposi-

tion reaction
kdm ) kinetic constant for the monomer thermal initiation

reaction
kfm ) kinetic constant for the transfer to monomer reaction
ki ) kinetic constant for the initiation by peroxide radical

reaction
kp ) kinetic constant for the propagation reaction
kt ) kinetic constant for the termination reaction
kt0 ) kinetic constant for the termination reaction at zero

conversion
KTje ) gain of the controller that manipulates the coolant

inlet temperature
KQj ) gain of the controller that manipulates the coolant

flow rate
M ) monomer
Mmon ) monomer molecular weight
Ma

λ ) ath (a ) 0, 1, 2) moment of polymer species with
end-unit type λ

Mn ) number-average molecular weight
Mt)0 ) initial monomer concentration
Mw ) weight-average molecular weight
Pd ) polydispersity index
PI ) proportional integral
Pn

λ ) temporary polymer of chain length n with end-unit
type λ

Qj ) coolant flow rate
Qjn ) nominal value of the coolant flow rate
R• ) initiation radical with a single active center
R•A ) initiation radical with a single active center and an

undecomposed peroxide A group
R•B ) initiation radical with a single active center and an

undecomposed peroxide B group
R•• ) initiation radical with two active centers
Rn

γ ) macroradical of chain length n with end-unit type γ
t ) reaction time
tf ) final batch time
T ) reactor temperature
T0 ) initial reactor temperature
Tj ) jacket temperature
Tj0 ) initial jacket temperature
Tje ) coolant inlet temperature
Tjen ) nominal value of the coolant inlet temperature
Tje,FB ) feedback controller action on the coolant inlet

temperature
Tj,max(t) ) maximum value of the jacket temperature in the

interval [0, t]
Tmax(t) ) maximum value of the reactor temperature in the

interval [0, t]

Tmin(t) ) minimum value of the reactor temperature in the
interval [0, t]

Tset ) reactor temperature set point
U ) global heat-transfer coefficient
ulo ) set of lower bounds on the manipulated variables
uup ) set of upper bounds on the manipulated variables
u(t) ) set of manipulated variables
V ) reactor volume
V0 ) initial reactor volume
Vj ) jacket volume
x ) monomer conversion
y ) set of binary variables
yB ) binary variable associated with the use of the

bifunctional initiator in the starting initiator mixture
yc1 ) binary variable associated with the use of the coolant

inlet temperature as the manipulated variable for the
feedback controller

yc2 ) binary variable associated with the use of the coolant
flow rate as the manipulated variable for the feedback
controller

yMA ) binary variable associated with the use of the
monofunctional initiator with a peroxide A group in the
starting initiator mixture

yMB ) binary variable associated with the use of the
monofunctional initiator with a peroxide B group in the
starting initiator mixture

Ya
γ ) ath (a ) 0, 1, 2) moment of macroradical species with
end-unit type γ

Greek symbols

ε ) volume contraction factor
F ) reaction mixture density
Fj ) coolant density
∆H ) propagation reaction enthalpy
τTje ) time constant for the controller that manipulates the

coolant inlet temperature
τQj ) time constant for the controller that manipulates the

coolant flow rate

Superscripts

A ) end unit with an undecomposed peroxide A group
B ) end unit with an undecomposed peroxide B group
• ) end unit with a radical active center
•A ) one end unit with a radical active center and the other

with an undecomposed peroxide A group
•B ) one end unit with a radical active center and the other

with an undecomposed peroxide B group
•• ) two end units with radical active centers
γ ) end-unit type •, ••, •A, or •B
λ ) end-unit type A, B, AA, BB, AB, or permanent polymer

(no superscript)
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(39) González, I. M.; Meira, G. R.; Oliva, H. M. Synthesis of
Polystyrene with Mixtures of Mono- and Bifunctional Initiators.
J. Appl. Polym. Sci. 1996, 59, 1015.

(40) Dhib, R.; Gao, J.; Penlidis, A. Simulation of Free Radical
Bulk/Solution Homopolymerization Using Mono- and Bifunctional
Initiators. Polym. React. Eng. 2000, 8, 299.

(41) Cavin, L.; Rouge, A.; Meyer, Th.; Renken, A. Kinetic
Modeling of Free Radical Polymerization of Styrene Initiated by
the Bifunctional Initiator 2,5-Dimethyl-2,5-bis(2-ethyl hexanoyl
peroxy) hexane. Polymer 2000, 41, 3925.

(42) Benbachir, M.; Benjelloun, D. Investigation of Free Radical
Polymerization Using Diperoxyesters as Bifunctional Initiators.
Polymer 2001, 42, 7727.

(43) Hui, A. W.; Hamielec, A. E. Thermal Polymerization of
Styrene at High Conversions and Temperatures. An Experimental
Study. J. Appl. Polym. Sci. 1972, 16, 749.

(44) Agarwal, S. S.; Kleinstreuer, C. Analysis of Styrene
Polymerization in a Continuous Flow Tubular Reactor. Chem. Eng.
Sci. 1986, 41, 3101.

(45) Prasad, V.; Schley, M.; Russo, L. P.; Bequette, B. W.
Product Property and Production Rate Control of Styrene Polym-
erization. J. Process Control 2002, 12, 353.

(46) Perry, R. H.; Green, D. W. Perry’s Chemical Engineer’s
Handbook; McGraw-Hill: New York, 1997.

(47) Russo, L. P.; Bequette, B. W. Operability of Chemical
Reactors: Multiplicity Behaviour of a Jacketed Styrene Polymer-
ization Reactor. Chem. Eng. Sci. 1998, 53, 27.

(48) Freitas Filho, I. P.; Biscaia, E. C., Jr.; Pinto, J. C. Steady-
State Multiplicity in Continuous Bulk Polymerization Reactorss
A General Approach. Chem. Eng. Sci. 1994, 49, 3745.

(49) Chylla, R. W.; Haase, D. R. Temperature Control of
Semibatch Polymerization Reactors. Comput. Chem. Eng. 1993,
17, 257.

(50) Erdogan, S.; Alpbaz, M.; Karagoz, A. R. The Effect of
Operational Conditions on the Performance of Batch Polymeriza-
tion Reactor Control. Chem. Eng. J. 2002, 86, 259.

(51) Takamatsu, T.; Shioya, S.; Okada, Y. Molecular Weight
Distribution Control in a Batch Polymerization Reactor. Ind. Eng.
Chem. Res. 1988, 27, 93.

(52) Duran, M. A.; Grossman, I. E. An Outer-Approximation
Algorithm for a Class of Mixed-Integer Nonlinear Programs. Math.
Program. 1986, 36, 307.

(53) Kocis, G. R.; Grossmann, I. E. Relaxation Strategy for the
Structural Optimization of Process Flowsheets. Ind. Eng. Chem.
Res. 1987, 26, 1869.

(54) Viswanathan, J.; Grossmann, I. E. A Combined Penalty
Function and Outer Approximation Method for MINLP Optimiza-
tion. Comput. Chem. Eng. 1990, 14, 769.

Received for review January 21, 2004
Revised manuscript received May 26, 2004

Accepted May 28, 2004

IE040021S

Ind. Eng. Chem. Res., Vol. 43, No. 17, 2004 5247


