Defect spectroscopy of single ZnO microwires
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I. INTRODUCTION

Zinc oxide (ZnO) is a wide band gap semiconductor with potential applications in optoelectronics, transparent electronics, spintronic, as well as in biomedicine due to its biocompatibility character. It is known that intrinsic and extrinsic defects play a very important role in its properties and that there are many difficulties to control the dope type and characterize the defects, which they have still been the obstacles and challenges.

Normally, the n-type behavior in undoped ZnO is explained by the presence of native donor centers, usually identified as zinc interstitial, Zn
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information of the μPL with the photoconductivity (PC), we are able to distinguish deep states (acceptors and traps), since electrons, retained there, can be promoted to the Conduction Band (CB) by photoexcitation left aside the possibility of thermal activation. The procedure has been successfully used as a defect spectroscopy.

II. EXPERIMENTAL DETAILS

MWs of ZnO were prepared by carbothermal process consistent in the thermal decomposition of the high melting point ZnO (1975 °C) into low melting point Zn or Zn suboxides (≤419 °C) described by the following reactions:

\[
\begin{align*}
2\text{ZnO}(s) + C(s) &\rightarrow 2\text{Zn}(g) + \text{CO}_2(g), \\
2\text{Zn}(g) + \text{O}_2(g) &\rightarrow 2\text{ZnO}(s).
\end{align*}
\]

For carbothermal evaporation, a pressed ZnO/graphite target (mass ratio of 1:1) was placed on a ceramic holder inside a quartz tube. When the temperature of a programmable tubular furnace had reached 1150 °C, the quartz tube was inserted into it. Both outlets of the quartz tube were kept open to the ambient air and no carrier gas was applied. The reaction time was 1 h. The wires grow directly on the targets with diameter from 0.2 to 13 μm and lengths of some millimeters (see Fig. 1(a)). A group of microwires were selected to perform μPL and others to be contacted for transport measurement with two different procedures: Nanolithography and by cold soldering (manual mechanical contacts). The Fig. 1(b) shows a microwire contacted using nanolithography. For cold soldering, ZnO microwires were separated and placed on a Si/Si₃N₄ substrate. Indium was employed in order to solder Au wires to the microwires (see Fig. 1(c)).

III. RESULTS AND DISCUSSION

μPL was measured in several ZnO microwires at 300 K. The microwires were excited by the 325 nm line of a HeCd laser focused to a minimum spot size of 1.5 μm. Figure 2 shows the μPL spectra measured at different positions, marked from 1 to 4, in a single microwire. The diameter of the microwire decreases from the base (position 1) to the tip (see inset of Fig. 2). We observe two main peaks, as mentioned above, in the UV and GL bands. The deep level defects related band (GL band) is broad from around 2.10 to 2.58 eV and peaking at 2.37 eV (see Fig. 2). Its intensity relative to the UV band (I/GL/I/UV changes along the wire (see Fig. 3), but its position remains constant within the large broadening of this band.

As proposed by Shalish et al., the I/GL/I/UV ratio can be evaluated as

\[
\frac{I_{GL}}{I_{UV}} = \frac{H(\lambda_{GL})\eta_{GL}V_{GL}}{H(\lambda_{UV})\eta_{UV}V_{UV}},
\]

where \(\eta_{GL}\) and \(\eta_{UV}\) are the processes quantum efficiencies of GL and UV emissions, respectively. \(H(\lambda)\) is a constant that accounts for the transmission of the optical system at the corresponding wavelength \(\lambda\), for our system \(H(\lambda_{GL})/H(\lambda_{UV}) \approx 4/3\). We assume that \(V_{GL}/V_{UV} \approx 0.3\) is a constant along

FIG. 1. (a) Photography of microwires obtained by carbothermal evaporation. (b) Sample 2 contacted by nanolithography technique. (c) Photography of samples 1(a) and 1(b): Microwires contacted by cold soldering technique using In.

FIG. 2. Microphotoluminescence spectra at different positions in a single microwire. The inset shows the optical image of the microwire and the points indicate the position where the PL spectra were measured. One more spot (pos. 5) was taken in the thinner part of the microwire (not shown in the picture).
the microwire, since the GL comes from a surface layer of ≈30 nm [Ref. 8] and the UV penetration is about 100 nm [Ref. 18]. The quantum efficiencies can be evaluated by the following expressions:

\[ \eta_{\text{UV}} = f \eta_{\text{NR}} k_{\text{UV}} \left( \frac{N_{\text{G}}}{N_{\text{G}} + N_{\text{NR}}} \right) k_{\text{GL}} + \left( \frac{N_{\text{G}}}{N_{\text{G}} + N_{\text{NR}}} \right) k_{\text{NR}}, \]

(4)

\[ \eta_{\text{GL}} = \left( \frac{N_{\text{G}}}{N_{\text{G}} + N_{\text{NR}}} \right) k_{\text{GL}} k_{\text{UV}} + \frac{N_{\text{G}}}{N_{\text{G}} + N_{\text{NR}}} k_{\text{GL}} + \left( \frac{N_{\text{G}}}{N_{\text{G}} + N_{\text{NR}}} \right) k_{\text{NR}}, \]

(5)

where \( N_{\text{UV}}, N_{\text{NR}}, \) and \( N_{\text{GL}} \) are the number density of photoexcited excitons (UV), non-radiative defects (NR), and green emitting defects (GL), respectively. The factor \( f \) in Eq. (4) accounts for the fraction of the UV photons emitted by excitons that were not reabsorbed, while green emission experiences no such parasitic reabsorption. Replacing Eqs. (4) and (5) in (3),

\[ \frac{I_{\text{GL}}}{I_{\text{UV}}} = K f \eta_{\text{GL}} \frac{k_{\text{GL}}}{k_{\text{UV}}} \frac{N_{\text{G}}}{N_{\text{G}} + N_{\text{UV}}}, \]

(6)

where \( K \) include the constants of Eq. (3). The \( N_{\text{UV}} \) is constant since it depends on the energy and fluence of the laser and on the reflectivity and optical absorbance of the ZnO. Then the variation of the \( I_{\text{GL}}/I_{\text{UV}} \) ratio comes mainly from the variation of the \( N_{\text{GL}} \) along the microwire. Using Eq. (6), we fitted the data of \( I_{\text{GL}}/I_{\text{UV}} \) vs. \( d \) (see Fig. 3) by proposing a profile of defect concentration as: \( N_{\text{GL}}(d) = A + B \exp(d/C) \), where \( A, B, \) and \( C \) are the fitting parameters. It is possible to obtain an approximate quantitative profile for \( N_{\text{GL}} \) assuming the values for \( f = 0.11 \), \( k_{\text{UV}} = 2 \text{ ns} \), and \( k_{\text{GL}} = 2.53 \text{ ns} \). Since our \( \mu \text{PL} \) setup has a continuous wave photoexcitation is very complex the determination of the \( N_{\text{UV}} \) due to carrier-exciton equilibration effects. Nevertheless, a rough approximation of \( N_{\text{UV}} \) can be estimated if we note in Fig. 2 that the intensity of the UV emission grows when the spot goes from pos. 1 to pos. 2, i.e., when the \( N_{\text{GL}} \) decreases from the maximum value. This means that in pos. 1, it is reaching the condition where \( N_{\text{GL}} \approx 0.1N_{\text{UV}} \) and \( \eta_{\text{UV}} \) drops while \( \eta_{\text{GL}} \) grows. As we shall see below, from the resistance vs. temperature measurements, we estimate a defect concentration of \( 4 \times 10^{18} \text{ cm}^{-3} \). Considering the latter estimation, we approximate \( N_{\text{UV}} \approx 10^{20} \text{ cm}^{-3} \). In the inset of Fig. 3, it is shown the fitted \( N_{\text{GL}} \) profile. The density of deep defects changes one order of magnitude from the base to the tip of the microwire.

On the other hand, the UV peak of Fig. 2 is sharper than GL band. It is attributed to the exciton recombination or the band edge transition that could involve shallow donor levels. In this case, we observed a red shift of the UV peak as the diameter of the wires increase (see Fig. 4). This behaviour suggests the narrowing of the gap energy. It is reasonable to think that as well as the density of deep levels increase for larger diameter, the density of other type of defects will also increase with a similar exponential profile. We can fit the experimental data of Fig. 4 using a dependence on the diameter following an exponential function. From this fit, we found \( E_g = 3.33(1) \text{ eV} \) by extrapolation to zero diameter. This value is close to the gap value for bulk ZnO. We consider that there is a combined effect of lattice distortion and an increased tailing of the absorption edge in the microwire, which are causing the red shift of the band gap edge. An asymmetric lattice distortion can establish a tensile stress field along the microwire that can also be established by a gradient in the vacancies concentration. While the change in the tailing of the absorption edge is due to the variation of the concentration of shallow defects along the microwire.

Fig. 5 shows the PR spectra at room temperature of a microwire contacted using nanolithography (sample 2, see Figure 1(b)). The PR is defined as \( \text{PR}(\%) = (R_i - R_d)/R_i \times 100 \), where \( R_i \) is the resistance under illumination and \( R_d \) is the resistance in dark. The wavelength sweep rate used was 1 nm/s. Before initiating the experiments, we reach the saturation value of the resistance using \( \lambda = 250 \text{ nm} \) (4.96 eV) for 2 h. The wavelength sweeps were repeated several times under the same initial conditions in order to check the repeatability and were confirmed by obtaining the same result. We distinguish in these spectra two minima: One at 2.65 eV (469 nm) and other at 2.32 eV (535 nm) due to promoted photocarriers to deep states or CB. The minimum...
corresponding to the band gap is overwhelmed by the minimum of 2.65 eV. Nevertheless, the derivative of the spectra has a maximum at around 3.25 eV, see inset in Fig. 5 (right vertical axis). The same experiment was done for sample 1, contacted by cold soldering. The spectra obtained in this sample are noisy, and it is difficult to distinguish any structure in them. Nevertheless, there is a clear minimum that is systematically repeated and defined at 3.25 eV that coincides with the value for the UV peak obtained by μPL on the thicker zone of the MW. This minimum of the PR spectrum has its origin in the promoted photocarriers from the VB/deep levels to the CB/levels near the bottom of CB.

It is worth to point out that the information that give an excitation spectrum (PR) is complementary to an emission spectrum (PL). Comparing the results from μPL and PR excitation spectra, we found a coincidence at 2.32 eV within an error of 0.05 eV. While the minimum observed at 2.65 eV in PR is not present in the μPL spectra. The origin of this minimum is discussed below.

Fig. 6 shows the variation of the normalized resistance, \( R/R_{300K} \), with the temperature of sample 2 in the dark. \( R_{300K} \) is the resistance at 300 K. Inspired by the model of Mott and Davis,\(^{23} \) we propose for the resistivity

\[
\rho(T)^{-1} = \rho_0^{-1} + \rho_A^{-1} e^{-\epsilon_A/k_BT} + \rho_B^{-1} e^{-\epsilon_B/k_BT}, \tag{7}
\]

where the activation energy \( \epsilon_A \) is the energy required to promote an electron into the conduction band and \( \epsilon_B \) is the activation energy for nearest neighbor hopping conduction in the impurity band. The temperature-independent term \( \rho_0^{-1} \) represents the residual resistance measurable at low enough temperatures. Fitting of the experimental data gives an activation energy \( \epsilon_A = 110 \text{ meV} \) and \( \epsilon_B = 26 \text{ meV} \). The defect density can be evaluated using \( \epsilon_B \) and it gives \( 4 \times 10^{18} \text{ cm}^{-3}.^{24} \) This value is rather high and it makes sense since the variation of the resistance in the whole range of temperature measured is only around fifty times.

In Fig. 7, we propose an energy band schematics that describes the combined information given by the experiments. The RT measurement in sample 2 shows that there are levels at 110 meV below the CB. Surface defects could be the source of this band that contributes to the tailing of the CB. These levels are tentatively attributed to \( \text{Zn}_2^{1-2} \) in the literature.\(^{14,25} \) From the UV emission of PL, we infer that the VB is at 3.25 eV below these levels (UV arrow in Fig. 7). Also, there are deep levels located at 2.37 eV below these centers, corresponding to 0.88 eV from the VB (GL arrow in Fig. 7). These levels correspond to \( V_{\text{Zn}}^{-2} \) defects.\(^{4,26} \) Indeed, the doubly negatively charged state of the zinc vacancy has the lowest formation energy when the Fermi level is near the bottom of the CB.\(^{11} \) Moreover, it has been demonstrated that the zinc vacancy is the dominant acceptor defect in as-grown n-type ZnO.\(^{27} \) From the PR excitation measurements, we can deduce that the electrons are promoted from the deep levels up to about 0.22 eV on the top of the filling states in the CB (2.65 eV-PR arrow in Fig. 7). On the other hand, PR also shows that can promote electrons from deep states to the centers near the bottom of the CB (2.32 eV-PR arrow in Fig. 7), then by thermalization these electrons go to the upper levels where they participate in the electronic transport.

**IV. CONCLUSIONS**

In summary, we experimentally studied and evaluated the point defects in single ZnO microwires grown by carbothermal reduction. We were able to find the deep level density profile and the gap narrowing as a function of the defect concentration along the microwires. The photoresistance spectra show a characteristic deep defect level inside the gap at 0.88 eV from top of the VB corresponding to
$V_{Zn}^2$. The resistance as a function of the temperature show defect levels next to the bottom of the CB (110 meV) and a defect concentration of $4 \times 10^{18} \text{ cm}^{-3}$. This combination of techniques allows us to study the density of defects profile, gap size, and states of defects inside the gap in single ZnO microwires.
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