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The Tierra del Fuego (TDF) main island is divided by a major transform boundary between the South America and
Scotia tectonic plates. Using a blockmodel, we infer slip rates, locking depths and inclinations of active faults in TDF
from inversion of site velocities derived from Global Navigation Satellite System observations. We use interseismic
velocities from 48 sites, obtained from field measurements spanning 20 years. Euler vectors consistent with a sim-
ple seismic cycle are estimated for each block. In addition, we introduce far-field information into the modeling by
applying constraints on Euler vectors of major tectonic plates. The difference betweenmodel and observed surface
deformation near the Magallanes Fagnano Fault System (MFS) is reduced by considering finite dip in the forward
model. For this tectonic boundary global plate circuits models predict relative movements between 7 and
9mmyr−1, while our regionalmodel indicates that a strike-slip rate of 5.9±0.2mmyr−1 is accommodated across
the MFS. Our results indicate faults dipping 66−4

+6° southward, locked to a depth of 11−5
+5 km, which are consistent

with geological models for theMFS. However, normal slip also dominates the fault perpendicular motion through-
out the eastern MFS, with a maximum rate along the Fagnano Lake.

© 2015 Elsevier B.V. All rights reserved.
1. Introduction

The Tierra del Fuego (TDF) main island, southernmost South
America, is bisected by the active transform boundary between the
South America (SAM) and Scotia (SCO) tectonic plates (Pelayo and
Wiens, 1989). In the TDF region, the plate boundary is represented by
the Magallanes Fagnano Fault System (MFS, Lodolo et al., 2003).
The MFS extends from the Atlantic offshore to the western arm of the
Strait of Magellan and splits the TDF island into two continental blocks.
The E–Wstrike and relativemovement of theMFS through the southern
part of the island produce robust topography and geomorphology,
expressed as a series of lineaments and depressions (Irigoyen River val-
ley, Turbio River valley, Fagnano Lake) (e.g., Lodolo et al., 2003;
Menichetti et al., 2008). The main trace of the MFS probably provides
the trans-extensional forces that produce the 105 km-long Fagnano
Lake. This trace exits the lake toward the northwest.

In 1993, geodetic GPS observations were commenced in the Argen-
tine part of the TDF regionwith the aim to determine the recent relative
crustal movements along the MFS. These observations allowed the first
detection of the relative horizontal displacement between the northern
nómicas y Geofísicas, Paseo del

doza).
and southern part of the island (Del Cogliano et al., 2000). Based on an
independent set of GPS data, of limited spatial resolution and observa-
tion time-span, a first attemptwasmade to characterize the tectonic de-
formation along the MFS by a simple kinematic model (Smalley et al.,
2003). However, this model assumed an infinitely extended, vertical
fault plane, neglecting the actual geometry of the faults' surface traces,
and was not able to reliably resolve a locking depth nor a fault inclina-
tion. A substantial densification of our regional GPS network lead to a
detailed quantitative description of the horizontal surface deformation
by means of a strain analysis (Mendoza et al., 2011). These results
were based on episodic GPS-only observations carried out until 2008.
However, no model for the deformation was proposed.

In this paper we use high quality GNSS data that have enough
spatial coverage to begin probing the deep structure of fault slip in
this major continental transform tectonic system. Our analysis de-
rived from these geodetic observations aims to complement the
knowledge on the present-day dynamics of the MFS. Understanding
the many subtle aspects of physical structure of such systems
(e.g., Moody and Hill, 1956; Sylvester, 1988) may aid in illuminating
the physics controlling aseismic and seismic partitioning of deforma-
tion. More generally, this is also a problem of great societal impor-
tance since the earthquake potential of this strike-slip system in
TDF could endanger population centers and fundamental infrastruc-
ture (e.g. natural gas pipelines).

http://crossmark.crossref.org/dialog/?doi=10.1016/j.tecto.2015.03.013&domain=pdf
http://dx.doi.org/10.1016/j.tecto.2015.03.013
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http://www.sciencedirect.com/science/journal/00401951
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2. Data and methods

2.1. Geodetic observations

We collected campaign-type GPS observations in the TDF area since
late 1993. Moreover, the number of observed sites has been steadily
growing, and during 2010 to 2013many semi-permanentGNSS stations
were installed, recording continuously for several months. In addition,
selected tracking stations from the International GNSS Service (IGS)
were included in the analysis, some of which have GPS + GLONASS ca-
pabilities since 2006. In total, the regional measurements set spans
20 years, and has sufficient precision and distribution to reliably infer
deformation at near-fault spatial scale. This densification also allows
for the estimation of a second invariant of the strain rate tensor, possibly
with improved signal to noise ratio (e.g., Kreemer et al., 2014).

2.2. GNSS data analysis

The observations were processed with the Bernese Software version
5.1 (Dach et al., 2007), and models recommended by the International
Earth Rotation Service (IERS) were used (Petit and Luzum, 2010). In ad-
dition, ocean tidal loading corrections, according to Savcenko and Bosch
(2012), and absolute phase-center corrections for satellites and receivers,
as issued by the IGS (file IGS08.atx), were applied. The tropospheric delay
was modeled with the Global Mapping Function (GMF, Boehm et al.,
2006), including 2-hourly zenith delay estimates. First order ionospheric
delays were eliminated bymeans of the ionosphere-free linear combina-
tion, and higher-order terms were modeled according to Fritsche et al.
(2005). The IGS08 reference frame (Rebischung et al., 2012) was intro-
duced by means of constraints on coordinates of selected IGS tracking
sites. To assure a homogeneous set of GPS + GLONASS precise orbits
and clocks, and consistent Earth Orientation Parameters (EOP), the
reprocessed products computed by Fritsche et al. (2014) were used.
These reprocessing products extend from late 1993 to early 2013 and
were supplemented with operational IGS products covering the time pe-
riod from 2013 to early 2014.

Too optimistic formal uncertainties for the site velocities are typical-
ly obtained from the GNSS data analysis (e.g., Mao et al., 1999). This is
due to the fact that a simplified correlation dependency is assumed
(non differenced observations are considered to be uncorrelated) and
also due to the huge number of observations adjusted (in our case
3.4 × 108 double differenced ionosphere-free linear combinations
were simultaneously inverted). Therefore, and in order to obtain realis-
tic uncertainties for the velocity estimates, the position time series were
analyzed. For every site, trends and trends' uncertainties for the north
and east components, togetherwithwhite and flicker noise parameters,
were estimated by means of the software tool CATS (Williams, 2003).
On average, the realistic uncertainties were 20 times larger than the for-
mal uncertainties obtained from the least squares adjustment of GNSS
observations. Therefore, a scaling factor of 400 = 202 was applied to
the whole variance–covariance matrix of the velocity estimates as ob-
tained from the GNSS analysis. In our modeling the velocities resulting
from the multi-year GNSS cumulative solution, together with their
rescaled uncertainties, were used as input observations.

2.3. Strain analysis

In order to quantify the surface deformation associated to the MFS
main deformation zone, a locally uniform strain ratefieldwas computed
by inverting the observed velocities (Shen et al., 2007). The three com-
ponents of the strain rate tensor ϵ� ee; ϵ

�
nn; ϵ

�
enð Þ, together with a rigid rota-

tion rate, were estimated for each point of a regular grid, every 5 km,
near the plate boundary.

Thismethod does not require an optimal Delaunay triangulation nor
assume uniform deformation within polygons. The inversions were
carried out by least squares adjustments, where the observed velocities

were reweighted by a factor Ae−d2=σ2 . Here, Aweights the contribution
of each site according to the area of its corresponding cell in a Voronoi
tessellation of the sites' locations, whereas d is the distance between
the site and the point being evaluated and σ is a smoothing factor, in
this case equal to 30 km. Note that only the area of each Voronoi cell
was employed in the adjustments. The strain rate field was modeled
as a smooth and continuous function, regardless of the cell's boundaries.
Finally, the second invariant of the strain rate, defined asffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ϵ� 2ee þ ϵ� 2nn þ 2ϵ� 2en

q
(Kreemer et al., 2003), was computed for every

point of the grid.

2.4. Block modeling

In this work, the methodology described by Meade and Hager
(2005) was applied. The model relates block motions and fault slip
rates to observed interseismic deformation, and makes use of the ana-
lytic solutions given by Okada (1985) for the surface deformation due
to an arbitrarily inclined and finite dislocation in a homogeneous elastic
half-space.

Given a block partition (bounded by faults), fault segments x!F

� �

and site locations x!S

� �
, the interseismic velocity is interpreted as the

difference between the block velocity and the coseismic slip deficit
(CSD) velocity

v!I ¼ v!B x!S

� �
− v!CSD x!S; x

!
F

� �
: ð1Þ

Both the block and the CSD velocities are expressed as linear trans-
formations of Euler poles and rotation rates

v!B ¼ RERBΩ
!¼ R1Ω

! ð2Þ

v!CSD ¼ RMRO R FRΔ v!Ω
!

|fflfflfflfflfflffl{zfflfflfflfflfflffl}
s!

¼ R2Ω
! ð3Þ

where RBΩ
!¼ Ω

!� x!S account for the relative block rotation, RE trans-
forms from a geocentric {x, y, z} into a local {e, n} system, RΔ v! gives the

fault-parallel and fault-normal relative velocity vector Δ v!¼ v∥; v⊥ð Þ, RF

projects this velocity vector into Okada's coordinate system, RO contains
the partial derivatives of Okada's elastic Green's functions with respect
to each component of the slip rate vector s!andRM computes the inverse
projection from Oblique Mercator (oriented along each fault segment)
into a local {e, n} system. Finally, if a priori information from geodetic or

geophysical studies is available, either as absolute Ω
!� �

or relative

Ω
!

i j

� �
Euler poles and rotation rates, the forwardmodel can bewritten as

v!I

Ω
!
Ω
!

i j

0
B@

1
CA ¼

R1−R2
I
Ii j

0
@

1
AΩ
! ð4Þ

where I is the identity matrix and Iij accounts for the relative rotation of

block i with respect to block j. Rewriting this model as d
!¼ RΩ

!
, the

Euler pole and rotation rate of each block can be estimated by linear
least squares

b
Ω
!¼ RTWR

� �−1
RTW d

! ð5Þ

where W contains weights for the observations and appropriate con-
straints for the pseudo observations (i.e., a priori Euler poles and rotation
rates). In turn, the slip vector accommodated by each fault segment can
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be computed from Eq. (3). We refer to Meade and Hager (2005) for
further detail about this method.

In our work, the geometry of each fault segment was characterized
by its trace on the surface, a dip angle (δ) and a locking depth (D).
Each fault segment was allowed to accommodate either strike- and
dip-slip (for δ ≠ 90°, i.e., inclined fault) or strike- and tensile-slip (for
δ = 90°, i.e., vertical fault) (Fig. 1). Okada's expressions were imple-
mented by means of modified routines from the software package
dModels (Battaglia et al., 2013a,b).

Given a block partition, a fixed set of fault segment traces, and as-
suming common inclination and locking depth for all fault segments,
the solution space for the non-linear parameters δ and D was studied.
For δ ranging from quasi-horizontal to vertical, and for D ranging from

the surface to a maximum depth, Eq. (5) was solved for Ω
!

at every
node of a regular grid (with Δδ = 5° and ΔD = 1 km). The δ and D
nodes resulting in the lowest sum of weighted residuals (χ2), for both
the inclined and vertical fault cases, were selected. To obtain final esti-
mates, these values were used as a starting point in a gradient descent
algorithm, on the real domain, with cost function χ2. Finally, consistent
Euler poles, rotation rates, and slip rate vectors were estimated for each
optimum pair δ and D.

To assess the uncertainty of the non-linear parameters the bootstrap
method was employed (Árnadóttir and Segall, 1994). Using a Monte
Carlo algorithm, 103 samples of site velocities (with replace) were syn-
thesized and the corresponding non-linear parameters were optimized.
For each parameter, the complete sequence of solutions was sorted and
the two-sided bootstrap percentile interval was obtained (at 95% confi-
dence level).
2.5. Model geometry and constraints

The TDF area was modeled as two blocks, at north and south of the
MFS (SAM and SCO blocks, respectively) (Fig. 2b). These blocks were
bounded by three fault segments (Segment 1 along Irigoyen River, Seg-
ment 2 along central eastern Fagnano Lake and Segment 3 alongwestern
Fagnano Lake and Azopardo River). These segments are simplifications of
fault traces from surface geology (Tassone et al., 2005) and were not in-
cluded as unknowns in the adjustment tominimize the high correlations
typically observed between fault geometry and kinematic parameters
(Freymueller et al., 1999). A total of 48 sites are located in the area, 31
on the SAM block and 17 on the SCO block (Table 1).

The absolute Euler pole and rotation rate for the SAM plate referring
to a no-net-rotation frame (Drewes, 2009, model APKIM2005IGN)were
added as pseudo observations (φ = −14.6∘ ± 0.9∘, λ = −122∘ ±
1.5∘, ω = +0.123 ± 0.002 deg Myr−1). Similarly, the relative pole
and rotation rate for the SCO plate with respect to fixed SAM (Thomas
et al., 2003, model TLP2003) were introduced (φ = +19.074∘ ±
39.9∘, λ = −56.906∘ ± 5.8∘, ω = +0.067 ± 0.01 deg Myr−1). Both
Fig. 1. a) Vertical dislocations are characterized by a locking depth (D) and strike- and
tensile-slip rates (s1 and s3, respectively); b) inclined dislocations are characterized by a
dip angle (δ), a locking depth (D) and strike- and dip-slip rates (s1 and s2, respectively).
Euler poles and rateswere loosely constrained at a 3-σ level. In addition,
the local observations were weighted according to the realistic vari-
ances computed from the position time series (Fig. 3).

3. Results

3.1. Observed interseismic deformation

Our velocity estimates are derived from the geodetic observations
with respect to the global terrestrial reference frame IGS08 and are
listed together with their corresponding uncertainties in Table 1. The
analysis of the residual position time series, besides providing the
common scale factor for the uncertainties, revealed no indication of
non-linearmovement on any site. A systematic difference in themagni-
tude and direction of the displacements, at each side of the fault
segments, could be observed (Fig. 2c). This is consistent with the left-
lateral movement accommodated across this tectonic boundary (Bird,
2003). Moreover, the strain analysis revealed the main deformation
zone associated to the MFS, which extends approximately 40 km to
the north and south of the system's main trace, and includes an area
of maximum extensional rates along Fagnano Lake's basin (Fig. 2d).

3.2. Block modeling

The inversion of the velocity estimates alone, without any additional
constraints, resulted in poorly resolved Euler poles and rates, for both
the vertical and inclined fault cases (Models 1 and 2, respectively). For
Model 1 this also propagated to the non-linear parameter (any depth
between 10 and 20 km produced practically the same χ2, Fig. 4a). In
comparison, the non-linear parameters for Model 2 were better re-
solved (Table 3). In this case a significant inclination was found, clearly
not near-vertical, with fault segments dipping to the south (Fig. 4c),
under SCO plate. While the fit of both models with the observations
was comparable, the vertical model (Model 1) requires a distinctive lo-
cation for the Euler pole of the SAM block (Table 2), far away from any a
priori estimate for the SAM plate (e.g., Drewes, 2009; Bird, 2003). In
turn, this different location of estimated Euler poles produced alterna-
tively closing (Model 1) or opening (Model 2) movement across the
eastern fault segment (Table 3). Also, Model 1 requires 15% faster
strike-slip rates, along all fault segments, to reproduce the observed
deformation.

The effect of the additional geophysical constraints was twofold. As
expected, the estimated absolute (and relative) Euler poles and rates
were closer to their a priori values, for both the vertical and inclined
fault cases (Models 1c and 2c, respectively). Also, compared to the un-
constrained Models 1 and 2, the only slight increase in χ2 for the
constrained models indicates that the a priori values were not over-
constrained (Table 2). On the other hand, Euler poles and rates were
much better resolved, in comparison to the unconstrained models
(i.e., uncertainties one order of magnitude smaller). In particular, for
Model 1c a much better constrained locking depth was found
(Fig. 4b). In contrast, Model 2c resulted in optimum fault inclination
and locking depth similar to the values found forModel 2, and also sim-
ilarly resolved (Table 3). In addition, predicted closing and opening
movement, across all fault segments, were consistent between both
Model 1c and 2c (implying tensile- or dip-slip rates, respectively,
Table 3). Nevertheless, an F-ratio test shows that the decrease in χ2,
between constrained vertical and inclined models, is significant at a
95% confidence level. Therefore, we prefer the constrained model with
inclined fault segments (Model 2c).

4. Discussion

One of the main goals of this work is to quantitatively characterize
the continuum strain rate field of the main portion of the interplate
shear concentrated in theMFS using inversions of observed interseismic
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velocities. In addition,we are able to constrain some geometrical and ki-
nematic parameters of the fault system that constitutes themain source
for the observed deformation. For this purpose, the block modeling pro-
vides not only a solution consistent over both geological and geodetic
timescales but also simplifies the introduction of far-field information
by means of geophysical constraints (Meade and Hager, 2005). While
the fault segment traces were adopted from geological studies, we
were able to estimate characteristic locking depths, fault inclinations
and slip rates along the fault system. Although it is a simplification, our
preferred model closely matches the observed deformation (Fig. 5).

The ∼ 6 mm yr−1 of left-lateral movement accommodated across
the MFS, according to our results, is consistent with the estimation
given by Thomas et al. (2003) for this segment of the plate boundary
(7.0 ± 3.5 mm yr−1). Also, a rate of ∼ 7 mm yr−1 is predicted by the
geodetically constrained model GSRM-NNR-2 (Kreemer et al., 2006).
However, it is important to note that thismodel incorporates the results



Table 1
Observed interseismic velocities for the regional GNSS sites.

Site # Latitude
deg

Longitude
deg

Year of 1st
occup.

Year of last
occup.

# of 24 h
sessionsa

Installation
typeb

Observation
typec

Block
(modeling)

vn
mm yr−1

ve
mm yr−1

1 − 54.378 − 68.472 2010 2014 14 D G + R SAM 15.7 ± 0.5 3.8 ± 0.3
2 − 52.659 − 68.606 2008 2014 12 T G SAM 13.5 ± 0.4 2.6 ± 0.3
3 − 52.881 − 68.447 1993 2011 11 T/A G SAM 14.0 ± 0.4 3.4 ± 0.3
4 − 54.341 − 67.859 2010 2013 218 D G + R SAM 13.3 ± 0.4 3.8 ± 0.3
5 − 53.388 − 68.283 2005 2013 78 D G + R SAM 13.4 ± 0.3 2.9 ± 0.2
6 − 54.511 − 66.306 2007 2014 27 D G SAM 14.3 ± 0.3 4.1 ± 0.2
7 − 53.955 − 68.265 1993 2013 71 T/A G + R SAM 13.9 ± 0.3 3.5 ± 0.2
8 − 54.528 − 67.231 1993 2011 57 D G SAM 13.7 ± 0.3 5.1 ± 0.2
9 − 54.502 − 67.008 2010 2013 19 D G SAM 13.4 ± 0.7 4.3 ± 0.5
10 − 54.556 − 68.113 2003 2014 42 D G SAM 13.9 ± 0.3 5.6 ± 0.2
11 − 54.523 − 66.838 2004 2013 34 T/A G SAM 13.7 ± 0.3 4.7 ± 0.2
12 − 54.525 − 66.836 2004 2013 7 T/A G SAM 13.9 ± 0.5 4.7 ± 0.3
13 − 54.466 − 67.464 2003 2013 38 T/A G SAM 13.9 ± 0.3 4.1 ± 0.2
14 − 53.687 − 68.134 1993 2011 17 T G SAM 14.4 ± 0.4 3.1 ± 0.3
15 − 54.454 − 67.191 2008 2013 29 D G SAM 13.9 ± 0.4 4.1 ± 0.3
16 − 54.126 − 68.071 1993 2013 29 T/A G SAM 13.9 ± 0.3 3.4 ± 0.2
17 − 54.540 − 66.201 2007 2014 26 D G SAM 13.9 ± 0.3 4.4 ± 0.2
18 − 54.488 − 66.431 2007 2013 92 D G + R SAM 13.2 ± 0.3 3.9 ± 0.2
19 − 54.282 − 68.457 2003 2014 34 D G SAM 14.3 ± 0.3 4.1 ± 0.2
20 − 54.533 − 68.475 2003 2014 30 D G SAM 14.2 ± 0.3 5.6 ± 0.2
21 − 54.213 − 67.216 1993 2011 37 T/A G SAM 13.9 ± 0.3 3.3 ± 0.2
22 − 54.003 − 68.590 1993 2013 20 T/A G SAM 14.8 ± 0.4 2.9 ± 0.3
23 − 54.390 − 68.242 1993 2014 47 T/A G SAM 14.2 ± 0.3 4.7 ± 0.2
24 − 53.785 − 67.751 2000 2014 cont.d D G + R SAM 13.2 ± 0.3 2.7 ± 0.2
25 − 54.512 − 67.710 2003 2011 32 D G SAM 13.6 ± 0.3 4.7 ± 0.2
26 − 54.430 − 68.381 2010 2014 17 D G + R SAM 14.5 ± 0.4 5.0 ± 0.3
27 − 53.658 − 68.602 1993 2013 18 T G SAM 14.1 ± 0.3 3.4 ± 0.3
28 − 54.293 − 66.710 1993 2013 39 T/A G SAM 13.5 ± 0.3 3.3 ± 0.2
29 − 54.370 − 68.592 2010 2014 20 D G + R SAM 14.7 ± 0.5 4.2 ± 0.4
30 − 53.993 − 67.414 1993 2011 26 T/A G SAM 14.8 ± 0.3 3.1 ± 0.2
31 − 54.356 − 67.772 1993 2011 32 T/A G SAM 13.5 ± 0.3 3.9 ± 0.2
32 − 54.652 − 65.818 2011 2014 12 D G + R SCO 13.8 ± 0.5 7.0 ± 0.4
33 − 54.840 − 68.304 2007 2014 cont.d D G SCO 14.1 ± 0.3 8.5 ± 0.2
34 − 54.583 − 68.578 2010 2014 16 D G + R SCO 14.1 ± 0.4 6.2 ± 0.3
35 − 54.823 − 68.324 1993 2014 43 D G SCO 14.0 ± 0.3 8.9 ± 0.2
36 − 54.822 − 68.122 2011 2014 16 D G + R SCO 13.6 ± 0.5 7.8 ± 0.4
37 − 54.593 − 67.058 2004 2011 20 D G SCO 13.3 ± 0.3 5.7 ± 0.2
38 − 54.876 − 67.324 1997 2013 35 D G + R SCO 13.7 ± 0.3 8.2 ± 0.2
39 − 54.575 − 66.672 2005 2013 40 D G SCO 13.5 ± 0.3 4.9 ± 0.2
40 − 54.604 − 67.423 2003 2013 35 T/A G + R SCO 13.8 ± 0.3 6.5 ± 0.2
41 − 54.975 − 66.745 1993 2013 35 T/A G SCO 13.9 ± 0.3 8.2 ± 0.2
42 − 54.599 − 68.024 2003 2012 32 D G SCO 13.8 ± 0.3 6.9 ± 0.2
43 − 54.595 − 67.625 2003 2012 38 D G SCO 13.4 ± 0.4 6.9 ± 0.3
44 − 54.598 − 67.619 2011 2013 14 D G SCO 13.4 ± 0.4 6.7 ± 0.3
45 − 54.741 − 67.829 1993 2011 54 T/A G SCO 13.2 ± 0.3 8.2 ± 0.2
46 − 54.680 − 67.340 2000 2014 667 D G + R SCO 13.6 ± 0.3 6.9 ± 0.2
47 − 54.593 − 68.268 2003 2014 126 D G + R SCO 13.7 ± 0.3 6.8 ± 0.2
48 − 54.882 − 67.625 2010 2013 15 D G + R SCO 14.1 ± 0.5 8.2 ± 0.4

a Before 2003 some sessions were shorter than 24 h. Nevertheless, they were also included in the GNSS analysis.
b D means “direct mount”, T means “tripod”, A means “adapter for direct mount”.
c G means “GPS-only”, G + R means “GPS + GLONASS”.
d Continuously operated GNSS tracking station.
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from Thomas et al. (2003) into its global plate circuits closure. In con-
trast, the geologically constrained model NNR-MORVEL56 (Argus
et al., 2011) predicts a larger rate of about 9 mm yr−1 for the same tec-
tonic boundary. Our estimation agrees with the slip rate reported by
Smalley et al. (2003) (6.6 ± 1.3 mm yr−1), who also suggested that
not all SCO-SAM relative motion in the area is accommodated by MFS.
However, our observations are restricted to the TDF main island and
their distribution is not broad enough to be conclusive about this inter-
pretation. On the other hand, the residual deformation shows no indica-
tion of aseismic creeping on any of the modeled fault segments (Fig. 5).

Our model results in a locking depth of 11−5
+5 km, a value compa-

rable to results for other strike-slip plate boundaries (e.g. Thatcher,
1990; Murray and Segall, 2001). This fairly shallow locking depth is
consistent with a Moho depth of 26 ± 5 km, as predicted by the
model GEMMA2012C, which combines CRUST2.0 (Bassin et al.,
2000) with gravity data from GOCE (Reguzzoni et al., 2013). Hence,
it is reasonable to expect a small D/H ratio between locking depth
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(D) and lithosphere thickness (H) for our elastic model. On the other
hand, faults dipping 66−4

+6° southward, as predicted from our model,
agree with the inclination of ∼ 75° reported (graphically) by Tassone
et al. (2005) from interpretation of gravimetric data and structural
observations. Within its formal uncertainty, our findings also agree
with the inclination of 90° ± 40° given by Smalley et al. (2003),
from inversion of an independent set of geodetic observations. Ac-
cording to our back-slip model this inclination corresponds to the
upper (and locked) end of the modeled fault segments. However,
our data do not have enough spatial resolution to reliably resolve
Table 2
Estimated Euler poles and rotation rates.

Block (modeling) Latitude
deg

Longitude
deg

Model 1 SAM 50.9 152.8
SCO 52.2 −165.6
SCO (fixed SAM) −29.7 −67.8

Model 1c SAM −12.7 −134.6
SCO −7.3 −116.2
SCO (fixed SAM) 10.0 −64.2

Model 2 SAM −25.6 −123.1
SCO 57.3 −179.3
SCO (fixed SAM) 64.2 111.0

Model 2c (preferred model) SAM −12.5 −134.0
SCO −2.1 −117.5
SCO (fixed SAM) 27.0 −63.4

Drewes (2009) SCO plate −14.6 −122.0
Thomas et al. (2003) SCO plate (fixed SAM) 19.1 −56.9

a Axis in geocentric degrees; azimuth of semi-major axis in degrees clockwise from due nor
the upward-branching arrangement of faults, generally associated
to strike-slip fault zones, and reported by Esteban et al. (2014) for
the MFS from the interpretation of active seismic survey profiles.
Due to the same reason, our model could not resolve the slip
partitioning between the several strands that accommodate the
movement near the surface (see Fig. 2a). It should be expected that
the estimated rates may be greater than the rates on individual
strands, where multiple strands accommodate the strain.

In addition, our model predicts segments with opening movement
(i.e., normal faulting) along central eastern MFS, also reported by several
Rate
deg Myr−1

1− σ error ellipsea Error in rate χ2

Semi-maj. Semi-min. Azi.

+0.304 6.8 2.3 111 0.076 187.2
+0.206 26.0 14.1 126 0.101
+0.147 27.2 1.8 180 0.153
+0.141 1.5 0.2 172 0.002 213.8
+0.165 6.6 0.3 177 0.012
+0.056 23.8 0.4 0 0.011
+0.171 15.3 8.1 145 0.048 167.6
+0.247 11.7 4.9 116 0.074
+0.314 3.8 2.2 150 0.116
+0.142 1.4 0.2 172 0.002 185.9
+0.161 6.5 0.0 180 0.009
+0.055 24.4 2.1 3 0.004
+0.123 1.4 0.9 90 0.002
+0.067 40.3 2.9 177 0.010

th.



Table 3
Estimated slip rates and optimum dip angles and locking depths.

Fault segment
(modeling)

Strike-slip ratea

mm yr−1
Dip-slip ratea

mm yr−1
Fault-perp. rateb

mm yr−1
Tensile-slip ratea

mm yr−1
Dip anglec

deg
Locking depthc

km

Model 1 1 +6.8±0.3 −0.6±0.5 90 15−7
+9

2 +6.8±0.3 +0.3±0.4 90 15−7
+9

3 +6.5±0.2 −2.0±0.4 90 15−7
+9

Model 1c 1 +5.6±0.2 +0.1±0.3 90 10−4
+3

2 +5.5±0.2 +0.7±0.3 90 10−4
+3

3 +5.4±0.2 −1.4±0.3 90 10−4
+3

Model 2 1 +6.0±0.2 −1.8±0.6 +0.7±0.3 64−6
+6 10−4

+5

2 +5.9±0.2 −1.4±0.4 +0.6±0.2 64−6
+6 10−4

+5

3 +5.6±0.2 +4.8±0.6 −2.1±0.3 64−6
+6 10−4

+5

Model 2c (preferred model) 1 +6.0±0.2 −0.3±0.4 +0.1±0.2 66−4
+6 11−5

+5

2 +5.9±0.2 −1.8±0.4 +0.7±0.2 66−4
+6 11−5

+5

3 +5.8±0.2 +3.8±0.4 −1.5±0.2 66−4
+6 11−5

+5

a Same conventions as in Okada (1985): positive strike-slip rates give left-lateral motion; positive and negative dip-slip rates indicate that the southern block goes up and down, re-
spectively; positive and negative tensile-slip rates give opening and closing motion, respectively. Slip rates have been computed at the segment midpoint.

b Fault-perpendicular component of the estimated dip-slip rate; positive and negative fault-perpendicular rates give opening and closing motion, respectively.
c Optimum value with 95% confidence interval.
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geological studies (e.g., Tassone et al., 2005; Ghiglione and Ramos, 2005;
Menichetti et al., 2008). These new results also agree with our earlier
identification of surface stretching along the MFS (Mendoza et al.,
2011), based on geodetic observations that were also included in
the present analysis. In our elastic model, the tensile component of
deformation should be interpreted as an approximate representation
of the compressional and extensional structures adjacent to predomi-
nantly strike-slip boundaries. In this particular case, a releasing bend
provides for transtension (Lodolo et al., 2003), commonly accompanied
by surface extension and subsidence (Sylvester, 1988). Therefore, our
findings seem to be consistent with the structural interpretation of
central eastern Fagnano Lake as composed by pull-apart basins
(Esteban et al., 2014).

Applying a purely elastic model in our analysis, we implicitly as-
sumed a small D/H ratio between locking depth and lithosphere thick-
ness. Savage and Prescott (1978) have shown that, in this case, the
effect of asthenosphere relaxation will not be important and a half-
space elastic model should adequately approximate the deformation
of a viscoelastic Earth. The excellent fit of our preferred model with
the observations, and the shallow locking depth required to do so,
seem to validate our hypothesis.
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