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The Coherent Neutrino-Nucleus Interaction Experiment (CONNIE) uses low-noise fully depleted
charge-coupled devices (CCDs) with the goal of measuring low-energy recoils from coherent elastic
scattering (CEνNS) of reactor antineutrinos with silicon nuclei and testing nonstandard neutrino
interactions (NSI). We report here the first results of the detector array deployed in 2016, considering
an active mass 47.6 g (8 CCDs), which is operating at a distance of 30 m from the core of the Angra
2 nuclear reactor, with a thermal power of 3.8 GW. A search for neutrino events is performed by
comparing data collected with reactor on (2.1 kg-day) and reactor off (1.6 kg-day). The results show
no excess in the reactor-on data, reaching the world record sensitivity down to recoil energies of
about 1 keV (0.1 keV electron-equivalent). A 95% confidence level limit for new physics is established
at an event rate of 40 times the one expected from the standard model at this energy scale. The
results presented here provide a new window to low-energy neutrino physics, allowing one to explore
for the first time the energies accessible through the low threshold of CCDs. They will lead to new
constrains on NSI from the CEνNS of antineutrinos from nuclear reactors.

I. INTRODUCTION

The Coherent Elastic Neutrino Nucleus Scattering
(CEνNS) is a standard model (SM) process predicted
over 40 years ago [1], shortly after the discovery of
neutral-current neutrino interactions [2]. The coherent
enhancement of the elastic scattering cross-section occurs
when the energy of the scattering process is low enough
and the interaction amplitude of every nucleon adds co-
herently to the total cross-section [1]. The energy at
which this process dominates depends on the target nu-
cleus. For example, for xenon the coherence requirement
is Eν < 36 MeV, while for silicon it is Eν < 60 MeV.
The CEνNS has a total cross-section of ∼ 10−42 cm2 for

∼ 1 MeV neutrinos on a Si target [3]. Its detection was
not possible until recently because of the very low en-
ergy deposition in nuclear recoils, below 15 keV for most
detector targets.

CEνNS provides a new window into the low-energy
neutrino sector and the interest in this sector has been
growing as a potential probe for new physics [4, 5]. The
process is also relevant to fields beyond particle physics.
For example, in astrophysics, the understanding of neu-
trino interactions at MeV scales is key for the energy
transport in supernovae and is a limiting factor in on-
going efforts for developing new supernova models [6].
Additionally, in recent years there has been a growing
interest in nuclear reactor monitoring using neutrinos [7–
9].
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CEνNS from solar, atmospheric and diffuse supernova
neutrinos has been identified as a limiting background
for future dark matter searches [10] and the next gener-
ation of direct dark matter detection experiments is ex-
pected to reach sensitivity to CEνNS. Measuring CEνNS
directly in controlled neutrino experiments is needed to
model and subtract this background in future dark mat-
ter experiments.

Anomalies in reactor neutrino experiments and short
baseline neutrino experiments have motivated an exten-
sion of the SM adding a sterile neutrino [11]. A num-
ber of ongoing experiments are looking to address these
anomalies [12, 13]. CEνNS is the ideal probe to study the
hypothetical sterile neutrino, because the cross-section
for standard neutrinos is flavor-independent and the low
energies accessible from CEνNS would allow oscillation
experiments with extremely short baselines [14–18].

Several nonstandard neutrino interactions (NSI) pre-
dicted by extensions of the SM as well as other non-
standard neutrino properties, such as millicharge, can be
probed at low energies from CEνNS [19–21]. For exam-
ple, models in which the neutrino has an anomalous mag-
netic moment, whereby the neutrino-nucleus scattering is
mediated by a light boson, predict a significant enhance-
ment of the cross-section at low energies and could result
in a several orders of magnitude increase in the rate of
events [22].

There are two necessary conditions for the detection of
CEνNS. The first is the availability of a source of low-
energy neutrinos (below ≈ 50 MeV) with high flux. The
second requirement is a detector for nuclear recoils with
threshold around a few keV. Recent technological ad-
vances in detectors for direct dark matter searches have
provided several options for CEνNS detection. These
include cryogenic bolometers [23], noble liquid detectors
[24, 25] and semiconducting detectors [26–28]. These new
detector technologies have enabled several efforts looking
for CEνNS [29–32].

Low-energy neutrinos can be produced at particle
beams. Protons hitting a target make mesons and,
if the target is large enough, the π+ slow down and
decay at rest, producing neutrinos with peak ener-
gies ∼20 MeV [33]. Using this technique a flux of
∼ 106 ν/cm2/s/MeV is achieved at the Spallation Neu-
tron Source (SNS) [34]. The neutrinos from this source
produce recoils of up to ∼10 keV. SNS produces a pulsed
neutrino beam, which is very useful to control the back-
grounds. The COHERENT collaboration reported the
first detection of CEνNS in 2018, using a low background
CsI[Na] scintillator with an active mass of 14.6 kg [35].
These results have been used to constrain physics be-
yond the SM, demonstrating the potential of CEνNS as
a probe for new physics [36–38].

Nuclear reactors are a powerful source of low-
energy neutrinos from fission, with a flux of ∼ 1012

ν/cm2/s/MeV for a large reactor with thermal power of
the order of 109 W. Large reactors used for commercial
power generation provide an approximately constant flux

that is modulated by the nuclear fuel cycle, with typically
one month shutdown every year. Smaller research reac-
tors have a lower flux, according to their thermal power,
but offer the advantage of larger flexibility in the duty
cycle, providing greater control over backgrounds in the
experiment. Research reactors typically allow the detec-
tors to be located closer to their core [32].

Neutrinos from nuclear reactors have an energy spec-
trum peaking at ∼1 MeV, producing recoil energies for Si
nuclei with energies below 2 keV, significantly lower then
neutrinos from spallation sources, making their detection
more challenging. The search for CEνNS in reactor ex-
periments will allow the extension of the quest for new
physics into the low-energy neutrino sector with sensitiv-
ity to some models that are not accessible at the energies
probed at SNS [22, 39] or providing complementary con-
straints to those obtained from SNS [40].

No detection of CEνNS from reactor neutrinos has
been reported yet, and the neutrino physics at this en-
ergy scale remains unexplored. Probing this region is the
focus of the CONNIE experiment described here.

II. THE CONNIE DETECTOR

The CONNIE detector is an array of 14 charge-coupled
devices (CCDs) operating at the Angra 2 reactor of the
Almirante Alvaro Alberto Nuclear Power Plant, in the
state of Rio de Janeiro, Brazil. The engineering proto-
type of the experiment was installed at the reactor site
in late 2014 and the results of this run are discussed in
[41]. A complete upgrade of the sensors was performed
in mid 2016, with the main objective of increasing its
active mass by a factor of ∼ 40. The slow control sys-
tems for the detectors were also upgraded to increase the
efficiency for collecting data of scientific quality.

A. CCD sensors

The CCD sensors used by CONNIE were developed
by the experiment in collaboration with the LBNL Mi-
cro Systems Labs [42]. These detectors are a spin-off
from the fully depleted thick detectors that were origi-
nally designed to give astronomical instruments such as
DECam [43] and DESI [44] extended sensitivity in the
near-infrared region. CONNIE increased the CCD thick-
ness to 675 µm. These are the thickest CCDs ever fabri-
cated and are only possible to fully deplete thanks to the
very high-resistivity (10 kΩ-m) silicon wafers used. In
order to reduce the thermally-generated dark current in
the silicon, the sensors are cooled to temperatures below
100 K and operate in a vacuum (10−7 torr).

Each sensor consists of a square array with 16 million
square pixels of 15 µm × 15 µm pitch each. Given their
thickness, a substrate bias voltage of 70 V is applied to
the backside of the detector using the method developed
in [45]. In CCDs, the charge of each pixel is usually
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moved towards the corners of the detectors for readout.
In CONNIE, although the CCDs have four output stages,
one in each corner of the pixel array, only two of the am-
plifiers are used in our readout setup. The charge of the
full array is moved to one corner and the 16 Mpixels are
read in series through a single output amplifier. At the
same clock rate, a second output of each sensor is read,
without receiving any charge from the array, to monitor
the common-mode noise of the system (see section III A).

B. Packaging of the CCDs and electronics

Packaging of the sensors for operating in cryogenic
conditions and without introducing additional sources
of background is essential for low-energy measurements.
The sensors are packaged as shown in Fig. 1. The back of
the 6 cm × 6 cm sensor is epoxied to a slightly oversized
silicon frame (7 cm × 7 cm). In order to avoid introduc-
ing any new materials close to the detectors, this frame
is made from the same single crystal ingot used for the
fabrication of the CCDs. The frame leaves most of the
back of the detector exposed, only covering a few hundred
rows/columns on each side. A flexible circuit (Stage-1)
is attached to the silicon frame and micro-wire bonds
are used to connect it to the pads providing the control
clocks, bias voltages, and signal output of the CCD. The
CCD sensor, frame, and Stage-1 flexible circuit are then
mounted on a two-piece copper tray covering both sides
of the frame, but leaving the CCD exposed. The copper
tray provides the mechanical support for the CCD pack-
age and is also the thermal connection for cooling the
CCDs. Oxygen-free copper is used for its purity and low
isotopic contamination.

FIG. 1. Image of a package including the CCD, which is glued
to a silicon frame, the upper and lower copper frames and the
Stage-1 flex cable.

The Stage-1 circuit has no active components and
serves to provide a high-density connector to the Stage-

2 flexible circuit. The Stage-2 flexible circuit was de-
signed for DECam [43] and provides a source follower
and preamplifiers (with gain 1.5) for the signal output.
The Stage-2 circuit is connected to a vacuum interface
board which brings the signals of all CCD packages to a
Monsoon acquisition system [46]. The signal path after
the Stage-1 circuit is exactly the same as that for the
DECam imager [47].

C. Cryogenic system

The array of CCD packages is mounted inside a copper
cold box with capacity to hold 20 packages. Currently 14
packages are installed in the cold box (Fig. 2), of which
12 are operating. The cold box is designed with the goal
of shielding the sensors from any infrared radiation from
the environment. It is connected to a closed-cycle helium
cryocooler and the temperature of the box is controlled
with a three-term controller with a precision better than
0.1 K. The cold box, Stage-1 and Stage-2 circuits are kept
inside a copper vacuum vessel that is continuously evac-
uated using a turbo-molecular pump. The vacuum vessel
is shown in Fig. 3 inside a partially-assembled radiation
shield.

FIG. 2. The cold box with the 14 CCD packages installed.
On top is the inner lead shield.

D. Shielding and laboratory

The radiation shield is the same as in the CONNIE en-
gineering run [41]. It consists of an inner layer of 30 cm
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of polyethylene, followed by 15 cm of lead, and an addi-
tional outer layer of 30 cm of polyethylene (Fig. 3). Lead
is a good shield for gamma radiation, while polyethylene
is an efficient shield for neutrons. Since neutrons are pro-
duced when cosmic muons interact with lead, a fraction
of the polyethylene shield is kept inside the lead layer.
There is also a lead cylinder of 15 cm height inside the
vacuum vessel, above the cold box containing the detec-
tors (Fig. 2). This cylinder shields the detectors from
any radiation generated in the active components of the
Stage-2 circuit and the vacuum interface board.

FIG. 3. Image of the CONNIE detector showing the shielding
partially disassembled. At the center we see the cylindrical
dewar holding the copper box with the CCDs, cables, and
inner lead shield. On top of it are the readout electronics.
The inner and outer polyethylene layers and the lead layer of
the shielding surround the detector.

As in the engineering run, the detector is installed in-
side a shipping container, located 30 meters away from
the core of the Angra 2 nuclear reactor. The same con-
tainer hosts a water-based neutrino detector, the Neutri-
nos Angra experiment [9]. Angra 2 is a pressurized wa-
ter reactor with a thermal power of 3.8 GW that started
commercial operation during the year 2000. In steady-
state operation, the total neutrino flux produced by the
reactor is 1.21 ×1020 ν/s [3], and the flux density at the
detector is 7.8 ×1012 ν/cm2/s.

E. Operation

The experiment is operated remotely and its operat-
ing parameters and conditions are monitored and logged
continuously. The electronic readout noise is among the
most important performance parameters for the CON-
NIE detectors. This noise depends on the CCD sensors
and on-chip electronics, the Monsoon readout electron-
ics, and the interference from equipment installed inside
the shipping container and outside the container. It is
crucial to control all sources of electronic noise when the
detectors are being read out. In order to reduce the ef-
fect of external sources of noise, all circuits, including the
CCD electronics, are disconnected from the AC power
network when the detectors are being read out. This is
done using an uninterrupted power supply (UPS) system
that powers all the electronics connected to the detector,
including the Monsoon, sensors, the computer that con-
trols the experiment and the vacuum pump. During the
readout stage the cryocooler is switched off, in order to
eliminate the noise from its compressor.

In order to minimize the fraction of time spent read-
ing out the CCDs and to increase the signal-to-noise ra-
tio, the longest possible CCD exposures are desirable.
However, the background events (mainly cosmic muons)
quickly populate the pixels. The exposure time was
therefore chosen to keep the occupancy (fraction of pix-
els associated to events) below ∼10%, setting that time
to 3 hours. The duration of the readout was optimized
with respect to individual pixel noise, yielding a total of
16 min to read the full CCD array [41].

III. IMAGE PROCESSING AND CATALOG
GENERATION

As mentioned in section II A, two output amplifiers are
used for each CCD. The charge in the CCD is moved to
the left (L) amplifier. The readout of empty pixels is
performed on the right (R) amplifier to generate a pure
noise image, at the same time as the physics data are
read on L. A few columns are read out prior to moving
the charge, forming the prescan region. More pixel values
are extracted after the charge is read, by overclocking
the horizontal and vertical registers beyond the physical
extent of the CCD, defining the overscan regions of the
image [41, 48] (see Fig. 4). The pixel values are recorded
in Analog-Digital Units (ADU) and the data are stored
as a FITS file (a standard format for CCD images [49]).

The data taking periods are divided into runs, which
are defined as a collection of exposures that share a com-
mon detector configuration and happen during a suffi-
ciently long and stable data-taking period. Some steps
in the processing chain and in the energy calibration re-
quire the combination of several exposures per CCD for
statistical purposes. A set of ∼60 consecutive images
from the same run provides a large enough sample for
these purposes and at the same time guarantees stable
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conditions in the detector. This corresponds to roughly
one week of data, which provides a sufficient cadence for
the data analysis and to test modifications in the data
taking conditions. We refer to this set of images as a
sub-run. Some runs contain only one sub-run, while long
and stable runs may contain many sub-runs.

A. Image processing sequence

The raw images are subjected to a sequence of pro-
cessing steps aimed at removing unwanted offsets and
subtracting electronic noise from the pixel values. As
mentioned above, the processing is carried out in batches
of images that we call sub-runs. The standard process-
ing steps that are applied to the acquired images are: i)
Overscan subtraction, ii) Master Bias subtraction, iii)
Subtraction of correlated noise.

The overscan region of the CCD image is defined in
Fig. 4 and is used to monitor the baseline of the readout
electronics. The overscan subtraction is an image-by-
image process where the mean of the pixel values read
from the overscan region is subtracted from each pixel
value across the whole image. This has the effect of re-
moving an image-dependent offset, making the baseline
of different images comparable.

The Master Bias (MB) is the median of all N images
in a given sub-run, including both the L and R sides,
providing a map of the background. A set of N images
is formed by subtracting the MB from each of the orig-
inal images, leading to L′ and R′. The median absolute
deviation (MAD) of the pixels from the N images with
respect to the MB forms the MAD image. The MAD
is computed only for the physical side L and provides
a measure of the width of the distribution of the values
of each pixel over the N images. Pixels with artificially
high counts (known as hot pixels) have large fluctuations
due to Poisson noise and will have large MAD values. If
the MAD is much higher than the electron noise, then
the pixel is flagged as misbehaving. For each sub-run we
construct a mask image with zero values corresponding
to the hot pixels and one otherwise. In the data analysis,
so that we consider the same pixels for all runs, a mask
combining the individual masks of all runs is applied to
the data.

Electromagnetic interference can induce noise that is
correlated among the CCDs. As all sensors are read at
the same time, each pixel position in the images from
all CCDs in the array (and the same exposure) encodes
a similar contribution of the noise from the external
sources. The subtraction of correlated noise aims at re-
moving this contribution and consists of constructing, for
CCD i, in an array with m sensors (i = 1, . . . ,m), a
corrected image whose left side L′′i is equal to the MB
subtracted image L′i minus a linear combination of R′k,

i.e.,

L′′i = L′i −
m∑
k=1

aikR′k . (1)

The coefficients aik are obtained from the solution of a
linear system of m equations with m unknowns that re-
sults from requiring that the variance of the L′i image
over all the pixels is minimum: ∂Var(L′i)/∂aim = 0.

B. Event extraction

Once the final images are obtained, the next step is the
extraction of catalogs of events, i.e., pixel clusters that
are associated with energy depositions in the CCDs. A
cluster is formed by finding its “seed” or “Level 0” pixels:
adjacent pixels whose value is above a given threshold
Qth (set to 4 times a representative value for the noise in
the CCDs). Layers of neighbouring pixels are then added
to the seed pixels without any threshold requirement:
“Level 1” pixels are all the pixels in contact with the
“Level 0” pixels, including those in the diagonal, “Level
2” pixels are all the pixels in contact with the “Level 1”
pixels, and so on. However, for pixel levels greater than
2, only the adjacent pixels are considered. A cluster is
the union of all pixels in all the defined layers. Fig. 5
shows two examples of clusters with five pixel layers. The
top panel shows an event with a single Level 0 pixel. The
levels 1 and 2 include neighbouring pixels in the diagonal
(forming a square shape), whereas Level 3 and above
leave out the corners. In the current CONNIE processing,
the number of pixel layers is fixed to three. A catalog file
containing the information of every reconstructed event
in all the images in one sub-run is stored.

As a cross check to the CONNIE event extraction
pipeline, we have used the Source Extractor (SExtractor
[50]) code [51], which is widely employed in astronomical
applications. By adapting the SExtractor configurations
to the CONNIE processed images, we obtained similar
detections. In particular, the spectra obtained from the
CONNIE extractions and the one from SExtractor are
compatible for a broad energy range. To assess the per-
formance of the two event extraction methods at low en-
ergies we have used images containing simulated neutri-
nos, which are produced to determine the reconstruction
efficiency (see Sec. VI C). We found that SExtractor gen-
erates spurious detections for energies .0.2 keV, which
includes the energy range in which we are interested in
this paper, whereas the CONNIE extraction does not
have such a problem. Therefore we consider only the
CONNIE extraction in the rest of the analysis.
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FIG. 4. Schematic representation of a CONNIE image from the standard data acquisition. For memory handling reasons, the
images are divided in 4 parts (p1− p4) as shown here. The charge is moved only to the left (L) amplifier, such that the right
one (R) only reads the noise. A few columns with zero exposure time are read prior to moving the charge (prescan) and a
larger number is read after the charge has been moved (overscan). After each column is read the readout continues for some
more pixels (vertical overscan, thin strip at the bottom of p4).

IV. CALIBRATION OF THE SENSORS

A. Energy calibration

As described in section II B, the CCDs are attached
to a frame made of the same high-purity silicon as the
detectors themselves and are embedded in a copper-rich
environment. Therefore, the emission of Cu and Si flu-
orescence x-rays from excitations by cosmogenic parti-
cles and gammas from inherent radioactivity is readily
observed in all the sensors as peaks in the energy spec-
trum. The two principal Cu fluorescence x-rays have en-
ergies of 8.047 keV (Kα) and 8.905 keV (Kβ), while the
Si fluorescence x-rays have an energy of 1.740 keV. These
peaks provide a way to monitor the detector calibration
continuously. The linearity and resolution in the energy
response of these CCDs have been thoroughly charac-
terized down to energies of ∼ 40 eV in previous work
[26, 52].

The energy in ADU is defined as the integrated value
of all pixels in a cluster on the processed image down to
a given level. A calibration constant (in keV/ADU) is
calculated for each CCD in every sub-run of ∼60 images
using the Cu Kα peak. Fig. 6 shows the region of the
spectrum around the two Cu fluorescence lines for all the
events in a sub-run. Fig. 7 shows the calibrated spectrum
for the same sub-run in the energy range (0–10.5) keV
where the Si fluorescence line is visible.

The stability of the calibration within sub-runs was
monitored by looking at the position of the Cu-Kα peak
in groups of five consecutive images, fitted with a Gaus-
sian plus constant-background model. The calibration
constants extracted from these smaller groups of images
were found to be stable within 0.2% over periods of time
extending for several months.

B. Energy resolution

The energy resolution for photons is a well-understood
quantity for CCD sensors: at high energies (several keV)
the energy resolution is dominated by the silicon ioniza-
tion efficiency which is proportional to the energy of the
photon through the Fano factor [48]. This factor was
evaluated in the laboratory, for the same type of CCD as
CONNIE, using x-rays (typically of 5.9 keV from a 55Fe
source) giving a value of 0.133 [26]. At low energies (be-
low 0.1 keV) the energy resolution is dominated by the
readout noise of the sensor and is evaluated by adding
low-energy events to the data and measuring the energy
dispersion for those events after reconstruction, which is
found to be 0.034 keV. The total energy resolution for
photons is the sum of both effects and can be modelled
by a normal distribution with variance

σ2
res = (34 eV)

2
+ (3.745 eV)FE , (2)
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FIG. 5. A cluster with one seed pixel (top) and one with 329
seed pixels (bottom), corresponding to a muon followed by a
delta ray. The level of the pixels is given by the color scale
on the right.

where 3.745 eV is the adopted mean ionization energy re-
quired to produce an electron-hole pair for photons taken
from [53], F is the Fano factor and E is the photon energy
in eV.

C. Size-depth calibration

The event shape in the data depends on the transport
of charge carriers in the depleted silicon before they are
trapped by the potential well of each pixel. Once the free

FIG. 6. Energy spectrum (in ADU) around the copper fluo-
rescence peaks for 60 consecutive three-hour exposures. The
first peak, corresponding to Kα at 8.047 keV, is fitted by a
Gaussian and its mean is used to obtain the calibration con-
stant. The second peak is fitted by the same function.

carriers are generated, they drift under the electric field of
the depleted silicon. This electric field has only one com-
ponent transverse to the array plane and free holes have
essentially no restriction to move laterally before being
trapped by the pixel well. The magnitude of the lateral
dispersion is determined by the drift time, which is set
by the distance from the primary ionization point (depth
in the silicon) to the well positions (approximately 2 µm
below from the front face of the sensor). In particular,
neutrinos deposit such a small amount of energy when
scattering off nuclei that the primary ionization volume
is much smaller than the subsequent dispersion of the
free carriers. Measuring this process is needed for the
complete characterization of the shape of the neutrino
events and is a key ingredient for the simulations used to
characterize the reconstruction strategy.

The lateral dispersion produced by thermal diffusion
follows a Brownian motion with a position probability
that can be modeled by a two-dimensional Gaussian dis-
tribution [45] with equal standard deviation (σD) in both
directions, given by

σ2
D = α ln(1− β z), (3)

where α and β are parameters that condense several
physical constants of the sensor and z is the depth of
the interaction in the bulk of the silicon.
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FIG. 7. The calibrated energy spectrum in the region up to
10.5 keV. The Si fluorescence peak at 1.740 keV is fitted by a
Gaussian plus an exponential.

Since the parameters in Eq. (3) depend on fabrica-
tion and operation parameters such as the doping con-
tent, sensor thickness and substrate voltage, we measure
them independently for each detector from the data us-
ing a high-purity sample of atmospheric muons. They
produce a continuous ionization trace in the output data
with a very high probability of crossing the entire detec-
tor thickness. Furthermore they leave a nearly constant
energy deposition per unit length, allowing us to assume
a uniform initial ionization cloud radius along the track
length.

The muons are selected as straight tracks with a 2D
projected length over 150 pixels and for which both ends
are not at the edges of the CCD active area, such that
they traverse the full thickness of the CCD. This selec-
tion was tested using visual inspection and yields a less
than 1% contamination. An example of a muon track
is shown in Fig. 8. These straight events have a thicker
end, corresponding to ionization produced in the back of
the sensor and a thinner end from ionization at the front
(close to the pixel potential well).

The width of the track can be mapped as a function
of the distance from the first interaction point, which is
proportional to the depth of the hit in the CCD. In prac-
tice, the track is divided into segments where the trans-
verse standard deviation is measured. An example of this
mapping using many muons is shown in Fig. 9. Due to

the kinetic energy of the liberated electrons, there is a
nonzero size for the initial ionization cloud, which in our
data is of the order of 0.1 pixel. We perform a fit to
Eq. (3) for depths above ' 100 µm to minimize the pix-
elation effects. The average values for the detector array
are α = −690 µm2 and β = 6 × 10−4/µm, with a 10%
dispersion between detectors and a maximum diffusion
width of σD = 19 µm.
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FIG. 8. A typical muon event crossing the entire thickness of
the detector where the color scale indicates the charge value
of each pixel in arbitrary units. The lines perpendicular to
the track define the segments where the transverse standard
deviation is measured.
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surements that lie in each diffusion-depth bin. The solid line
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FIG. 10. Comparison of the simulated spectra from muons
and data in one of the sensors. The red curve represents data
from one of our runs (0.048 kg-day), while the black curve
represents the muon contribution obtained with the Geant4
package. The simulated spectrum is based on the expected
rate of muons at sea level and has not been fitted to the data.

V. DETECTOR PERFORMANCE

A. Stability of the background radiation

The full energy spectrum for the data collected in the
CONNIE experiment is shown in Fig. 10 (red curve). The
excess at around 250 keV corresponds to minimum ion-
izing cosmic muons traversing the silicon sensors. The
increase in the rate at lower energies is dominated by
secondary products of these muons, showering in the de-
tector and in the nearby shielding components. This is
demonstrated with a full Geant4 [54] simulation of at-
mospheric muons hitting the detector, following the en-
ergy and angular distribution of [55], which reproduces
reasonably well the moun distribution at sea level [56].
The resulting spectrum matches the shape of the over-
all CONNIE spectrum above 10 keV, as shown in Fig. 10
(black curve) and gives an overall background rate consis-
tent with the total rate observed. A more sophisticated
background model including all the low-energy processes
below 10 keV is left for future work, but we know that at
least a fraction of the background in this energy range is
also due to the secondary products of the muons. There-
fore, to search for low-energy events it is important to
monitor the stability of the muon background and its
low energy by-products.

We monitor the stability of the background by looking
at the rate at the fluorescence peaks as well as in regions
away from the peaks. As our CEνNS analysis is based
on a comparison of reactor on and off data, we study the
stability by grouping the data collected during these two
states of the reactor (the selection of the specific periods
used in this analysis is presented in Sec. VI A).

As discussed in Sec. IV A the copper peaks are fitted

by a Gaussian plus a constant, providing the energy cal-
ibration (position of the peak) and also the event rate
integrated on the peak. In Fig. 11 we show the distri-
bution of these two quantities for the Cu Kα peak for
exposures during the periods of reactor on and off. As
mentioned before, we see that the calibration is extremely
stable during the operations and is independent of the
reactor state. The rate is also very stable, with fluctua-
tions consistent with Poisson statistics and no significant
difference between the reactor on and off periods.
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FIG. 11. Top: Unit-normalized distributions of the fitted
calibration constant (Cu Kα) from spectra of groups of 5-6
images, for the reactor-on (blue) and reactor-off (red) periods.
Bottom: unit-normalized distributions of the event rate under
the Cu Kα peak calculated as the area of the fitted Gaussian.
The mean (µ) and width (σ) of the distributions are also
shown.

The position and rate of the Si fluorescence peak in
the low-energy region of the calibrated energy spectrum
were also monitored and found to be consistently stable.
The Si peak is also stable comparing the on and off peri-
ods, with a mean of 1.738 (1.736) keV (using the Cu Kα
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calibration) and width of 0.001 (0.003) keV during the
on (off) period.

We have also monitored the stability of the background
radiation in two energy ranges. The first, from 3 to 7 keV,
was chosen to be between the Cu and Si fluorescence
peaks and is dominated by low-energy photons. The sec-
ond range, from 250 to 350 keV, was chosen to include
the muon peak and, thus, is dominated by muon events.
Fig. 12 shows the distribution of the event rate in one of
the sensors in these two energy ranges for the periods of
reactor on and off. For the low energy range, the distri-
butions show that the radiation background is constant
on the two periods, within statistical uncertainties. In
the high-energy region, we notice a 2.5% variation in the
rate, but it does not affect the low energy spectrum, at
least at the level of precision achieved in this paper. The
differences appear not only in the on versus off periods,
but have a long term variation along the months.
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FIG. 12. Unit-normalized histograms of events per image in
the energy ranges 3–7 keV (top) and 250–350 keV (bottom),
for the reactor on (blue) and off (red) periods. The mean (µ)
and width (σ) of the distributions are also shown.

B. On-chip noise sources

On-chip noise sources are the main contribution to the
measurement error in the pixels [48]. The dominant ef-
fects are produced by two independent processes: the
readout noise (RN) added by the output amplifier of the

sensor to the output signal and the dark current (DC)
which is a spurious generation of charge by thermal ex-
citations in the crystal. The RN follows a Gaussian dis-
tribution while the DC follows a Poisson distribution
[48]. Both quantities are constantly monitored in the
experiment by measuring the parameters of their distri-
butions with fits to the combined probability function
of the pixels without events for each image. Since both
noise sources are independent, the joint probability func-
tion for the energy in a given pixel due to the combined
DC plus RN processes (f(E)) can be calculated as the
convolution of the marginal contributions:

f(E) =

∞∑
n=0

1√
2π σg

exp

(
− (E − ng + λg − µ)2

2 (σg)
2

)
e−λλn

n!
,

(4)
where E is the energy in ADU, g is the gain of the sys-
tem in units of ADU/e− calibrated with x-ray lines, n
runs over all the possible numbers of generated charges
from the DC process, λ is the mean number of generated
charges per pixel by the DC, σ is the standard deviation
of the RN process in units of e−, and µ is an external
parameter added to account for a small remnant in the
baseline subtraction processing step. Note that the cen-
tral value of each term in the sum is adjusted by λg,
which is not part of the original Poisson marginal prob-
ability function. It is included in order to correct for the
effect of subtracting the median image in the processing
chain.

The method was used to evaluate the noise sources on
each output image. The distribution of DC (λ) and RN
(σ) for a single CCD is shown in Fig. 13 for all exposures
considered in this paper (see Sec. VI A). For all sensors
the typical ranges are: λ ' 0.05 − 0.25 e−/pix/hr and
σ ' 1.7−2.2 e−. As we see in this figure, the DC had sig-
nificant changes along the operations of the detector (see
Sec. VI A). The low-energy event selection (Sec. VI B)
is constructed so that these variations do not affect the
reactor-on versus reactor-off comparison.

The effect of these noise sources in the event selection
is different: the RN fluctuations dominate the root mean
square (RMS) error of the pixel and have an impact on
the energy resolution of low-energy events, while the DC,
with a larger-probability tail for positive values, has more
impact on the number of spurious (false positive) events.
These two mechanisms are taken into account for the
event selection cuts, as described in Sec. VI B.

VI. EVENT SELECTION AND EFFICIENCY

A. Data quality selection criteria

The detector has been taking data continuously since
August 2016, with short interruptions due to planned
on-site interventions (repairs and upgrades in the control
system and container infrastructure) or power cuts. The
data collection can be divided in 3 seasons. The first,
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FIG. 13. On-chip noise components in one of the sensors for
all exposures considered for this paper. Each point corre-
sponds to a three-hour exposure. The red points are taken
during reactor off periods, while the blue ones are during on
periods.

from August 2016 to March 2017, includes one of the
reactor shutdowns and ended with the planned period
of maintenance of the detector. The second one, from
March to December 2017, does not include any reactor
off period and was defined by the infrastructure upgrade
of the lab. The third season, from January to August
2018, includes the second reactor shutdown used in this
measurement.

The operating conditions varied between the seasons,
leading to modifications in the DC and RN. For the anal-
ysis presented in this paper we consider data that were
acquired in the first and third seasons of the experiment,
when the CCDs used in the analysis have a good per-
formance. More specifically, we required RN better than
2.2 e− and DC less than 0.3 e−/pix/h.

The two selected seasons correspond to the different
panels in the DC and RN plots of Fig. 13. A gap is seen
in the third data-taking season corresponding to a 10-day
period of thermal problems in the container, with data
that does not pass our quality cuts. After new operating
conditions and cleaning the charge in the CCDs, the DC
had a substantial improvement. The total period consid-
ered in this work corresponds to 6 sub-runs of reactor-on
data and 5 sub-runs of reactor off.

From the total of 14 CCDs installed in the experiment
2 were disconnected due to issues that appeared at the
beginning of the operation of the experiment. Of the 12
remaining detectors, we selected 8 that have shown good
performance in terms of noise, charge transfer efficiency,
and long-term stability.

After removing edge effects, the effective size of each
CCD is 4093 × 4111 pixels, giving a total mass of 47.6 g
for the array of 8 CCDs. We remove from the analysis the
columns that have an excess of hot pixels in comparison

with the rest of the sensor. Hot columns detected on any
image are eliminated from the analysis of the complete
data set. This is done to ensure that we use the same
parts of the detector in both reactor-on and reactor-off
data sets.

The total accumulated exposure of data considered in
this work, corresponding to 8 CCDs operating during the
two seasons, is 3.7 kg-days: 2.1 kg-days taken with the
reactor on and 1.6 kg-days with the reactor off.

B. Low-energy event selection

As discussed in section III B, events are selected to
contain energy above a threshold (Qth) for the seed,
which is set at 10 e−, corresponding to roughly four
times the standard deviation of the RN: Qth = 10 e− =
0.037 keV. Some pixel fluctuations from on-chip noise
sources (section V B) could be large enough to produce
fake events that resemble low-energy neutrino events
given this threshold. A statistical test is used to sep-
arate neutrino-like events from spurious ones from on-
chip noise sources at low energies. The test is based on
the likelihood of the pixel values of an event to follow
the probability density function of the Gaussian readout
noise. The log-likelihood Lj is calculated from the N
pixels of the j-th event as:

Lj(P1, ..., PN |σ) =

N∑
i=1

(−1)ni

(
P 2
i

2σ2
+ log(

√
2πσ)

)
,

(5)
where Pi is the value of pixel i (here we consider only level
0 and level 1 pixels) and ni = 1 (0) if Pi ≥ 0 (Pi < 0). It
should be noted that ni = 1 corresponds to a Gaussian
probability distribution and ni = 0 is included to maxi-
mize the power of the statistical discriminator for nega-
tive fluctuations in the pixel value. The log-likelihood se-
lection criterion is chosen to maintain contributions from
on-chip noise much below the background radiation con-
tribution (dominated by Compton scattering). Images
consisting purely of on-chip noise (DC and RN) were
simulated to evaluate their distribution in Lj and the
on-chip noise contribution to the low-energy spectrum in
the experiment.

Fig. 14 shows the Lj distribution of simulated events
for three different conditions of DC and RN in our sen-
sors, which are representative of the values obtained dur-
ing the selected periods (see sec. V B). Each condition
was evaluated over a group of 1500 images with similar
size as the data of the experiment, equivalent to an ex-
posure of 1.125 kg-days. All the events with pixel seeds
above Qth are extracted and those with energy above
0.075 keV are evaluated by the likelihood and incorpo-
rated in the plot. The red histogram (upper curve in this
figure) represents the most extreme DC and RN condi-
tion for our sensors (λ ' 0.25 e−/pix/hr and σ ' 2 e−),
which gives the highest rate of fake events above thresh-
old. To prevent this systematic error from impacting the
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FIG. 14. Lj distribution from simulated noise events for three
combinations of DC and RN representative of the selected
data.

analysis, a cut of Lj < −45 was chosen, which gives a
a negligible contribution (less than two orders of mag-
nitude) compared to the expected electromagnetic back-
ground contribution after fiducial cuts in the same energy
range.

C. Efficiency for CEνNS events

The conservative selection cut Lj < −45 is used to sep-
arate neutrino-like events from the noise-like ones for all
the sensors. To evaluate the detection efficiency at low
energies, while ensuring that the small variations in the
noise and other statistical fluctuations do not impact the
reconstructed number of neutrino events in all data sets,
simulated neutrino-like events are added in the vertical
overscan of the output images of the experiment. Since
this region has a very short exposure of about 15 minutes
per image, they have almost no background events and
the contribution of small RN fluctuations can be easily
evaluated. The simulated neutrino events are then re-
constructed using the same processing tools and their
reconstruction efficiency is evaluated for each data set
of every run. Neutrino-like simulated events with ener-
gies up to 2.5 keV were added and their reconstruction
efficiency is shown in Fig. 15 for all the sub-runs used
in this analysis for one representative CCD. The fluctu-
ations of the sub-run efficiencies at low energies (below
0.5 keV), where the Lj calculation is more sensitive to
small RN variations, are the same as for higher energies
and all lie within the statistical uncertainty of the mea-
surement. This shows that the different noise conditions
do not impact the efficiency.

To obtain an overall reconstruction efficiency for neu-
trinos for all CCDs and periods, we add neutrino-like
events on the active region of the sensor, which accounts
for the reduction in the total exposure by overlapping
with higher-energy events. Only data sets without ex-
pected neutrino events (reactor off periods) were used,
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FIG. 15. Reconstructed efficiency of neutrino-like events sim-
ulated in the vertical overscan region of one sensor. Each color
corresponds to a different sub-run in the detector covering all
data used for the analysis in the paper.

to avoid any efficiency reduction due to the neutrino sig-
nal. Neutrinos are simulated with uniform probability in
the active volume of the sensor, with shape determined
by the calibration in section IV C and with a uniform dis-
tribution in energy up to 2.5 keV. A set of 1000 events are
simulated per CCD image. This number was chosen to
provide a large enough sample to evaluate the efficiency
with a low uncertainty, without having a significant im-
pact on the total occupancy. The images with simulated
neutrino events are processed using the standard chain
and the selection rules described above are applied. The
measured efficiency for each sensor is then weighted by
the exposure, yielding the overall efficiency curve pre-
sented in Fig. 16.
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FIG. 16. Overall efficiency of neutrino event reconstruction.

VII. SEARCH FOR THE STANDARD MODEL
CEνNS SIGNAL

To obtain the expected rate of CEνNS events in the
detector array we follow the prescription in [3], using
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the overall efficiency discussed in the previous section.
For the CEνNS process, the relevant energy is the sili-
con recoil energy. However, the energy calibration dis-
cussed in Sec. IV A is based on the ionization produced
by recoiling electrons from the photo absorption of x-rays
of known energy. Therefore, all quoted energies are in
electron-equivalent units. The conversion from electron-
equivalent to silicon recoil energy is given by the so-called
quenching factor. Here we employ a recent measurement
of this factor for nuclear recoils in CCDs from [52] to
compute the expected event rate from CEνNS. For com-
parison to previous work [41], the expected event rate
is also calculated using the quenching model from Lind-
hard [57]. The expected event rate is shown in Fig. 17, in
observable (i.e., electron-equivalent) energy, for the two
quenching factors. The energy resolution for the detec-
tors discussed in section IV B has been included in this
calculation, smearing the measured energy of the sim-
ulated nuclear recoils. The recoil spectrum is convolved
with a Gaussian resolution, where the width of the Gaus-
sian varies according to the model of Eq. (2). As a result
of this smearing a fraction of low-energy events gets pro-
moted to higher observable energies.
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FIG. 17. Observable neutrino recoil spectrum in the CONNIE
detector array using two versions of the quenching factor mea-
sured from Lindhard et al. [57] (dotted line) and Chavarria et
al. [52] (dashed line).

To search for a CEνNS signal, the selection criteria
discussed in section VI B are applied to the data with the
reactor on and off periods. Fig. 18 shows the observed
spectrum for both periods at energies below 15 keV. The
data for each CCD in the detector array are weighted by
their exposure mass and included in this spectrum. The
x-ray fluorescence lines for silicon in the sensor active
volume and copper surrounding the sensors are clearly
observed.

The reactor-off spectrum is subtracted from the
reactor-on one for each sensor in the detector array and
the results binned in energy are weighted by the sensor
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FIG. 18. Energy spectrum for reactor-on and reactor-off data.

exposure mass and combined in Fig. 19. The error bars in
this figure reflect the statistical uncertainty in the binned
spectrum subtraction.
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FIG. 19. Energy spectrum difference of reactor-on minus
reactor-off data.

There is no significant excess of events in the reactor-
on minus reactor-off subtraction. The maximum excess
consistent with the data at 95% confidence level (CL) is
shown in Fig. 20 and Table I. This limit is compared to
the expected CEνNS event rate using the quenching fac-
tor measured from Chavarria [52] and the Lindhard [57]
models. The results show that the 95% CL limit estab-
lished by this work is a factor of ∼40 above the prediction
from the SM for deposited energies about 0.1 keV, or re-
coil energies of 1 keV.

VIII. DISCUSSION AND CONCLUDING
REMARKS

The CONNIE experiment is operated remotely at the
Angra 2 nuclear power plant. During 2017 and 2018
an operating efficiency of more than 95% was achieved,
thanks to a monitoring, alarms and interlock system de-
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Energy CEνNS-rate CEνNS-rate 95% C. L.
range (keV) Lindhard Chavarria from data
0.075–0.275 11.4 4.8 197
0.275–0.475 3.6 1.3 109
0.475–0.675 0.8 0.3 47

TABLE I. Expected rate from CEνNS, in events/day/kg/keV,
assuming quenching factors from Lindhard [57] and Chavar-
ria [52] together with the 95% CL limit from the data pre-
sented in this paper.
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FIG. 20. CEνNS event rate: 95% confidence level limit from
the reactor on - off measurement (solid line) and neutrino sig-
nal expected from the Lindhard [57] (dotted line) and Chavar-
ria [52] (dashed line) quenching factors.

veloped to record and report the status of all the critical
values of the experiment. The CONNIE results demon-
strate the operation of low-threshold detectors next to a
commercial power plant to search for CEνNS while main-
taining good control of the reactor related background.
The capability to monitor the stability of the environ-
mental radiation background is also demonstrated thanks
to the excellent energy resolution of the sensors.

The results presented here constitute the first search
for CEνNS at a nuclear reactor reaching recoil energies
down to 1 keV (0.1 keV electron-equivalent). This mea-
surement was made possible thanks to the development
of a detector based on thick fully depleted low-threshold
CCDs, specifically designed for this purpose. Low-
threshold CCDs open a new window into the low-energy
neutrino physics sector, probing for physics beyond the
SM [15, 58–61]. The threshold explored by CONNIE
is one order of magnitude lower than the threshold of
20 keV used for the first detection of CEνNS by the CO-
HERENT experiment [35].

The data used in this paper allowed us to place an
upper limit on the CEνNS event rate at about 40 times
above the expectation from the SM. Due to the CON-
NIE low-energy threshold, this upper bound allows us to
impose constraints on some NSI models, which can be

competitive with the bounds from the COHERENT de-
tection. For example, models with a light mediator [22],
which may increase the rate of events at the lowest ener-
gies by orders of magnitude, can be strongly constrained
by the CONNIE data.

In this paper, rather than deriving the implications
on specific models, we choose to present our results in
a model independent way, in terms of the upper bounds
on the event rates, as in Table I. We expect them to be
useful for other groups to investigate the constraints on
different models and to compare them with the results
and expectations from other experiments.

The sensitivity to the SM CEνNS obtained in this mea-
surement is somewhat lower than the expectation from
the forecast presented in reference [3]. There are three
reasons for the reduced sensitivity. First, the updated
measurements for the quenching factor in [52] reduce sig-
nificantly the expected signal compared to the Lindhard
model [57]. The CONNIE collaboration is working to
reduce the uncertainty in the quenching factor, in col-
laboration with other teams using silicon targets for the
detection of nuclear recoils [23, 26, 27, 62]. The second is
the lower detection efficiency than the estimations used
for the forecast in [3]. We expect to recover most of the
efficiency by upgrading the experiment with the recently
demonstrated skipper-CCD sensors [63]. Finally, the low-
energy background measured in the CONNIE experiment
is about a factor of 10 higher than the estimations in the
forecast.

The CONNIE detector array was designed to have a
geometry appropriate for track and shower reconstruc-
tion as an additional tool to identify background events,
however these capabilities were not exploited for the anal-
ysis presented here. We expect to make use of the shower
reconstruction capabilities of the detector in future work,
extending the sensitivity of the experiment.

The analysis discussed here for the CONNIE data is
based on a reactor-on minus reactor-off subtraction. This
model-independent analysis is strongly limited by the
statistics of the reactor-off data, equivalent to less than
10% of the total data that is possible to collect. A model-
dependent analysis using the spectral details of signal
and background based on a full simulation of the detec-
tor at low energies will increase the sensitivity to the SM
CEνNS signal and is planned for future work.
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S. Gninenko, D. Göldi, S. Gollapinni, N. Golubev,
M. Graham, E. Gramellini, H. Greenlee, R. Grosso,
R. Guenette, A. Guglielmi, A. Hackenburg, R. Hänni,
O. Hen, J. Hewes, J. Ho, G. Horton-Smith, J. Howell,
A. Ivashkin, C. James, C. M. Jen, R. A. Johnson, B. J. P.
Jones, J. Joshi, H. Jostlein, D. Kaleko, L. N. Kalousis,
G. Karagiorgi, W. Ketchum, B. Kirby, M. Kirby, M. Kir-
sanov, J. Kisiel, J. Klein, J. Klinger, T. Kobilarcik,
U. Kose, I. Kreslo, V. A. Kudryavtsev, Y. Li, B. Little-
john, D. Lissauer, P. Livesly, S. Lockwitz, W. C. Louis,
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T. Klages, M. Lindner, A. Lücke, W. Maneschg, M. Regi-
natto, T. Rink, T. Schierhuber, D. Solasse, H. Strecker,
R. Wink, M. Zboril, and A. Zimbal, Neutron-induced
background in the CONUS experiment, arXiv e-prints ,
arXiv:1903.09269 (2019), arXiv:1903.09269 [physics.ins-
det].

[30] J. Billard, R. Carr, J. Dawson, E. Figueroa-Feliciano,
J. A. Formaggio, J. Gascon, S. T. Heine, M. De Je-
sus, J. Johnston, T. Lasserre, A. Leder, K. J. Palladino,
V. Sibille, M. Vivier, and L. Winslow, Coherent neutrino
scattering with low temperature bolometers at Chooz re-
actor complex, Journal of Physics G Nuclear Physics 44,
105101 (2017), arXiv:1612.09035 [physics.ins-det].

[31] V. Singh and H. T. Wong, Recent Results and Status of
TEXONO Experiments, arXiv e-prints , nucl-ex/0412057
(2004), arXiv:nucl-ex/0412057 [nucl-ex].

[32] MINER Collaboration, G. Agnolet, W. Baker, D. Barker,
R. Beck, T. J. Carroll, J. Cesar, P. Cushman, J. B. Dent,
S. De Rijck, B. Dutta, W. Flanagan, M. Fritts, Y. Gao,
H. R. Harris, C. C. Hays, V. Iyer, A. Jastram, F. Kadrib-
asic, A. Kennedy, A. Kubik, I. Ogawa, K. Lang, R. Maha-
patra, V. Mandic, R. D. Martin, N. Mast, S. McDeavitt,
N. Mirabolfathi, B. Mohanty, K. Nakajima, J. Newhouse,
J. L. Newstead, D. Phan, M. Proga, A. Roberts, G. Ro-
gachev, R. Salazar, J. Sander, K. Senapati, M. Shimada,
L. Strigari, Y. Tamagawa, W. Teizer, J. I. C. Vermaak,
A. N. Villano, J. Walker, B. Webb, Z. Wetzel, and S. A.
Yadavalli, Background Studies for the MINER Coherent
Neutrino Scattering Reactor Experiment, arXiv e-prints
, arXiv:1609.02066 (2016), arXiv:1609.02066 [physics.ins-

https://arxiv.org/abs/1802.06039
https://arxiv.org/abs/1802.06994
https://doi.org/10.1103/PhysRevD.94.082006
https://arxiv.org/abs/1607.07410
https://doi.org/10.1103/PhysRevLett.122.161801
https://doi.org/10.1103/PhysRevLett.122.161801
https://arxiv.org/abs/1901.10478
https://arxiv.org/abs/1901.10478
https://doi.org/10.1109/TNS.2016.2614431
https://doi.org/10.1109/TNS.2016.2614431
https://arxiv.org/abs/1603.01584
https://arxiv.org/abs/1903.09269
https://arxiv.org/abs/1903.09269
https://doi.org/10.1088/1361-6471/aa83d0
https://doi.org/10.1088/1361-6471/aa83d0
https://arxiv.org/abs/1612.09035
https://arxiv.org/abs/nucl-ex/0412057
https://arxiv.org/abs/1609.02066


18

det].
[33] K. Scholberg, Prospects for measuring coherent neutrino-

nucleus elastic scattering at a stopped-pion neutrino
source, Phys. Rev. D 73, 033005 (2006).

[34] S. N. Source, Spallation Neutron Source, http://

neutrons.ornl.gov/sns (2008), [Online].
[35] D. Akimov, J. B. Albert, P. An, C. Awe, P. S. Bar-

beau, B. Becker, V. Belov, A. Brown, A. Bolozdynya,
B. Cabrera-Palmer, M. Cervantes, J. I. Collar, R. J.
Cooper, R. L. Cooper, C. Cuesta, D. J. Dean, J. A.
Detwiler, A. Eberhardt, Y. Efremenko, S. R. Elliott,
E. M. Erkela, L. Fabris, M. Febbraro, N. E. Fields,
W. Fox, Z. Fu, A. Galindo-Uribarri, M. P. Green, M. Hai,
M. R. Heath, S. Hedges, D. Hornback, T. W. Hoss-
bach, E. B. Iverson, L. J. Kaufman, S. Ki, S. R. Klein,
A. Khromov, A. Konovalov, M. Kremer, A. Kumpan,
C. Leadbetter, L. Li, W. Lu, K. Mann, D. M. Markoff,
K. Miller, H. Moreno, P. E. Mueller, J. Newby, J. L.
Orrell, C. T. Overman, D. S. Parno, S. Penttila, G. Pe-
rumpilly, H. Ray, J. Raybern, D. Reyna, G. C. Rich,
D. Rimal, D. Rudik, K. Scholberg, B. J. Scholz, G. Sinev,
W. M. Snow, V. Sosnovtsev, A. Shakirov, S. Suchyta,
B. Suh, R. Tayloe, R. T. Thornton, I. Tolstukhin, J. Vand
erwerp, R. L. Varner, C. J. Virtue, Z. Wan, J. Yoo, C. H.
Yu, A. Zawada, J. Zettlemoyer, A. M. Zderic, and aff13,
Observation of coherent elastic neutrino-nucleus scatter-
ing, Science 357, 1123 (2017).

[36] D. Aristizabal Sierra, V. De Romeri, and N. Rojas, CO-
HERENT analysis of neutrino generalized interactions,
Phys. Rev. D 98, 075018 (2018), arXiv:1806.07424 [hep-
ph].

[37] D. K. Papoulias and T. S. Kosmas, COHERENT con-
straints to conventional and exotic neutrino physics,
Phys. Rev. D 97, 033003 (2018), arXiv:1711.09773 [hep-
ph].

[38] J. Liao and D. Marfatia, Coherent constraints on non-
standard neutrino interactions, Physics Letters B 775,
54 (2017).

[39] B. Caas, E. Garcs, O. Miranda, and A. Parada, Future
perspectives for a weak mixing angle measurement in co-
herent elastic neutrino nucleus scattering experiments,
Physics Letters B 784, 159 (2018).

[40] J. B. Dent, B. Dutta, S. Liao, J. L. Newstead, L. E. Stri-
gari, and J. W. Walker, Accelerator and reactor comple-
mentarity in coherent neutrino-nucleus scattering, Phys.
Rev. D 97, 035009 (2018), arXiv:1711.03521 [hep-ph].

[41] A. Aguilar-Arevalo, X. Bertou, C. Bonifazi, M. But-
ner, G. Cancelo, A. Castañeda Vázquez, B. Cervantes
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