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#### Abstract

A thermo-mechanical interface model for failure analysis of concrete subjected to high temperature is presented in this work. The model is an extension of a fracture energy-based interface formulation which now includes thermal damage induced by high temperature and/or fire. The coupled thermal-mechanical effect in the interface model is taken into account through the formulation of a temperature dependent maximum strength criterion and fracture energy-based softening or post-cracking rule. In this sense, the strong variation of concrete ductility during failure processes in mode I, II or mixed types of fracture is described through the consideration of temperature dependent ductility measures and of the specific work spent in softening. Moreover, a temperaturebased scaling function is introduced to more accurately predict the thermal effect affecting the interface strength and post-cracking response. After outlining the mathematical formulation of the interface model, numerical analyses are presented to validate its soundness and capability. A wide range of experimental results, available in the scientific literature, are analyzed at both material and structural scale of analysis using the proposed interface model and in the framework of the discrete crack approach. The results demonstrate the predictive capabilities of the proposed interface constitutive theory for temperature dependent failure behavior of concrete.
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## 1. Introduction

The exposure to high temperature and fire is one of the most destructive actions that concrete material may suffer [1]. Under elevated temperature, the chemical composition, the physical structure as well as the moisture content of concrete drastically change [2,3]. Such changes deal with the dehydration of hardened cement paste and the conversion of calcium hydroxide into calcium oxide with the subsequent release of bond water to become free water [4,5]. As a consequence, during and after long term exposure to high temperature, the most important mechanical features of concrete can be adversely affected. Experimental evidences demonstrate the substantial changes of cohesion, tensile

[^0]and compressive strengths [6,7], Young modulus and Poisson's ratio [8,3] of concrete materials due to the long term exposure to fire and/or high temperature.

The relevance of high temperature exposure and its severe consequences for the safety conditions and integrity of concrete structures is well recognized by several design codes which, at the same time, provide simplified guidelines or rules for the concrete design under elevated temperature, see a.o. the ACI-216.1-07 [9] and EN-1992-1.2 [10].

Several theoretical models are currently available in the scientific literature to simulate the failure processes of concrete structures subjected to the combined action of high temperatures and mechanical loads. Most of the existing proposals follow the so-called smeared crack approach. As a reference we may report the works by Nechnech et al. [11] who describe an elastic-plastic damage model for plain concrete subjected to high temperature, by Schrefler et al. [12] and Pont et al. [13] who take into account the thermo-hydro-mechanical effect in the description of concrete behavior at elevated temperature and also by Tenchev and Purnell [14] whereby an application of a damage constitutive theory is performed for predicting spalling phenomena in concrete.

In this work, and in the framework of the discrete crack approach, an elasto-thermo-plastic interface model is proposed to predict the concrete cracking and failure behavior when subjected to combined thermo-mechanical actions under high temperature.

Zero-thickness interface elements, formulated in terms of contact stresses versus opening relative displacements, have been historically employed for modeling both the response behavior of material discontinuities such as mechanical contacts [15,16], bonds [17-19] and crack evolutions in quasi-brittle materials like concrete [20,21]. Also, several plasticity-based interface formulations have been proposed to predict failure behaviors of discontinuities in soil/rock mechanisms [22]. One of the most frequent use of interface elements in computational concrete mechanics is related to mesoscopic failure simulations. Thereby, the use of non-linear interfaces can be limited to model the aggregate-mortar joints [23]. This strategy is combined with the use of non-linear continuum models for the mortar in between aggregates. Alternatively, the use of non-linear interfaces may involve both the aggregate-mortar and the mortar-mortar joints while linear elastic models are considered for the continuum mortar elements. This strategy was proposed by Lopez et al. [24,25] for rate independent failure behavior analysis of concrete and by Lorefice et al. [26] for time dependent simulations of concrete failure behavior. Recently, the approach and interface model by Lopez et al. [24,25] was extended by the authors, see [27-29], to model the behavior of mortar-to-mortar interfaces of fiber reinforced cementitious composites. Regarding the modeling of transport problems in concrete through interfaces we may refer here to the works by Segura and Carol [30] who take into account moisture diffusion problems and coupled analysis, the fluid flow through discontinuities by Idiart et al. [31] which is related to coupled hygro-mechanical analysis of concrete drying shrinkage, the proposal by Idiart et al. [32] whereby a chemo-mechanical analysis of concrete cracking and degradation due to external sulfate attack is performed, and by Liaudat et al. [33] who outline a diffusion-reaction model for Alkali-Silica Reaction (ASR) processes.

The elasto-thermo-plastic interface model proposed in this work is used in computational analysis of concrete materials and related structures when subjected to long term exposure of high temperatures. The interface model is formulated within the general framework of the flow theory of plasticity which is embedded in fracture mechanics concepts to account for the objectivity of the fracture energy release during post-peak regimes of concrete. Based on the original model by Carol et al. [34], the interface formulation is extended to take into account the temperature effects in the maximum strength criterion and in the softening rules under both mode I and mode II types of failure, which are differently and independently treated in the constitutive model. A relevant novel aspect in this interface model formulation is the inclusion of the thermal effects in the softening rules. It is worth mentioning that under monotonic thermo-mechanical loading, the increasing damage of cohesive-frictional materials like concrete gives rise to the development of macroscopic cracks representing first order discontinuities of both displacement and thermal fields. Therefore, the fixed (discrete) crack approach, based on coupled thermo-mechanical interfaces, represents the most straightforward and direct procedure to model jumps of velocities and thermal rate fields in quasi-brittle materials like concrete. A fundamental advantage of this approach, based on zero-thickness interfaces, is the related objectivity of the Finite Element (FE) predictions of localized failure processes regarding mesh-size and orientation, provided when a sufficient and appropriated mesh density is considered. An additional advantage of zero thickness interfaces is the inexistence of element locking which constitutes a relevant shortcoming of "thin-layer" FEs.

It is important to remark that strength criterion degradation due to temperature effects is strictly related to the interaction between drying shrinkage, high temperature and cement (de-)hydration. Actually, a classical way for modeling drying processes in porous media like concrete deals with calculating the moisture diffusion which takes place in
its porous structure. Particularly, this can be approached through modeling the migration of the "evaporable water" present in the pore structure of the cementitious composite: it can be derived as the difference between the "total amount of water" (present into the pores) and the "non-evaporable one" [35]. The last is mainly dependent on the degree of the cements hydration or (de-)hydration [36,37], for the cases of young concrete or concrete subjected to high temperature, respectively. Thus, the interaction between drying shrinkage [31], high temperature and cement (de)hydration [38] represents a very interesting topic to be investigated. However, to take into account such a complex phenomena, in the framework of the interface theory presented in this work, it is necessary to further extend the formulation into the domain of combined diffusion-driven and cement hydration phenomena, hence, considering moisture diffusion through both the porous continuum and the interfaces. This further development will be certainly considered by the authors in the next extension of the thermo-mechanical interface theory for concrete proposed in this work.

After a brief literature review, Section 2 summarizes the mathematical formulation of the elasto-thermo-plastic interface model proposed in this work. The post-cracking softening rule based on both thermal effects and fracture work spent is highlighted in Section 3. The classical elasto-thermo-plastic rate equations are then described in Section 4, while the heat transfer phenomenon throughout an opened interface is reported in Section 5. Finally, Section 6 deals with the validation of the proposed model and evaluates its numerical predictions on a series of experimental results which are often assumed as reference for computational simulations at material and structural analysis scale. After presenting the concluding remarks, in the Appendix there is summarized the flowchart of local Newton's method employed for the elasto-thermo-plastic interface model proposed in this work.

## 2. Coupled fracture-based thermal model for plain mortar/concrete interface

This section reports the temperature dependent interface formulation aimed at analyzing cracking behavior of quasi-brittle materials like cementitious mortar and concrete. The basic constitutive equations of the proposed elasto-thermo-plastic interface model are

$$
\begin{align*}
& \dot{\mathbf{u}}=\dot{\mathbf{u}}^{e l}+\dot{\mathbf{u}}^{c r}+\dot{\mathbf{u}}^{t h} \\
& \dot{\mathbf{u}}^{e l}=\mathbf{C}_{\mathbf{d}}{ }^{-1} \cdot \dot{\mathbf{t}}  \tag{1}\\
& \dot{\mathbf{t}}=\mathbf{C}_{\mathbf{d}} \cdot\left(\dot{\mathbf{u}}-\dot{\mathbf{u}}^{c r}-\dot{\mathbf{u}}^{t h}\right)
\end{align*}
$$

where $\dot{\mathbf{u}}=[\dot{u}, \dot{v}]^{t}$ is the vector of relative displacement rates across the interface which is additively decomposed into the elastic, plastic and thermal components, $\dot{\mathbf{u}}^{e l}, \dot{\mathbf{u}}^{c r}$ and $\dot{\mathbf{u}}^{t h}$, respectively; $\dot{\boldsymbol{t}}=\left[\dot{\sigma}_{N}, \dot{\sigma}_{T}\right]^{t}$ is the stress rate vector defined in interface coordinates, $\sigma_{N}$ and $\sigma_{T}$, being the normal and shear components, respectively. Moreover, $\mathbf{C}_{\mathbf{d}}$ defines the elastic stiffness matrix, thermally degraded through the temperature-based scalar variable, $d_{\tau}$,

$$
\mathbf{C}_{\mathbf{d}}=d_{\tau} \mathbf{C} \quad \text { with } \quad \mathbf{C}=\left(\begin{array}{cc}
k_{N} & 0  \tag{2}\\
0 & k_{T}
\end{array}\right)
$$

where $k_{N}$ and $k_{T}$ are the interface normal and tangential elastic stiffness, respectively.

### 2.1. Thermal interface displacements

Besides the classical interface assumptions, dealing with the jumps of normal and tangential displacements (kinematic discontinuities) and the continuity of the interface stresses, it is assumed in this proposal that the temperature field also exhibits a discontinuity across the interface due to a strong jump of the interface normal kinematic. This follows the original proposal by Willam et al. [39]. Particularly, the rate of the relative joint displacements due to thermal effects, $\dot{\mathbf{u}}^{\text {th }}$, is assumed to be linearly related to the rate of the temperature jump across the interface, $\Delta \dot{T}$,

$$
\begin{align*}
\dot{u}^{t h} & =\alpha_{s}^{0}[|\Delta \dot{T}|] \\
\dot{v}^{t h} & =\alpha_{s}^{0}[|\Delta \dot{T}|] \tag{3}
\end{align*}
$$

where $\alpha_{s}^{0}$ is a coefficient of superficial thermal expansion while the norm of the temperature jump (across the interface) is indicated as $[|\Delta T|]=\left[\left|T^{+}-T^{-}\right|\right], T^{+}$and $T^{-}$being the temperature at the + and - side of the considered interface.


Fig. 1. Failure hyperbola by Carol et al. [34], Mohr-Coulomb surface, plastic potential and modified flow rule.
Above expression in vectorial form can be expressed as

$$
\begin{equation*}
\dot{\mathbf{u}}^{t h}=\alpha_{s}^{0}[|\Delta \dot{T}|] \mathbf{i} \tag{4}
\end{equation*}
$$

with $\mathbf{i}=[1,1]$.

### 2.2. Rate of interface relative plastic displacement

The vector of relative plastic displacement rates, according to a non-associated flow rule, can be defined as

$$
\begin{equation*}
\dot{\mathbf{u}}^{c r}=\dot{\lambda} \mathbf{m} \tag{5}
\end{equation*}
$$

where $\dot{\lambda}$ is the non-negative plastic multiplier which derives from the classical Kuhn-Tucker loading/unloading and consistency conditions

$$
\begin{array}{lll}
\dot{\lambda} \geq 0, & f \leq 0, \quad \dot{\lambda} f=0 & \text { Kuhn-Tucker }  \tag{6}\\
\dot{f}=0 & & \\
\text { Consistency }
\end{array}
$$

$f=f\left[\sigma_{N}, \sigma_{T}\right]$ being the yield condition of the model while $\mathbf{m}$ the vector controlling the direction of interface fracture displacements.

### 2.3. Temperature dependent yielding criterion

Yielding surface is defined by means of the following three-parameter criterion (outlining the hyperbola represented in Fig. 1)

$$
\begin{equation*}
f=\sigma_{T}^{2}-\left(c-\sigma_{N} \tan \phi\right)^{2}+(c-\chi \tan \phi)^{2} \tag{7}
\end{equation*}
$$

where the tensile strength $\chi$ (vertex of the hyperbola), the cohesion $c$ and the frictional angle $\phi$ are internal parameters defining the evolution of the interface strength surface under thermal and mechanical loading.

Eq. (7) outlines two main failure modes:

- Mode I type of fracture: maximum strength capacity of the interface is reached under direct tensile stress, corresponding to the intersection between the strength surface and the normal stress axis.
- Mode II type of fracture: maximum strength capacity is approached under combined shear and normal stresses. These stress states are located along the asymptotic zone of the maximum strength surface of the interface, where the hyperbola approximates the well-known Mohr-Coulomb criterion (see Fig. 1).


### 2.4. Plastic flow rule

The direction of the non-associated plastic flow $\mathbf{m}$, defining the rate of the interface fracture displacements in Eq. (5), is obtained from

$$
\begin{equation*}
\mathbf{m}=\mathbf{A} \cdot \mathbf{n} \tag{8}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathbf{n}=\frac{\partial f}{\partial \mathbf{t}}=\left[\frac{\partial f}{\partial \sigma_{\mathbf{N}}}, \frac{\partial f}{\partial \sigma_{\mathbf{T}}}\right]^{\mathbf{t}}=\left[\mathbf{2} \tan \phi\left(\mathbf{c}-\sigma_{\mathbf{N}} \tan \phi\right), \mathbf{2} \sigma_{\mathbf{T}}\right]^{\mathbf{t}} \tag{9}
\end{equation*}
$$

being the direction of the associated plastic flow. Then, the transformation matrix $\mathbf{A}$ in Eq. (8) is

$$
\mathbf{A}= \begin{cases}\left(\begin{array}{cc}
\frac{\tan \beta}{\tan \phi} & 0 \\
0 & 1
\end{array}\right) & \text { if } \sigma_{N} \geq 0  \tag{10}\\
\left(\left[\begin{array}{cc}
\left.1-\frac{\left|\sigma_{N}\right|}{\sigma_{d i l}}\right] \frac{\tan \beta}{\tan \phi} & 0 \\
\left(\begin{array}{cc}
0 & 1
\end{array}\right) & \text { if }-\sigma_{d i l} \leq \sigma_{N}<0 \\
\left(\begin{array}{ll}
0 & 0 \\
0 & 1
\end{array}\right) & \text { if } \sigma_{N}<-\sigma_{d i l}
\end{array}\right.\right. \text { ( }\end{cases}
$$

where $\tan \beta$ is the dilation angle of the plastic potential as highlighted in Fig. 1 with $0 \leq \tan \beta \leq \tan \phi$. Thereby, the parameter $\sigma_{d i l}$ represents the normal stress at which the dilatancy vanishes, see Caggiano et al. [27].

## 3. Temperature and fracture-energy dependent evolution law

In this proposal a unified decay function is considered to soften all internal parameters controlling the interface yield criterion of Eq. (7) as follows

$$
\begin{equation*}
p_{i}=g_{1}\left(S\left[\xi_{p_{i}}\right]\right) g_{2}\left(\mathrm{H}\left[\psi_{p_{i}}\right]\right) p_{0 i} \tag{11}
\end{equation*}
$$

where $p_{i}$ alternatively represents $\chi, c$ and $\tan \phi$.
Eq. (11) defines the typical degradation law of the internal parameters from their maximum (or initial) values, $p_{i}=p_{0 i}$, to the residual ones. In this sense, the following scaling functions are proposed for taking into account fracture processes caused by mechanical or thermal effects

$$
\begin{equation*}
g_{1}\left(S\left[\xi_{p_{i}}\right]\right)=\left(1-\left(1-r_{p i}\right) S\left[\xi_{p_{i}}\right]\right) \quad \text { mechanical, } \tag{12}
\end{equation*}
$$

and

$$
\begin{equation*}
g_{2}\left(\mathrm{H}\left[\psi_{p_{i}}\right]\right)=\left(1-\left(1-t_{p i}\right) \mathrm{H}\left[\psi_{p_{i}}\right]\right) \quad \text { thermal, } \tag{13}
\end{equation*}
$$

where $r_{p i}$ and $t_{p i}$ measure the residual amounts of the internal parameters under mechanical or thermal loadings, respectively.

### 3.1. Fracture scaling function

The scaling function $S\left[\xi_{p_{i}}\right]$ in Eqs. (11) and (12) is defined by means of the following relationship

$$
\begin{equation*}
S\left[\xi_{p_{i}}\right]=\frac{e^{-\alpha_{p_{i}}} \xi_{p_{i}}}{1+\left(e^{-\alpha_{p_{i}}}-1\right) \xi_{p_{i}}} \tag{14}
\end{equation*}
$$

whereby parameter $\alpha_{p_{i}}$ controls the decay form of the internal parameter, as shown in Fig. 2, while the nondimensional variable $\xi_{p_{i}}$ introduces the influence of the ratio between the plastic work currently spent and the available fracture energy in mode I or II ( $G_{f}^{I}$ or $G_{f}^{I I a}$ ) according to the following $C^{1}$ continuity function proposed by Caballero et al. [40]

$$
\xi_{\chi}= \begin{cases}\frac{1}{2}\left[1-\cos \left(\frac{\pi w_{c r}}{G_{f}^{I}}\right)\right] & \text { if } w_{c r} \leq G_{f}^{I}  \tag{15}\\ 1 & \text { otherwise }\end{cases}
$$



Fig. 2. Scaling function $S\left[\xi_{p_{i}}\right]$ considering different values of $\alpha_{p_{i}}$.

$$
\xi_{c}=\xi_{\tan \phi}= \begin{cases}\frac{1}{2}\left[1-\cos \left(\frac{\pi w_{c r}}{G_{f}^{I I a}}\right)\right] & \text { if } w_{c r} \leq G_{f}^{I I a}  \tag{16}\\ 1 & \text { otherwise } .\end{cases}
$$

The fracture work spent, $w_{c r}$, during an opening-sliding fracture process, controls the evolutions of the material parameters $\chi, c$ and $\tan \phi$ in softening regime of the interface response. The variable $w_{c r}$ defines the necessary amount of released energy to open a single crack in tensile and/or shear fracture mode due to normal $\sigma_{N}$ and/or tangential $\sigma_{T}$ joint stresses.

Therefore, the rate of the fracture work spent $\dot{w}_{c r}$, during a generic fracture process, is defined as follows

$$
\begin{align*}
& \dot{w}_{c r}=\sigma_{N} \cdot \dot{u}^{c r}+\sigma_{T} \cdot \dot{v}^{c r}, \quad \text { if } \sigma_{N} \geq 0  \tag{17}\\
& \dot{w}_{c r}=\left[\sigma_{T}-\left|\sigma_{N}\right| \tan (\phi)\right] \cdot \dot{v}^{c r}, \quad \text { if } \sigma_{N}<0
\end{align*}
$$

then, the total dissipated work is obtained by integrating the fracture work increments during the entire fracture process.

### 3.2. Temperature-based scaling rule

The $g_{2}\left(\mathrm{H}\left[\psi_{p_{i}}\right]\right)$ function in Eq. (11) is the proposed temperature-based rule. It is based on the temperature-based law $\mathrm{H}\left[\psi_{p_{i}}\right]$ outlined in Eq. (13) and expressed as

$$
\begin{equation*}
\mathrm{H}\left[\psi_{p_{i}}\right]=\frac{e^{-\zeta_{p_{i}}} \psi_{p_{i}}}{1+\left(e^{-\zeta p_{i}}-1\right) \psi_{p_{i}}} \tag{18}
\end{equation*}
$$

where $\varsigma_{p_{i}}$ defines several possible decay forms of the temperature-based softening description (Fig. 3), while $\psi_{p_{i}}$ is a thermal depending parameter defined as follows

$$
\begin{equation*}
\psi_{p_{i}}=\frac{1-\cos \left(\pi \frac{T_{\text {avv }}-T_{\text {avg }, 0}}{T_{\text {avg }, f}-T_{\text {avv }, 0}}\right)}{2} \tag{19}
\end{equation*}
$$

where

$$
\begin{equation*}
T_{\text {avg }}=\frac{T^{+}+T^{-}}{2} \tag{20}
\end{equation*}
$$

being the average temperature in the interface plane, while $T_{\text {avg }, 0}$ and $T_{\text {avg }, f}$ are two input temperatures to be calibrated. Particularly, when $T_{\text {avg }}<T_{\text {avg, } 0}$ (low temperature tests) the case of temperature insensitive interface is obtained, while when $T_{\text {avg }}>T_{\text {avg, } f}$ (elevated temperatures) the case of totally softened interface due to thermal effects is considered.


Fig. 3. Temperature-based interface rule $g_{2}\left(\mathrm{H}\left[\psi_{p_{i}}\right]\right)$ vs. $T_{\text {avg }}$ : as example $T_{\text {avg }, 0}=20^{\circ} \mathrm{C}, T_{\text {avg }, f}=1000^{\circ} \mathrm{C}$ and all $t_{p i}=0$.
In this article, the same temperature-based law of Eq. (13) has been also employed to describe the thermal damage, $d_{\tau}$, controlling the interface stiffness decay in Eq. (2) due to thermal effects.

## 4. Elasto-thermo-plastic rate equations

The interface elasto-thermo-plastic rate equations are obtained starting from the consistency condition of Eq. (6)

$$
\begin{equation*}
\frac{\partial f}{\partial \mathbf{t}} \dot{\mathbf{t}}+\frac{\partial f}{\partial \dot{\lambda}} \dot{\lambda}+\frac{\partial f}{\partial T_{\text {avg }}} \dot{T}_{\text {avg }}=0 \tag{21}
\end{equation*}
$$

where the softening parameters due to mechanical and thermal effects can be derived as

$$
\begin{equation*}
\bar{H}=-\frac{\partial f}{\partial \dot{\lambda}}=-\frac{\partial f}{\partial p_{i}} \frac{\partial p_{i}}{\partial w_{c r}} \frac{\partial w_{c r}}{\partial \mathbf{u}^{c r}} \mathbf{m} \tag{22}
\end{equation*}
$$

and

$$
\begin{equation*}
I=-\frac{\partial f}{\partial T_{\text {avg }}}=-\frac{\partial f}{\partial p_{i}} \frac{\partial p_{i}}{\partial T_{\text {avg }}} \tag{23}
\end{equation*}
$$

respectively.
The rate of the plastic multiplier follows from the combination between Eqs. (21), (1), (22) and (23)

$$
\begin{equation*}
\dot{\lambda}=\frac{\frac{\partial f}{\partial \mathbf{t}} \cdot \mathbf{C}_{\mathbf{d}} \cdot \dot{\mathbf{u}}-\alpha_{s}^{0}[|\Delta \dot{T}|] \frac{\partial f}{\partial \mathbf{t}} \cdot \mathbf{C}_{\mathbf{d}} \cdot \mathbf{i}-I \dot{T}_{\text {avg }}}{\bar{H}+\frac{\partial f}{\partial \mathbf{t}} \cdot \mathbf{C}_{\mathbf{d}} \cdot \mathbf{m}} \tag{24}
\end{equation*}
$$

Consequently, the rate of normal and tangential interface stresses is derived through the rates of relative displacement vector and temperature rise as

$$
\begin{equation*}
\dot{\mathbf{t}}=\mathbf{C}_{\mathbf{d}}{ }^{e p} \cdot \dot{\mathbf{u}}-\mathbf{f}[\dot{T}] . \tag{25}
\end{equation*}
$$

Particularly, the tangential interface stiffness for elastic degradation expands into

$$
\begin{equation*}
\mathbf{C}_{\mathbf{d}}{ }^{e p}=\left[\mathbf{C}_{\mathbf{d}}-\frac{\mathbf{C}_{\mathbf{d}} \cdot \mathbf{m} \otimes \mathbf{n} \cdot \mathbf{C}_{\mathbf{d}}}{\bar{H}+\mathbf{n} \cdot \mathbf{C}_{\mathbf{d}} \cdot \mathbf{m}}\right] \tag{26}
\end{equation*}
$$

while the thermal interface stresses due to the rate of interface temperature field are

$$
\begin{equation*}
\mathbf{f}\left[\dot{T}^{+}, \dot{T}^{-}\right]=\alpha_{s}^{0}[|\Delta \dot{T}|] \mathbf{C}_{\mathbf{d}} \cdot \mathbf{i}-\frac{\alpha_{s}^{0}[|\Delta \dot{T}|] \mathbf{C}_{\mathbf{d}} \cdot \mathbf{m} \otimes \mathbf{n} \cdot \mathbf{C}_{\mathbf{d}} \mathbf{i}+I \dot{T}_{a v g} \mathbf{C}_{\mathbf{d}} \cdot \mathbf{m}}{\bar{H}+\mathbf{n} \cdot \mathbf{C}_{\mathbf{d}} \cdot \mathbf{m}} \tag{27}
\end{equation*}
$$



Fig. 4. Degradation description of the convective heat transfer coefficient $h_{c}$ in function of the normal crack opening displacement across the interface.

The Appendix of the paper highlights the flowchart of local Newton's method employed for the elasto-thermoplastic interface model proposed in this work.

## 5. Heat transfer across interface

Heat transfer throughout an opened interface is governed by means of the following convective interface rule [39]

$$
\begin{equation*}
q_{n}=-h_{c}[|\Delta T|] \tag{28}
\end{equation*}
$$

assuming a discontinuity of the temperature field

$$
\begin{equation*}
[|\Delta T|]=\left[\left|T^{+}-T^{-}\right|\right] \neq 0 \tag{29}
\end{equation*}
$$

while $h_{c}$ is the convective heat transfer coefficient. Its value mainly depends on the normal positive separation $\left(u^{+}\right)$ of the interface

$$
\begin{equation*}
h_{c}=h_{c}\left(u^{+}\right), \quad h_{0} \geq h_{c} \geq h_{\mathrm{inf}} \tag{30}
\end{equation*}
$$

where $h_{c}$ varies between a maximum value $h_{0}$, related to the thermal conductivity for a "closed crack", and a minimum one $h_{\text {inf }}$ which denotes the convective heat transfer coefficient for an "open crack" (Fig. 4).

Hereby, the following expression for $h_{c}$ has been considered

$$
h_{c}= \begin{cases}h_{0} & \text { if } u<0  \tag{31}\\ \left(h_{0}-h_{\text {inf }}\right) \\ h_{\text {inf }} & \left.1-\frac{e^{-\alpha_{h}} \xi_{h}}{1-\left(1-e^{-\alpha_{h}}\right) \xi_{h}}\right)+h_{\text {inf }} \\ \text { if } 0 \leq u \leq \bar{u} \\ \text { if } u>\bar{u}\end{cases}
$$

$\alpha_{h}$ being a parameter which describes the decay form of $h_{c}$, as shown in Fig. 4, whereas the non-dimensional variable

$$
\begin{equation*}
\xi_{h}=\frac{u^{+}}{\bar{u}} \tag{32}
\end{equation*}
$$

introduces the influence of the ratio between current interface opening and its maximum possible value which is described through the comparison parameter $\bar{u}$ (to be experimentally calibrated).

## 6. Numerical analyses

This section proposes some numerical applications considering concrete specimens submitted to high temperature. Firstly, and for calibration purposes, experimental results on concrete prisms tested under pure uniaxial tension are considered. Then, numerical analyses are performed to verify the predictive capabilities of the proposed interface model. Particularly, failure behavior of three-point bending and direct shear tests on concrete components at residual stage (after they were subjected to high temperature fields) is considered.


Fig. 5. Strength decay in direct tensile tests: comparison between experimental results [41] and model predictions.

### 6.1. Interface model calibration

The tensile tests performed on concrete specimens after they were subjected to room, medium and high temperatures (residual stages) presented by Bamonte and Felicetti [41] are considered as reference. As a result of the calibration analysis, the following model parameters were adopted: $k_{N}=500 \mathrm{MPa} / \mathrm{mm}, k_{T}=200 \mathrm{MPa} / \mathrm{mm}, \tan \phi_{0}=0.6$, $\tan \beta=0.3, r_{\tan \phi}=0.67, \chi_{0}=4.0 \mathrm{MPa}, c_{0}=7.0 \mathrm{MPa}, G_{f}^{I}=0.15 \mathrm{~N} / \mathrm{mm}, G_{f}^{I I a}=1.5 \mathrm{~N} / \mathrm{mm}, \sigma_{d i l}=10 \mathrm{MPa}$, $\alpha_{\chi}=0.5, T_{a v g, 0}=20^{\circ} \mathrm{C}, T_{a v g}, f=1500^{\circ} \mathrm{C}, \varsigma_{\chi}=\varsigma_{\tau}=-1.8$. All other interface parameters were considered null.

The calibrated decay trends of both tensile strength and elastic stiffness which are shown in Figs. 5 and 6 exhibit similar behavior against increasing temperatures.

Fig. 5 compares the variation of concrete peak strength with temperature, obtained from the direct tensile tests by Bamonte and Felicetti [41] with the numerical prediction based on the interface model parameters and its internal decay functions as indicated above.

Then, the comparison between the same experimental results and numerical data in terms of stresses vs. crack opening displacements, for three different temperature levels, is highlighted in Fig. 7. Beyond the general soundness of the interface model predictions for failure behavior of concrete affected by temperature, the numerical results demonstrate the capabilities of the proposed formulation to reproduce the strong sensitivity of concrete mechanical behavior on the acting temperature. When submitted to high temperatures, concrete presents a relevant tensile strength decay with progressive transitions from brittle to increasing ductile post-peak responses.

### 6.2. Predictive analysis of failure behavior under mixed-mode of fracture

To analyze the model predictions of concrete failure behavior subjected to temperature and general mixed-modes of fracture, the stress histories on plane concrete panels by Hassanzadeh [42] are considered.

These experimental tests have been performed on prismatic concrete specimens of $70 \times 70 \mathrm{~mm}^{2}$ cross section with a 15 mm deep notch along their perimeters (Fig. 8). In those tests, both normal and transversal relative displacements are co-imposed to the two parts (bottom and top parts of Fig. 8) of the notched specimen with the aim of reproducing cracking processes in concrete under mode I and II types of fracture depending on the angle between the two prescribed displacement components. During the first part of these tests only normal tensile displacements $u$ are applied until the peak strength is reached. In the second part of the test, tensile displacements are combined with transversal ones $v$ applied on the upper part of the notched specimen and defining a pre-fixed angle $(\tan \theta=u / v)$. The experimental tests by Hassanzadeh [42] were performed under room temperature. In this numerical analysis the effect of temperature on the overall failure behavior of the notched concrete panels is evaluated.

Two different cases are evaluated: i.e., $\theta=60^{\circ}$ and $\theta=30^{\circ}$. For each load angle three levels of temperature are considered: room temperature $T=20^{\circ} \mathrm{C}$, intermediate temperature $T=250^{\circ} \mathrm{C}$ and high temperature $T=600^{\circ} \mathrm{C}$.

Figs. 9-10 and 11-12 show the model predictions in terms of both normal stress vs. $u$ curves and of shear stress vs. $v$ curves, corresponding to the cases $\theta=30^{\circ}$ and $60^{\circ}$, respectively. The numerical results take into account the three different temperatures. The same parameters obtained in the model calibration, see Section 6.1, are used. These results


Fig. 6. Elastic modulus decay and its relation with the temperature.


Fig. 7. Residual stress-crack opening curves: experimental results against numerical predictions.


Fig. 8. Concrete specimen of Hassanzadeh tests [42].
demonstrate an acceptable capability of the interface model to reproduce failure processes under room temperature against the experimental results by Hassanzadeh [42]. The results under medium and high temperatures illustrate the significant temperatures influence on the peak strength and post-peak ductility of the concrete panel failure responses. The residual stress is practically not affected by temperature. This is reasonable as the friction of the fine aggregate, which controls the concrete residual strength, is less sensitive to temperature.


Fig. 9. Hassanzadeh [42] tests for $\theta=30^{\circ}$ : normal stress vs. relative normal displacement. Experimental results under room temperature and numerical results under different temperatures.


Fig. 10. Hassanzadeh [42] tests for $\theta=30^{\circ}$ : shear stress vs. relative tangential displacement. Experimental results under room temperature and numerical results under different temperatures.

### 6.3. FE analysis of three-point bending tests

In this section, the predictions of the temperature-based interface model are evaluated against pre-notched concrete beams subjected to thermal effects and tested under three-point bending. The discontinuous model was calibrated with the experimental data of residual mechanical properties obtained in the tests performed by Barragan et al. [43].

Such specimens were exposed to different maximum thermal and cooling regimes. Particularly, concrete beams were subjected to different maximum temperatures from ambient ( $20^{\circ} \mathrm{C}$ about) to high temperature ( $700{ }^{\circ} \mathrm{C}$ ). An electric furnace with automatic temperature control was used for this purpose. The heating rate, measured with thermocouples inserted in the concrete specimens, was $100^{\circ} \mathrm{C} / \mathrm{h}$ about. The maximum temperature was kept constant during an hour for each beam. Then, two kinds of cooling regimens were alternatively applied: the first one leaving the specimens in the furnace for a slow cooling while for the other type the beams were rapidly cooled with spurts of cold water during half an hour. A concrete mixture, tested at ambient temperature, was also analyzed by Barragan et al. [43] as reference. For the numerical validation, only experimental results of concrete beams cooled with water system were considered.


Fig. 11. Hassanzadeh [42] tests for $\theta=60^{\circ}$ : normal stress vs. relative normal displacement. Experimental results under room temperature and numerical results under different temperatures.


Fig. 12. Hassanzadeh [42] tests for $\theta=60^{\circ}$ : shear stress vs. relative tangential displacement. Experimental results under room temperature and numerical results under different temperatures.

The simulation of $75 \times 100 \times 400 \mathrm{~mm}^{3}$ notched concrete specimens tested under three-point bending according to Barragan et al. [43] described above is performed in this subsection. Plane stress hypothesis and displacement-based control are assumed. The specimens present a vertical notch ( 2.0 mm wide and a depth of about 50 mm ) at the bottom of the beam and at mid-length of the distance between the beam-end supports.

Fig. 13 shows the 2-D geometry of the considered structure while Fig. 14 highlights the FE discretization employed in present analysis. Coupled displacement-temperature 3-node triangles have been adopted in the FE mesh and modeled through a thermo-elastic model, whereas all non-linearities are concentrated within zero-thickness interface elements defined throughout the adjacent edges of the finite elements in the notch zone. Non-linear coupled fracture-based thermal laws were introduced in those interface elements according to the formulation outlined in this work.

Thus, for the purpose of the numerical evaluations, two material models were considered: (i) thermo-elastic material for concrete (mainly describing the continuous elements) and (ii) coupled elasto-thermo-plastic interface model (for interface elements). The key geometric and material properties were chosen according to the experimental evidences by Barragan et al. [43]. Based on the calibration procedure, the elastic modulus and Poisson's ratio of


Fig. 13. Specimen geometry according to Barragan et al. [43] test.


Fig. 14. Finite element mesh, interfaces and possible cracked configuration of the three-point bending.

Table 1
Interface parameters employed in the structural scale analyses: the three-point bending and direct shear tests.

|  | $\begin{aligned} & k_{N} \\ & (\mathrm{MPa} / \mathrm{mm}) \end{aligned}$ | $\begin{aligned} & k_{T} \\ & (\mathrm{MPa} / \mathrm{mm}) \end{aligned}$ | $\tan \phi_{0}$ | $\tan \beta$ | $r_{\tan \phi}$ | $\begin{aligned} & \chi_{0} \\ & (\mathrm{MPa}) \end{aligned}$ | $\begin{aligned} & c_{0} \\ & (\mathrm{MPa}) \end{aligned}$ | $\begin{aligned} & G_{f}^{I} \\ & (\mathrm{~N} / \mathrm{mm}) \end{aligned}$ | $\begin{aligned} & G_{f}^{I I a} \\ & (\mathrm{~N} / \mathrm{mm}) \end{aligned}$ | $\begin{aligned} & \sigma_{d i l} \\ & (\mathrm{MPa}) \end{aligned}$ | $\alpha_{\chi}$ | $\begin{aligned} & T_{\text {avg }, 0} \\ & \left({ }^{\circ} \mathrm{C}\right) \end{aligned}$ | $\begin{aligned} & T_{\text {avg, }} \\ & \left({ }^{\circ} \mathrm{C}\right) \end{aligned}$ | $\zeta \chi$ | $d_{\tau}$ | ${ }^{\text {t }}$ c |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 3-Point bending Direct shear | 500.0 | 200.0 | 0.6 | $\begin{aligned} & 0.3 \\ & 0.4 \end{aligned}$ | $\begin{aligned} & 0.67 \\ & 0.84 \end{aligned}$ | 4.0 | 7.0 | 0.3 | 3.0 | 10.0 | 0.5 | 20 | 1500 | -2.0 | 1.0 | $\begin{aligned} & 0.00 \\ & 0.14 \end{aligned}$ |

All remaining parameters of interface model were considered null.
concrete modeled as a thermo-elastic medium were given in terms of tabulated data and plotted in Fig. 15. Then, the mechanical parameters of the interface model are listed in Table 1.

Fig. 16 shows the force-deflection curves against corresponding experimental results. It can be observed that the post-cracking response is well captured through the considered discontinuous approach based on non-linear interfaces. The load-displacement responses of concrete under ambient environment or exposed to high temperatures emphasize the significant influence of the thermal effects on the peak strength and post-peak behavior of such specimens loaded under three-point bending. When concrete is subjected to high temperature, both numerical and experimental results demonstrate that the 3 -point bending post-peak response turns much more ductile. However, and due to the global deterioration produced by the temperature-based softening phenomenon, a significant decrease of the flexural strength takes place in the analyzed three-point bending tests.


Fig. 15. Variation of the elastic modulus and Poisson's ratio with the temperature: $E_{0}=21698 \mathrm{MPa}$ and $v=0.17$. (Elastic Modulus and Poisson's ratio of reference at $20^{\circ} \mathrm{C}$.)


Fig. 16. Load-deflection behavior of three-point beam with central notch: experimental results [43] vs. numerical predictions.

### 6.4. Direct shear test

In these last analyses the direct shear test shown in Fig. 17 on concrete specimens subjected to elevated temperatures is considered. The same material parameters of the continuum elements employed for the three-point bending problem of previous subsection are considered. Furthermore, a slight variation of the interface parameters was considered in these numerical simulations as reported in Table 1.

Main purpose of these analyses is to evaluate the capability of the proposed interface formulation to predict at the macroscopic level of observation, the sensitivity to temperature of concrete failure behavior in direct shear. Nonlinear interfaces are included along contact lines between continuum finite elements in the notch zone as proposed in Fig. 18.

Fig. 19 shows the numerical predictions of the shear load vs. displacement curves corresponding to specimens subjected to different temperatures. The well-known combined phenomena caused by temperature such as strength decrease, increasing post-peak ductility and temperature insensitive residual strength are clearly observed also in this case. The discontinuity in the ascending branch of the load-displacement curves corresponding to the numerical results in Fig. 19 is due to both the sequential (and not simultaneous) development of failure process along the interfaces located on the two crack lines of the direct shear test, and to the different stress states existing in the interfaces on the top and bottom extremes of both crack lines with respect to the others along these lines. The failure initiates in the interfaces located on the extremes of the lines where the interfaces are placed. Due to the cohesive type of


Fig. 17. Specimen geometry and boundary condition of the direct shear test according to Boulekbache et al. [44].


Fig. 18. Finite element mesh, interfaces and possible cracked configuration of the direct shear test.
failure criterion, the tangential displacements activated during failure processes of the interfaces on the bottom and top extremes, give rise to normal displacements in the same interfaces. Consequently, and due to the pure elastic behavior of the continuum elements, the second line of interfaces are subjected to higher confinement and, therefore, their failure criteria are reached at higher shear stresses. As it can be observed in the same Fig. 19, this effect is mitigated by increasing temperature as in this case the post-peak strength decay of the interfaces is less pronounced, leading to an increasing redistribution of the failure or damage zone among other interfaces in the neighborhood. The discontinuity in the ascending branch of concrete elements under low temperature ( $T<400^{\circ} \mathrm{C}$ ) can be mitigated by sufficient mesh refinement, i.e., by shortening the interfaces. However, this is not analyzed in this section as the main objective of the results in Fig. 19 is to show the strong influence of the proposed temperature dependent non-linear interface model on the overall response behavior of structural components when subjected to different thermo-mechanical conditions. As a matter of fact, these results demonstrate the capabilities of the proposed interface formulation to reproduce failure processes of concrete beams when subjected to severe thermal damage.

Fig. 20 highlights the variation with the temperature of the energy released under mode II type of fracture ( $G_{f I I}$ as predicted by the model) along all interfaces located in the two active shear cracks in the direct shear test of Fig. 18. These results clearly demonstrate that the energy released under mode II type of fracture represents the controlling parameter of the post-peak ductility degradation due to temperature that takes place in these tests.

Unfortunately experimental studies are currently not available in literature related to failure analysis of concrete components subjected to shear and high temperature. This is a considerable limitation for the verification of model


Fig. 19. Shear load-displacement response: experimental results by Boulekbache et al. [44] and numerical predictions.


Fig. 20. Ratio between the energy released under mode II type of fracture ( $G_{f I I}$ ) and that of reference at $20^{\circ} \mathrm{C}\left(G_{f I I, 20}\right)$ vs. Temperature: numerical results of direct shear test by Boulekbache et al. [44].
predictions. Nevertheless, as demonstrated here, the proposed non-linear interface model is able to provide expected results and to reproduce the influence of temperature effects on the overall mechanical response.

## 7. Concluding remarks

This paper addressed the formulation of a novel coupled thermo-mechanical model for concrete interfaces subjected to high temperatures combined with mechanical loads. This proposal took into account a quadratic hyperbola as a maximum strength criterion for the interface, defining the interaction between maximum shear and normal interface stresses. Such a formulation explicitly considered the thermal effects into the failure criterion and the resulting post-cracking response through a new temperature-based scaling function affecting the strength parameters and the softening law. Numerical analyses, performed with the constitutive model presented in this paper, demonstrated its predictive capabilities in terms of the most relevant aspects of the mechanical behavior of concrete under high temperatures.

The proposed interface model can also be employed in mesoscopic analyses using mortar-mortar and mortaraggregate interfaces aimed at simulating failure processes of concrete specimens under high temperatures. However, this aspect is beyond the scopes of the present paper and will be addressed in future developments of the current research.
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## Appendix



Flowchart of local Newton's method aimed at describing the step-by-step integration of the elasto-thermo-plastic interface model.
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