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Evidence of Kosterlitz-Thouless phase transitions in the Ising model with dipolar interactions
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The ferromagnetic bidimensional Ising model with dipolar interactions has been proposed to model ultrathin
films with strong out-of-plane anisotropy. The phase diagram presents a rich phenomenology that includes low-
temperature phases characterized by stripes of width n (hn) and a high-temperature phase with domains of stripes
with mutually perpendicular orientations, named tetragonal liquid (TL). The latter phase can be reached by two
possible ways. One of them is the direct transition hn to TL, and the other one is through an intermediate phase
with orientational order but short-range positional disorder, named nematic phase (NM). The regions of the phase
diagram where these transitions occur, as well as their character, remain an open question and are the object of
the present work. In order to clarify this topic, intensive Monte Carlo simulations were performed by employing
short-time dynamics as the main tool for studying the phase transition behavior. The dynamic evolution of
the orientational order parameter and its moments are measured for selected values of the ratio between the
ferromagnetic exchange and dipolar constants, called δ. The obtained results indicate that the intermediate NM
phase is present for δ � 2 in narrow ranges of temperatures. Also, the results suggest that both transitions, i.e.,
hn-NM and NM-TL, have a Kosterlitz-Thouless character. This type of topological transition is observed in
continuous bidimensional models and have been proposed for discrete ones, as in the case of the present work.
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I. INTRODUCTION

In the last years, thin magnetic films have been a subject of
growing interest from both the theoretical and experimental
points of view. This is mainly motivated by a rich phe-
nomenology that includes giant magnetoresistance [1], tun-
neling magnetoresistance [2] and exchange bias [3], as well
as by technological applications in spintronic devices [4,5],
microwave antennas [6], tunable inductors [7], recording me-
dia, and magnetic field sensors [8–11]. These applications
depend crucially on the reliable control of the magnetization
orientation. Therefore, the comprehension of the involved
physics mechanisms remains a high priority.

By varying the composition and thickness of the films, it
is possible to build them in such a way that strongly favors
the perpendicular orientation of the magnetization. In this
way, it has been found that ultrathin films with perpendicular
magnetic anisotropy present nonplanar domain structures,
even if the shape anisotropy is dominant [12,13]. In this
last case, a magnetization reorientation transition where the
magnetization changes from planar to nonplanar occurs and
depends on both the film thickness [13–15] and the tempera-
ture of the thermal bath [15–17]. In the range of temperatures
and thicknesses where the magnetization has an out-of-plane
component, the competition between spin-spin dipolar inter-
actions and surface anisotropy leads to stripe patterns that de-
fine regions with alternate opposite directions [15,18]. These
domain structures have been observed in several metallic fer-
romagnetic films, such as Co [19], Fe [20–22], Fe20Ni80 [23],
FePt [12], and CoPb [24], among others.

Motivated by these results, several theoretical approaches
have been proposed. In particular, the magnetic behavior of
materials in the limit of the strong perpendicular anisotropy

has been modeled by the well-known planar Ising model
with short-range ferromagnetic and long-range dipolar inter-
actions, i.e.,

H = −δ
∑

〈i; j〉
σiσ j +

∑

i< j

σiσ j

r3
i j

, (1)

where σi = ±1 is the Ising spin variable oriented perpendic-
ularly to the square lattice of size L, and δ = J/g is the ratio
between the short-range exchange (J > 0) and the long-range
dipolar (g > 0) constants. Also, the first sum runs over all
pairs of nearest-neighbor (NN) spins, while the second one
runs over all pairs of spins (i, j) of the lattice separated by a
distance ri j , measured in crystal units. The energy is measured
in units of g. Since the ferromagnetic order is destroyed
by the frustration originated by the dipolar interactions, an
interesting but complex phase diagram comes up. The T -δ
phase diagram, where T is the temperature of the thermal
bath, has been widely studied analytically [15,18,25,26], and
by Monte Carlo simulations [27–34]. The obtained results
showed that both the ground-state (T = 0) [26] and the low-
temperature regimes from δ > 0.4403 present domain struc-
tures characterized by stripes of an integer width n measured
in lattice units (hn), which run along one axis of the lattice
where the model is set. The stripe width n increases with δ

always in consecutive integer numbers. If T is raised enough,
then the equilibrium state corresponds to a disordered phase
with a discrete fourfold rotational symmetry called tetrag-
onal liquid (TL), where stripes of mutually perpendicular
orientations emerge and form labyrinthine patterns. In turn,
this phase changes continuously to a paramagnetic phase in
the high-temperature limit for all δ values. At intermediate
temperatures, two different scenarios have been reported, in

2470-0045/2019/100(2)/022143(10) 022143-1 ©2019 American Physical Society

https://orcid.org/0000-0003-2669-1586
http://crossmark.crossref.org/dialog/?doi=10.1103/PhysRevE.100.022143&domain=pdf&date_stamp=2019-08-29
https://doi.org/10.1103/PhysRevE.100.022143


M. A. BAB AND G. P. SARACCO PHYSICAL REVIEW E 100, 022143 (2019)

one of them the system has a transition hn-TL as the tem-
perature rises [25,29]. In the second scenario an intermediate
phase appears, which is characterized by long-range orien-
tational order but no long-range positional order with band
dislocations and disclinations, named nematic phase (NM).
Until now, the NM phase has been observed only in narrow
windows around δ = 2.2 and δ = 2.8 [29,31,35].

The hn-TL phase transitions have been the focus of a long-
standing controversy mainly related to the order of the tran-
sitions and their extension [28–30,32,36]. This controversy is
a consequence of the limitations introduced by the long-range
dipolar interactions on the Monte Carlo simulation results, as
will be discussed in the following section. Recently, by using
the short-time dynamics approach (STD), Horowitz et al. [33]
showed that the h1-TL transition line presents a continuous
character, in agreement with the results obtained by Fonseca
et al. [32] by studying the complex partition function zeros
from multicanonical algorithms. Later, Bab et al. studied the
h2-TL transition line and demonstrated that it is of first order
for the 1.2585 � δ � 1.36 interval and continuous for the
1.37 � δ � 1.9 interval, with a tricritical point at δ � 1.37.
Also it was found that δ = 1.2585 is a coexistence point of
the h = 1, h = 2 and TL phases [34].

On the other hand, the results presented by Abanov
et al. [25], obtained by analyzing a continuous approxima-
tion to the domain wall crystal, predicted the existence of
a Kosterlitz-Thouless (KT) phase transition type between hn

and NM phases and, at higher temperatures, the transition to
TL phase. Cannas et al. have thoroughly studied the model for
δ = 2 [35] by Monte Carlo simulations verifying the existence
of a stable NM phase. The nature of the phase transitions
h2-NM-TL was analyzed by studying the behavior of the
energy, specific heat, fourth-order Binder’s cumulant and
the susceptibility of the orientational order parameter [35]
in the equilibrium regime. By performing a finite-size scaling
of the specific heat and the cumulant, they concluded that the
h2-NM transition is of first order. However, this result cannot
be taken as definitive, since they also found other features that
suggest a KT transition, such as the continuity of the energy
per spin and the saturation in the specific heat maximum as
the system size increases. Similar discrepancies were reported
by Rizzi and Alves [31] by employing histogram reweighting
techniques. With respect to the NM-TL the results were not
conclusive, and the possibility that the transition is KT cannot
be excluded [31,35].

In view of the above-commented works and their difficul-
ties in giving a correct interpretation of the obtained data,
the goal of this work will be to characterize both the hn-NM
and the NM-TL phase transitions as well as the existence of
NM phase in other intervals of the phase diagram by means
of STD. The case δ = 2 will be carefully studied and then
extended to other values of δ. This work is organized as
follows: In Sec. II the simulation details and a summary of the
STD method are given; in Sec. III the results are presented and
discussed; and, finally, the conclusions are reported in Sec. IV.

II. SHORT-TIME DYNAMICS AND SIMULATION DETAILS

As was mentioned, long-range dipole interactions are re-
sponsible for the shortcomings in the characterization of the

nature of the phase transitions among hn, NM, and TL. In
fact, they originate a limitation in the lattice sizes employed in
order to have reasonable simulation times to reach equilibrium
states, especially in the phase transition zone. So finite-size
effects are very strong, and the application of the finite-size
scaling theory in the determination of the critical exponents
becomes a hard task to perform. Moreover, the presence of
multiple metastable states at low temperatures requires very
long time intervals for equilibration, so any weak first-order
transition may be misinterpreted as a continuous transition.

With an aim to avoid these hindrances, the short-time
dynamics approach has already been successfully applied to
this model [33,34]. In this method, it is not necessary to have
a system in equilibrium, and the simulations proceed within
a short-time interval (tmic, tmax). In this interval, the dynamic
behavior of the physical observables follows STD scaling
laws. Here tmic and tmax are set when the spatial correlation
length [ξ (t )] is of the order of lattice spacing and the system
size (L), respectively. As a consequence, STD is free of the
critical slowdown due to the fact that tmax is shorter than
the equilibration time. The STD consists on the analysis of
the dynamic evolution of the order parameter and its moments
in a neighborhood of the transition points for different values
of the control parameter. In the present work, the control
parameter is the temperature (T ) and the order parameter is
that introduced by Booth et al. [37],

Ohv ≡ nv − nh

nv + nh
, (2)

where nv (nh) is the number of vertical (horizontal) bonds
of the NN antiparallel spins. This definition assures that
Ohv = +1 (−1) when the system is in the stripe horizontal
(vertical) ordered phase, and Ohv = 0 in the TL or param-
agnetic phases. The susceptibility of the orientational order
parameter is defined as:

χ = N
(〈

O2
hv

〉 − 〈Ohv〉2
)
, (3)

where N = L2 is the number of spins and 〈...〉 indicates
the average over different thermal histories from equivalent
initial conditions. For continuous transitions and at the critical
point (T = Tc), the order parameter and its moments exhibit
a power-law behavior within the short-time regime when the
system is initialized from the ground state or the paramagnetic
one at T = 0 or T = ∞, respectively [38,39]. The power-law
exponents are related to the critical exponents defined at equi-
librium. For T �= Tc, but at the neighborhood of the critical
point, these power laws are modified by scaling functions.
This fact allows us to determine the critical temperature as
well as the critical exponents from the localization of the best
power law (for more details, see the review in Ref. [38] and
references therein).

For the case of ground-state initial condition, the time
evolution of the observables is the following:

Ohv (t ) ∝ t−υ, υ = β/νz, (4)

χ (t ) ∝ tμ, μ = γ /νz. (5)
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However, if the system is started from paramagnetic initial
condition, then the proposed scaling law is

O2
hv (t ) = χ (t )/N ∝ tμ, (6)

where β, ν, and γ are the static critical exponents for the
order parameter, correlation length, and susceptibility, respec-
tively; and z the dynamic exponent for the time evolution
of the spatial correlation length. For the first-order phase
transitions, the susceptibility diverges as power-law behavior
at the metastability limits of the coexisting phases, which are
identified as the spinodal points [38,40]. Furthermore, if the
system is started from the ground-state condition, then the
spinodal value of the order parameter Osp

hv
must be taken into

account, so Ohv (t ) − Osp
hv

diverges as a power law. The differ-
ence between the spinodal points temperatures is a measure
of the strength of the transition and it allows us to distinguish
between a continuous and a weak first-order transition [38].

The STD approach has also been used to characterize the
KT transition in models with short-range interactions such
as the XY model [41–43], its fully frustrated version [44],
and the six-state clock model [45]. It is well known that
in a KT phase transition, the dynamic evolution of the or-
der parameter and its moments follows a power law, with
exponents depending on the temperature, for T � TKT, and
the usual exponential decay for T > TKT [38,43,45]. In this
way, the system is said to remain critical for T � TKT. This
fact hinders the estimation of the error bars in the lower
bound, i.e., for T < TKT. In order to overcome this difficulty,
the nonequilibrium relaxation method proposed by Ozeki
et al. [39] can be applied to study the dynamic behavior of
the observables in the T > TKT interval from the ground-state
initial configuration. Based on this method it is expected that
the order parameter, Ohv , will scale as:

Ohv (t, ε) = τ−λO′[t/τ (ε)], (7)

where λ is a dynamic exponent assumed to be temperature
independent, ε = (T − TKT)/TKT is the reduced temperature,
O′[t/τ (ε)] is a scaling function, and τ is the relaxation time.
It is expected that τ will diverge exponentially with ε in the
same way as the correlation length [ξ = ξ0e(c/εν )], i.e.,

τ = ae(b/εν ). (8)

Finally, let us recall that for models with short-range
interactions, STD is free of finite-size effects since ξ (t ) 	 L.
This is no longer valid for long-range interactions and when
periodic boundary conditions are implemented by introduc-
ing a cutoff in the interaction sum. This cutoff affects the
temperature and the range where the power-law behavior
is observed but not the critical exponents [46]. In order to
properly address this problem, periodic boundary conditions
were implemented by means of the sum over replicas. In this
method, the entire space is tiled with replicas of the original
finite system, forming an aggregation of size m in units of
replicas. In this way, the interactions in the Hamiltonian of
Eq. (1) are replaced by effective interactions that take into
account not only the interactions of the original system but
also the interactions with its replicas [33].

Monte Carlo simulations were performed in square lattices
with sizes L by using the Metropolis algorithm with heat bath
dynamics. In order to avoid the introduction of an artificial

frustration, the system size has to be commensurate with h for
each δ, so L = 120 was chosen for h = 3, 5 and L = 128 for
h = 2, 4. With the aim to assure that the determined transi-
tion temperatures correspond to those of the thermodynamic
limit, a previous study for different system and aggregation
sizes was carried out at selected temperatures (not shown
for the sake of space). It was found that for systems with
L > 100, m = 5000 was determined as enough in order to
obtain results that are independent of L within the error bars.
From these results, the range of validity of the STD method
was obtained by searching the longest time interval where the
susceptibility exhibited the best power-law behavior defined
by means of the local exponent [33]. In this way, tmic � 400
and tmax > 5000 MCS were estimated for the studied δ and
temperature values. The STD observables were averaged over
2000 different realizations.

III. RESULTS AND DISCUSSION

In Sec. I, results about the existence of the NM phase
in narrow intervals T1 < T < T2 around the h2-h3 and h3-h4

transition lines were mentioned. They confirmed the existence
of the second scenario predicted by Abanov [25,29], where
two phase transitions were observed, i.e., hn-NM and NM-TL.
In the present work, the STD method was applied to study
these intervals and extended up to δ = 3.6 where the ground
state corresponds to the h5 stripe phase.

A. Phase transitions for δ = 2

First, the STD results for the case δ = 2 will be described
in detail. This is a good starting point because it has been
investigated extensively [29,31,35,47], so our results can be
directly compared with the previous findings. Figure 1 shows
the time evolution of the second moment of the orienta-
tional order parameter, O2

hv , when the system of lattice size
L = 128 is quenched from the high-temperature paramagnetic
phase—corresponding to the configurations at T = ∞–up to
the indicated temperatures. As can be observed in the main
panel, the data follow a power-law time evolution, as expected
in a critical point, but this behavior is also observed for all
quenching temperatures in the interval 0.60 � T � 0.8.05.
This interval includes the already reported transition tem-
peratures, T1 ≈ 0.77 and T2 ≈ 0.80 for h2-NM and NM-TL
phase transitions, respectively [31,35]. The inset shows the
departure from the power-law behavior observed for tem-
peratures T > 0.805, therefore this value can be assumed as
the NM-TL transition point in excellent agreement with the
reported value T2. Since power-law behavior is expected only
at the temperature corresponding to a critical or paramagnetic
spinodal point for the cases of continuous or first-order phase
transitions, respectively (see Sec. II), the obtained results
allow us to rule out both kinds of transitions at T = 0.805.

Due to fact that the phenomenology of the Ising dipolar
model reveals itself only for rather large lattice sizes, contro-
versial findings from finite-size scaling have been reported
about this transition point. On the one hand, for system
sizes in the interval 32 � L � 64, a weak first order was
proposed [35] in view of the obtained results of the scaling of
the response functions (specific heat and susceptibility) and
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FIG. 1. Log-log plot of the O2
hv time evolution from the paramag-

netic initial condition at the indicated temperatures. The system size
and interaction parameter used are L = 128 and δ = 2, respectively.
Due to superposition of the curves for different temperatures, the
data were shifted by a multiplicative factor with the aim of clearly
showing their power-law behavior. The inset exhibits the original
data (i.e., they are not multiplied by a factor) corresponding to the
temperatures at which departures from the power law are observed.
For the sake of comparison, T = 0.805 is also included.

cumulant minimum. On the other hand, from the study of
the same response functions in systems of sizes 32 � L � 72,
exponents compatible with a continuous phase transition were
obtained [31]. However, in both works the hypothesis of a
KT transition was also conjectured, based on the absence of
divergences in the specific heat. The present work supports
this last hypothesis, in view that the power-law behavior
suggests a critical character for T � 0.805. Furthermore,
if the theoretical values of ν and η predicted for the KT
transition, i.e., ν = 0.5 and η = 0.25, are employed in the
hyperscaling relationship γ /ν = (d − η), then the dynamical
critical exponent z can be estimated for the NM-TL transition
since μ = γ /νz [48]. The obtained value, z = 2.06, is closer
to the estimated for the paramagnetic-KT transition in the XY
(z = 1.84(17) [43], z = 1.96(3) [49]) and the six-state clock
model (z = 1.87(18) [43]).

Figure 2 presents the O2
hv exponent, obtained by fitting the

data with Eq. (6), as a function of the temperature. At lower
temperatures an increase is observed, with a change in the
trend around T = 0.65, up to a maximum at T = 0.779(5)
that is very close to the reported temperature for the h2-NM
phase transition. This behavior can be understood by means
of the interplay between coarsening and nucleation during
the quenching from high temperature to T < T1 [47]. In fact,
two kinds of relaxation processes have been identified, and
they are involved in the system evolution with an occurrence
probability that depends on the final temperature. The slowest
one corresponds to a coarsening of the NM phase domains
followed by nucleation of the h2 phase over it, and the other,
faster than the previous one, is a direct coarsening to the h2

ordered phase. For the former, it was shown that the probabil-
ity increases with the temperature up to T1, while it decreases
for the direct h2 coarsening process. Hence, for T > 0.65 the

0.6 0.65 0.7 0.75 0.8
T

0.8

0.85

0.9

0.95

1

1.05

1.1

1.15

1.2

μ

δ=2

FIG. 2. Dynamic exponent of O2
hv (t ) as a function of the temper-

ature, corresponding to the paramagnetic initial condition and δ = 2.
The solid lines are the linear fits used to estimate the maximum value.
More details in the text.

coarsening-nucleation process becomes the most probable and
its origin may rely on the fact that both phases share the same
orientational symmetry [47]. In this way, the acceleration of
the ordering dynamics for T < 0.65 and, consequently, the
increase in the μ(T ) exponent, would be related to the fact that
the direct coarsening of h2 phase is the dominant process and
its relaxation time decreases with T . In addition, for T > 0.65
the slow process influences on the dynamics and becomes
more relevant with T , which would produce a decrease in the
slope of μ(T ). Finally, for T1 < T < T2 the dynamic evolution
corresponds to a direct coarsening of the NM phase within
the paramagnetic one, as is shown in Figs. 3(a)–3(c). Also,
Figs. 3(d)–3(f) shows the expected development of the TL
phase at T = 0.83.

It is worth mentioning that similar results about the tem-
perature dependence of the corresponding order parameter—
magnetization—exponent, were obtained for the six-state

t=1MCS t=1x104MCS

(a) (b)

t=1x106MCS

(c)

(d) (e) (f)

FIG. 3. Typical dynamic evolution of the spin configurations
during the quenching from high-temperature paramagnetic state to
T = 0.79 [(a)–(c)] and T = 0.83 [(d)–(f)]. The data correspond to
L = 128 and δ = 2. More details in the text.
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t=1MCS

(a)

t=1x104MCS

(e)

t=1x106MCS

(b) (c)

(d) (f)

FIG. 4. Typical dynamic evolution of the spin configurations
during the annealing from ground state to T = 0.79 [(a)–(c)] and
T = 0.83 [(d)–(f)]. The data correspond to L = 128 and δ = 2. More
details in the text.

clock model. This model presents two KT phase transitions,
one of them from the high-temperature paramagnetic to a KT
phase that exhibits quasi-long-range order and the other one
between KT and the ferromagnetic phase [45].

The above results allow us to propose that the STD method
is able to detect NM-TL and h2-NM phase transitions in
the model and to associate the temperature corresponding
to the maximum of μ(T ) with T1. Moreover, the observa-
tion of power laws below T2 = 0.805—also for T < 0.779—
suggests that both transitions are of the KT type.

In order to confirm these conjectures, the nonequilibrium
relaxation from the ground-state initial configuration was
simulated at different annealing temperatures. Figure 4 shows
a typical dynamic evolution of the spin configurations dur-
ing the annealing at temperatures T = 0.79 and T = 0.83,
where the expected NM and TL phases are identified, re-
spectively. Figure 5 shows the time evolution of the Ohv at
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(a) (b)

FIG. 5. Nonequilibrium relaxation of Ohv ,corresponding to δ =
2, from the ground-state initial configuration at temperatures within
the interval (a) 0.60 � T � 0.80 and (b) 0.81 � T � 0.90 from
top to bottom in both cases. The inset of figure (a) shows the
susceptibility χ (t ) for 0.76 � T � 0.80 (from bottom to top). The
continuous lines correspond to power-law fits.
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FIG. 6. Scaling of the nonequilibrium relaxation of Ohv from the
initial ground state, at the temperatures showed in Fig. 5(b), by using
Eq. (7) with λ = 0.0065. The inset shows the obtained relaxation
time as a function of the temperature. The fit with Eq. (8) is also
shown with a dashed line.

several temperatures within the interval 0.60 � T � 0.90. For
low temperatures, in the long-time regime, a nonzero value
of Ohv is observed due to remaining orientational ordering
characteristic of the NM phase. This value affects the short-
time evolution of the Ohv by introducing departures from the
power-law behavior that hinders to distinguish the KT regime,
see Fig. 5(a). However, the susceptibility is free of this effect
as can be observed in the inset of Fig. 5(a). In fact, this
observable diverges as power law at temperatures less than
T = 0.80. This value is very close to that determined for T2

from the paramagnetic initial condition, and the behavior at
low temperatures also supports the KT-transition conjecture.
For T � 0.80 the dynamics of Ohv shows the asymptotic
exponential decay expected for T > TKT [39]. This dynamic
behavior is not affected by the nonzero value of Ohv , as
consequence the scaling proposed for the KT phase transition
by Ozeki et al. [39] can be applied.

Figure 6 displays the scaling of the high-temperature data
showed in Fig. 5(b), corresponding to 0.81 � T � 0.90, ob-
tained by means of Eq. (7) with λ = 0.0065 and ν = 0.5.
From this scaling, the relaxation time τ was determined as
a function of the temperature (see the inset). The fit of the
τ (T ) curve by using Eq. (8) allows us to estimate a KT
transition temperature in TKT = 0.774(2). This value is in
excellent agreement with that estimated for T1 from the O2

hv

behavior during quenching from the paramagnetic state. This
reinforces the idea that the h2-NM transition should be of the
KT type. Nevertheless, the scaling of the relaxation dynamics
does not present signs of the TL-NM transition at T2 = 0.805.
This fact may be related to previous results that indicate that
free energy barriers were found to be apparently divergent in
the thermodynamic limit for h2-NM transition but rather small
for the NM-TL one [31,35,47]. This fact, together with the the
small difference between the temperatures corresponding to
both transitions, does not allow us to distinguish the dynamic
relaxation effects of the NM-TL transition from those of
the h2-NM one. It is important to note that even if free
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FIG. 7. Phase diagram in the plane T − δ for 2 � δ � 3.6. The
temperatures T1 (triangles) and T2 (squares) were obtained by means
of the relaxation and STD analysis from the initial hn and param-
agnetic states, respectively. Dotted lines are for eye guidance and
dashed lines represent the phase boundaries between phases hn and
hn+1. For the sake of comparison, the data taken from reference [29]
are also included: open circles and diamonds refer to the transitions
from the high temperature TL to hn (or NM) and NM to hn, re-
spectively. The inset shows the whole phase diagram, starting from
δ = 0, where the crosses correspond to the transition hn-TL taken
from references [33,34].

energy barriers resemble a first-order phase transition, the
specific heat saturation and continuity of internal energy at
the thermodynamic limit have been interpreted as evidences of
the KT transition phenomenology [35,47]. On the other hand,
even if τ can be relatively well fitted by using τ = a(ε)−b—an
expression that corresponds to continuous phase transitions

TABLE I. Transition temperatures T1 and T2 obtained from the
STD analysis. The data correspond to the annealing and quenching
from two initial conditions, stripes (hn), and paramagnetic states
(DC). The last column presents the estimation of dynamic exponent
z corresponding to the NM-TL transition. More details in the text.

δ hn T1(hn) T1 (DC) T2(DC) z

2 h2 0.774(2) 0.779(5) 0.805(5) 2.06(2)
2.1 h2 0.756(4) 0.77(1) 0.830(1) 2.19(13)
2.25 h3 0.817(3) 0.83(1) 0.89(1) 2.08(10)
2.3 h3 0.903(4) 0.895(5) 0.93(1) 2.24(11)
2.4 h3 0.955(5) 0.95(1) 1.010(5) 2.5(2)
2.5 h3 1.035(2) 1.032(6) 1.06(1) 2.24(10)
2.6 h3 1.046(6) 1.06(1) 1.12(1) 2.40(16)
2.7 h3 1.092(8) 1.10(1) 1.175(5) 2.13(10)
2.87 h4 1.177(3) 1.18(2) 1.30(2) 2.73(8)
3 h4 1.295(6) 1.29(1) 1.36(1) 2.46(3)
3.05 h4 1.33(2) 1.30(1) 1.38(2) 2.24(3)
3.1 h4 1.364(2) 1.36(1) 1.42(1) 2.40(7)
3.2 h4 1.31(3) 1.38(4) 1.50(2) 3.18(6)
3.4 h5 1.552(9) 1.57(1) 1.65(1) 2.73(17)
3.5 h5 1.645(3) 1.65(1) 1.76(2) 2.11(5)
3.6 h5 1.673(8) 1.69(1) 1.79(1) 2.92(20)
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FIG. 8. Log-log plot of the O2
hv dynamic evolution from the ini-

tial paramagnetic condition at the indicated temperatures for L = 128
and δ = 3. As in the case of δ = 2 (see Fig. 1), the data corresponding
to different temperatures were shifted by a constant multiplicative
factor with the aim of clearly showing their power-law behavior.
The inset exhibits the data corresponding to the temperatures at
which departures from the power law are observed; for the shake
of comparison, T = 1.36 is also included.

relaxation [42]—it was dismissed due to the power-law di-
vergence of the susceptibility for T < 0.80 from both initial
conditions.

A similar STD behavior was obtained for δ = 2.1 case.
Indeed, the determined transition temperatures for initial para-
magnetic configurations are T1 = 0.77(1) and T2 = 0.83(1),
which are in good agreement, within error bars, with both
T1 = 0.756(4) obtained from ground-state initial condition
and that reported by Pighín and Cannas (see Fig. 7) [29].

Summarizing, even if the orientational order parameter
does not seem to be appropriate to characterize the h2-NM
phase transition because both phases present orientational
order, the present results for annealing and quenching from
ground and paramagnetic states confirm our conjectures about
the usefulness of the STD method by employing this observ-
able and its moments in order to determine the h2-NM and
NM-TL transition points. Moreover, they provide evidence
that enables us to conclude that both phase transitions would
be of the KT type.

B. Phase transitions for δ > 2.1

It well known that in order to observe the NM phase, the
required system sizes must allow the appearance of a large
density of defects, such as dislocations and disclinations of
stripes [31,35]. In this way, although the presence of NM
phase close to the transition lines between h2-h3 and h3-h4 has
already been reported [29,30], it cannot be discarded that this
phase may be present in other regions within narrow tempera-
ture ranges. Moreover, in these works the finite-size effects
due to the small system sizes used—L ∼ 50—prevented a
clear identification of those regions for δ > 3. In this section
the STD studies are extended up to δ = 3.6, i.e., up to values
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FIG. 9. Dynamic exponent of O2
hv as a function of the tempera-

ture for the initial paramagnetic condition and δ = 3. The solid line
corresponds to the linear fits used to determine the maximum value.
More details in the text.

where the ground state corresponds to h5. For these values
of δ, the STD observables present a similar behavior to
those described for the δ = 2 case. By following the same
procedure, the hn-NM and NM-TL transition temperatures
were estimated and are reported in Table I and Fig. 7. In
particular, the cases δ = 2.25 and δ = 2.7 lead to T1 and T2

in excellent agreement—within the error bars—with those
reported by Pighín and Cannas [29], as shown in Fig. 7.
Table I also includes the estimation of the dynamic exponent
z corresponding to the NM-TL transition. As can be observed,
the obtained values remain closer to those reported for the
paramagnetic-KT transition of the XY and six-state clock
models, except at the values of δ that are near to the h3-h4,

h4-h5 and h5-h6 transitions.
Concerning the transitions corresponding to δ > 2.9, the

case δ = 3 was selected to be outlined exhaustively due to
the fact that in previous studies no evidence of the NM phase

t=1MCS t=1x104MCS

(a) (b)

t=1x106MCS

(c)

(f)(d) (e)

FIG. 10. Typical dynamic evolution of the spin configurations
during quenching from the high-temperature paramagnetic state to
T = 1.315 [(a)–(c)] and T = 1.50 [(d)–(f)]. The data correspond to
L = 128 and δ = 3.

t=1MCS t=1x104MCS

(a) (b)

t=1x106MCS

(c)

(d) (e) (f)

FIG. 11. Typical dynamic evolution of the spin configurations
during annealing from the ground state to T = 1.315 [(a)–(c)] and
T = 1.50 [(d)–(f)]. The data correspond to L = 128 and δ = 3.

was found [28,29]. Figure 8 shows that the O2
hv dynamic evo-

lution from the initial paramagnetic state at temperatures in
the interval 1.10 � T � 1.36 presents a power-law behavior.
Meanwhile, the inset exhibits departures from it for T > 1.36.
On the other hand, Fig. 9 displays the O2

hv exponent obtained
by fitting the data using Eq. (6), which presents a maximum
value for T = 1.29(1). These results are indicative of the exis-
tence of the intermediate NM phase within 1.29 < T < 1.36.
In order to clear up this point, Fig. 10 follows the dynamic
evolution from the paramagnetic state through two series
of the snapshots corresponding to T = 1.315 and T = 1.50,
respectively. As can be observed, for T = 1.315 a high density
of disclinations on the underlying striped structure develops,
in concordance with the NM phase, while for T = 1.50 the
TL phase with mutually perpendicular labyrinthine patterns
are observed. Moreover, the same configurations are reached
when the initial configuration corresponds to the ground state
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FIG. 12. Nonequilibrium relaxation of Ohv , corresponding to
δ = 3,from initial ground state at temperatures within the interval
(a) 1.24 � T � 1.36 and (b) 1.37 � T � 1.50 from top to bottom,
in both cases. The inset of figure (a) shows the susceptibility χ (t )
for 1.24 � T � 1.35 (from bottom to top). The continuous lines
correspond to power-law fits.
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FIG. 13. Scaling of the Ohv relaxation from the initial ground
state at temperatures within the interval 1.37 � T � 1.50 by using
Eq. (7) with λ = 0.045. The inset shows the relaxation time τ (T )
together with the fit with Eq. (8) indicated with a dashed line.

h4 (see Fig. 11). In this way, as in the previously studied cases,
the STD behavior strongly suggests that both transitions are of
the KT type.

Furthermore, the results obtained for the relaxation dy-
namics from the ground state also support this conjecture. In
fact, Fig. 12 presents the Ohv time evolution at temperatures
in the range 1.24 � T � 1.50, and the inset of Fig. 12(a)
shows the power-law divergence of the susceptibility for
T < 1.35, which is close to T2 = 1.36(1), determined from
the paramagnetic initial condition. Again, the Ohv power-law
departures can be related with a nonzero value of the NM
phase in the long-time regime. Figure 13 shows the scaling
of the high-temperature data displayed in Fig. 12(b) by using
Eq. (7) with λ = 0.045 and ν = 0.5. The inset presents the
fit of τ (T ) by means of Eq. (8) that leads us to estimate
TKT = 1.295(6) in excellent agreement with T1 determined
from the annealing.

In this way, the NM phase is expected to be observed for
larger values of δ, where the width of the stripes produces
more stable configurations with respect to the appearance of
topological defects. Our findings also give evidence that the
destruction of the long-range positional order is by means of

a KT transition, in agreement with the predictions of Abanov
et al. [25].

IV. CONCLUSIONS

Although the ferromagnetic Ising model with dipolar in-
teractions has been the object of intensive research, several
points about the phase diagram at zero field remain open to
date. In particular, the identification of NM phase has been
hampered by strong finite-size effects that are a consequence
of the long-range nature of the dipolar interactions. Moreover,
the discrepancies reported in the results of the finite-size
scaling applied to equilibrium Monte Carlo simulations have
prevented the determination of the character of the phase
transition from the low-temperature stripe phase (hn) to NM
or TL ones.

In the present work, the study of the short-time dynamic
evolution of the orientational order parameter (Ohv) and its
moments allowed us to overcome the above-mentioned dif-
ficulties. In fact, the power-law behavior of O2

hv when the
system is quenched from the paramagnetic phase, together
with the susceptibility χ and the scaling of the Ohv relax-
ation during the annealing from hn configuration, indicate the
existence of the NM phase along the interval 2 � δ � 3.6.
Moreover, the results suggest that both phase transitions, i.e.,
hn-NM and NM-TL, are of the Kosterlitz-Thouless type. It
is also interesting to mention that the transition temperatures
estimated by using STD are in excellent agreement with those
of the hn-NM and NM-TL transitions previously reported for
the intervals 2 � δ � 2.25 and 2.7 � δ � 2.9 [28,29,31,35].
In conclusion, the findings allow us to establish the existence
of the NM phase for δ � 2 in a narrow temperature range, as
was predicted by Abanov et al. [25].

It is important to remark that in this work the short-time dy-
namics method was successfully applied to study Kosterlitz-
Thouless transitions in a model with long-range interactions.
This result is important since it can be extended to other
models with long-range interactions.
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