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a b s t r a c t

In this paper a fluid-flow model for TCP congestion avoidance combined with different
AQM schemes is analyzed. The conditions for the appearance of Hopf bifurcations are sta-
ted analytically using frequency-domain techniques. The proposed methodology allows
the characterization of the emerging periodic orbits, providing approximations of their
amplitude and frequency. In addition, multiple oscillations and limit cycle bifurcations
are found via numerical tools.

� 2013 Elsevier B.V. All rights reserved.

1. Introduction

Nowadays internet congestion is a serious and challenging problem, which arises when a resource becomes overloaded,
causing an overflow on the transmission channels. Then, some pieces (packets) of data are lost, and the whole system may
experience a performance degradation. This inconvenience resulted in intensive research of congestion control algorithms.
These control tactics rely on two key mechanisms interacting in a communication development: Transmission Control Pro-
tocol (TCP) and Active Queue Management (AQM). Roughly speaking, TCP is an end-to-end protocol that sets the transmis-
sion rate of sources by a window adjustment policy. This process relies on the feedback achieved through the
acknowledgment (ACK) packets sent back by receivers, which allow the sources to estimate the congestion level of the
involved links. On the other hand, AQM consists of the implementation of an inner feedback loop, generating a control signal
(generally a marking probability) depending on the amount of data queued in the router. That probability raises as the queue
grows, thus some packets are marked to be discarded before the queue becomes full, early preventing the congestion.

The main purpose of an internet congestion control algorithm is to guarantee the stability of the system, i.e., the flow of
information through its links should tend towards a stationary value, preferably exploiting most of the link capacity. How-
ever, the traffic around the network and the network itself is in fact always changing. Under these typical variations, some
schemes exhibit poor performance, and may even become unstable. Frequently the stability loss is followed by the onset of
oscillating regimes, leading to bad communication development and underutilization of links. This change in the system’s
behavior is provoked by a mechanism known as Hopf bifurcation, which is responsible for the appearance of oscillations
in several engineering systems. In the particular context of internet congestion control, this phenomenon has been studied
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by several authors, for example [1–4] to mention only a few. One question is why those systems are so prone to oscillate.
Immediately, two main characteristics of TCP get relevant. Firstly, the nonlinear law proposed for updating the window size,
i.e., AIMD (additive increase – multiplicative decrease). Secondly, the inherent delayed feedback accomplished when a packet is
sent to the receiver and the corresponding ACK returns to the source. The time elapsed between the packet sending and the
ACK arriving is called round trip time (RTT), and it strongly favors the onset of instabilities [4].

Through this paper, we shall consider a TCP fluid-flow model developed in [5]. This model has been widely used in the
literature (see, for example [3,2,4,6]) and it has been formulated as a delay-differential equation (DDE), where the involved
delay is in fact the RTT. That model will be combined with three different AQM schemes, say the well-known RED (random
early detection), and the proportional (P) and proportional-integral (PI) controllers proposed in [6]. Our purpose is to analyze
the nonlinear behavior of the resulting system from the perspective of bifurcation theory. As emphasized in [7], this view-
point is very helpful to better understand the TCP/AQM mechanisms better.

Novel results about the nonlinear dynamics of those systems are stated analytically, through the frequency-domain (FD)
approach [8–10], which provides an alternative tool for the stability analysis and the study of local bifurcations. In the case of
DDEs, the main advantage of the FD approach is the avoidance of dealing with a trascendental equation [11]. Instead, as sta-
ted in the Graphical Hopf Bifurcation Theorem [8], we study a curve in the complex plane (Nyquist plot) determined by a
characteristic function [8,10]. In addition, the proposed technique allows the computation of the amplitude, frequency
and stability of the periodic solutions emanating from Hopf bifurcations. We also use the package DDE-BIFTOOL [12] to
extend our results detecting nonlocal bifurcations. Multiple fold bifurcations of cycles appear as a distinctive feature in
the periodic branch continuations. This result has not been previously reported in the technical literature of internet conges-
tion control.

2. Preliminaries: the frequency-domain (FD) approach for time-delay systems

Let us consider an autonomous, DDE of the form

_xðtÞ ¼ AðlÞxðtÞ þ BðlÞgðyðtÞ; yðt � sÞ; lÞ;
yðtÞ ¼ �CðlÞxðtÞ;

�
ð1Þ

where x 2 Rn; AðlÞ 2 Rn�n, BðlÞ 2 Rn�p; CðlÞ 2 Rm�n; l is a vector of parameters, s > 0 is a constant time-delay and
g : C � R! Rp is a smooth nonlinear function, where C :¼ Cð½�s;0�;RmÞ denotes the Banach space of all continuous functions
mapping the interval ½�s;0� into Rm, equipped with the norm j/jC ¼ sup�s6f�0j/ðfÞj. System (1) can be represented by the

feedback scheme shown in Fig. 1(a), by taking Gðs;lÞ ¼ CðlÞ½sIn � AðlÞ��1BðlÞ, where s is the complex variable of the Laplace
transform and In is the n� n identity matrix. Since the system is autonomous, input dðtÞ is identically zero. The delay can be
absorbed into the linear block through a simple manipulation (see [11]). Let

Fðe�ssÞ :¼
Im

Ime�ss

� �
; y�ðtÞ :¼

yðtÞ
yðt � sÞ

� �
;

then we can represent the system as shown in Fig. 1(b), where the linear part becomes G�ðs;lÞ :¼ Fðe�ssÞGðs;lÞ and y�ðtÞ rep-
resents an extended output. By assuming that AðlÞ is invertible, the equilibrium points by� can be found by solving

G�ð0; lÞgðby�; by�;lÞ ¼ �by�: ð2Þ

Finally, we can linearize the nonlinear function at equilibrium computing the Jacobian

JðlÞ ¼ @gð�Þ=@yðtÞ @gð�Þ=@yðt � sÞ½ �j
ðyðtÞ;yðt�sÞÞ¼ðby ;byÞ¼by� :

The procedure for detecting a bifurcation in the FD setting is as follows. Let s ¼ ix in the matrix G�ðs;lÞ, and consider the
following result given in [8,10]:

Lemma 1. If a given solution of the characteristic equation of the nonlinear system (1), in the time domain, assumes a purely
imaginary value ix0 at a particular value l ¼ l0, then an eigenvalue of matrix G�ðs;l0ÞJðl0Þ in the FD must assume the value
�1þ i0 for ðs;lÞ ¼ ðix0;l0Þ.

The eigenvalues or characteristic functions kðs; lÞ of G�ðs;lÞJðlÞ satisfy the frequency-domain version of the characteristic
equation given by

(a) (b)

Fig. 1. (a) Block representation of system (1). (b) Equivalent block representation with the delay absorbed into the linear part.
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jkI2m � G�ðs;lÞJðlÞj ¼ k2m þ a2m�1ðs; e�ss;lÞk2m�1 þ � � � þ a0ðs; e�ss;lÞ ¼ 0: ð3Þ

At first glance, it is possible to think that the definition of the augmented matrix G�ðs;lÞ is not convenient, because the num-
ber of characteristic functions in (3) rises immediately from m to 2m. However, from the definition of G�ðs;lÞ, the maximum
possible rank of that matrix is actually m, and as consequence at least m of the 2m eigenfunctions are identically zero. In
addition, there are infinitely many ways of representing the system _xðtÞ ¼ fðxðtÞ;xðt � sÞ;lÞ in the form (1) choosing proper
matrices AðlÞ; BðlÞ and CðlÞ (such a selection of matrices is called a realization [10]). Normally, it is possible to take a real-
ization leading to JðlÞwith rank one, as we will show in the examples. In this case, the augmented system has only one char-
acteristic function that is not identically zero. Perhaps this fact manifests one of the advantages of the FD methodology: the
drastic dimensional reduction of the problem when compared to the time-domain analogue. We deal with a few (luckily, just
one) characteristic functions instead of the infinite spectrum associated with corresponding time-domain formulation.

Suppose that for l ¼ l0, there exists a simple root bkðs;lÞ of (3) which takes the value �1þ i0 for a given s ¼ ix0. The

geometrical locus of bkðix;lÞ describes a curve (Nyquist locus) parameterized by the frequency x. Particularly, for l ¼ l0

this curve crosses the point �1þ i0 at x ¼ x0. If x0 ¼ 0 (x0 – 0) there is a static (dynamic) bifurcation taking place for
the critical value l ¼ l0. We may wonder what kind of behavior the system has for parameter values near this critical
one. More precisely, focusing on Hopf bifurcations, it is desirable to develop the characteristics of the emerging periodic solu-
tions. On this regard, let l vary slightly from l0 and compute the auxiliary vector

nðx;lÞ ¼ �uT G�ðix;lÞpðix; lÞ=ðuTvÞ; ð4Þ

where u and v are the left and right eigenvectors of G�ðix;lÞJðlÞ associated to bkðix;lÞ, and

pðix;lÞ ¼ QV02 þ
1
2

QV22 þ
1
8

L�v; ð5Þ

where V02 and V22 are proportional to the zero and second coefficients in the Fourier representation of the output y�ðtÞ, and
they are given by

V02 ¼ �
1
4

H�ð0;lÞQ �v; V22 ¼ �
1
4

H�ði2x;lÞQv; ð6Þ

where H�ðs;lÞ :¼ ½I2m þ G�ðs;lÞJðlÞ��1G�ðs;lÞ. Matrices Q :¼ ðqjkÞ and L :¼ ð‘jkÞ (of dimensions p� 2m) are computed as

qjk ¼
X2m

i¼1

@2gj

@yi@yk

�����by�v i; ‘jk ¼
X2m

i¼1

X2m

‘¼1

@3gj

@yi@y‘@yk

�����by�v iv‘; ð7Þ

where gj and v j mean the j-component of gð�Þ and v, respectively. Let us consider the following result given in [8,10], which
for reader’s convenience is briefly stated as follows

Theorem 1. Graphical Hopf Bifurcation Theorem: Suppose that when x varies, the vector nðx;lÞ – 0, and that the half line
starting from �1þ i0 and pointing to the direction parallel to that of nðx;lÞ, first intersects the locus of bkðix;lÞ at the point

P ¼ bkði ex;lÞ ¼ �1þ nð ex;lÞh2; ð8Þ

where the constant h ¼ hðlÞ is equal or greater than 0. Suppose, furthermore, that the above intersection is transversal, i.e.,bkði ex; lÞ and nð ex;lÞ are not parallel. Then:

1. The nonlinear system (1) has a limit cycle which is unique in a ball of radius Oð1Þ centered at by�.
2. If the total number of anticlockwise encirclements of the point P þ dnð ex;lÞ, for a small enough d, is equal to the number of poles

of bkðs;lÞ with positive real parts, then the limit cycle is stable.

The positive quantity h is a measure of the amplitude and ex is the approximate frequency of the periodic solution, which
is represented by the second-order Fourier expansion

y�ðtÞ ’ by� þR
X2

k¼0

Ykeikext

( )
; ð9Þ

where Rð�Þ means the real part of a complex quantity and coefficients Yk are given by

Y0 ¼ hðlÞ2V02; Y1 ¼ hðlÞv; Y2 ¼ hðlÞ2V22: ð10Þ

The only open question is how to find the solution pair ð ex; hÞ that solves (8). This can be accomplished by an iterative pro-
cess, starting from x0, the frequency at which bkðix;l0Þ crosses the �1þ i0 point. If l is close enough to l0, the true fre-
quency ex remains close to x0 [8]. Then, we follow the steps below
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ðStep 1Þ bkðix1;lÞ ¼ �1þ nðx0;lÞh2
1;

ðStep 2Þ bkðix2;lÞ ¼ �1þ nðx1;lÞh2
2;

..

.

ðStep NÞ bkðixN;lÞ ¼ �1þ nðxN�1; lÞh2
N ;

ð11Þ

taking N large enough so that jxN �xN�1j < �, with � very small. Finally, we assign ex :¼ xN and h :¼ hN . In addition, the sta-
bility of the orbit at the onset of the Hopf bifurcation can be determined algebraically by computing the curvature coefficient,
which is given by

r0 ¼ �R
uT G�ðix0;lÞpðx0;lÞ

uT G�0ðix0;lÞJðlÞv

� �
; ð12Þ

where G�0ðix;lÞ :¼ @G�ðs;lÞ=@sjs¼ix. Then, if r0 is negative (positive), the Hopf bifurcation is supercritical (subcritical), and a
stable (unstable) periodic solution exists when the equilibrium is unstable (stable).

3. Model description

Through this paper, we will consider the dynamic model developed in [5], which is described by the following nonlinear
DDE

_WðtÞ ¼ 1
RðtÞ � 1

2
WðtÞWðt�RðtÞÞ

Rðt�RðtÞÞ Pðt � RðtÞÞ;
_QðtÞ ¼ NðtÞWðtÞ

RðtÞ � ClðtÞ;

8<: ð13Þ

where WðtÞ is the average TCP window size (packets), QðtÞ is the average queue length (packets), NðtÞ is a load factor (num-
ber of TCP sessions), ClðtÞ is the link capacity (packets/s), RðtÞ is the RTT (s) and PðtÞ is the probability of packet mark. The RTT
involves the propagation delay Tp and the queuing time, i.e.,

RðtÞ ¼ QðtÞ=ClðtÞ þ Tp: ð14Þ

System (13) has a state-dependent delay, and therefore the analytical study is a challenging task. A frequently simplifying
assumption is to suppose that the link capacity and the number of TCP sessions are constants, i.e., ClðtÞ ¼ Cl and NðtÞ ¼ N. The
equilibrium satisfies ð _WðtÞ; _QðtÞÞ ¼ ð0;0Þ, yielding the following equations for the stationary values:cW 2bP ¼ 2;

NcW ¼ Cl
bR; bR ¼ bQ =Cl þ Tp;

(
ð15Þ

where cð�Þ represents the equilibrium value of the corresponding variable. A crucial simplification is obtained by assuming
that the RTT is dominated by the propagation delay i.e., QðtÞ=Cl � Tp, leading to the following system

_WðtÞ ¼ 1
Tp
� 1

2Tp
WðtÞWðt � TpÞPðt � TpÞ;

_QðtÞ ¼ N
Tp

WðtÞ � Cl:

8<: ð16Þ

This system can be further simplified using the time scaling proposed in [2], given by tnew ¼ told=Tp. Therefore

dW

dtold
¼ dW

dtnew
dtnew

dtold
¼ 1

Tp

dW
dtnew

and similarly, dQ=dtold ¼ ðdQ=dtnewÞ=Tp. Thus, system (16) becomes

_WðtÞ ¼ 1� 1
2 WðtÞWðt � 1ÞPðt � 1Þ;

_QðtÞ ¼ NWðtÞ � ClTp

(
and defining new state variables as w ¼W and q ¼ Q=N we obtain

_wðtÞ ¼ 1� 1
2 wðtÞwðt � 1ÞPðt � 1Þ;

_qðtÞ ¼ wðtÞ � c;

(
ð17Þ

where c :¼ ClTp=N is the unique non dimensional parameter relating the physical ones.
Together with TCP, the congestion control is achieved with the AQM mechanism. In this sense, there are several ap-

proaches proposed in the literature and implemented in practice. Roughly speaking, the AQM scheme defines the way in
which the probability PðtÞ is computed based on some measure of variable QðtÞ. In this paper, we will take three well-known
schemes as study cases: the proportional (P) and proportional-integral (PI) compensators proposed in [6] and the widely
used random early detection (RED).

1116 F.S. Gentile et al. / Commun Nonlinear Sci Numer Simulat 19 (2014) 1113–1127
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4. Analysis of the different AQM strategies

4.1. Proportional control

For this scheme, the marking probability is made proportional to the queue length, i.e., PðtÞ ¼ KQðtÞ, where K > 0 is the
controller gain. Several results concerning the nonlinear behavior of the resulting system can be found in [3,2,4]. In these
articles, the authors performed a bifurcation analysis from different approaches: a combination of analytical and numerical
tools [2], multiple scales method [3], and normal form and center manifold reductions [4]. Replacing with the proportional
control Pðt � 1Þ ¼ KQðt � 1Þ ¼ KNqðt � 1Þ in (17), we have

_wðtÞ ¼ 1� kwðtÞwðt � 1Þqðt � 1Þ=2;
_qðtÞ ¼ wðtÞ � c:

�
ð18Þ

where k :¼ KN. The details corresponding to the application of the FD approach can be found in the Appendix A.
A careful realization of system (18) allows to obtain the unique nonzero characteristic function

bkðs; lÞ ¼ ð2sþ kc3Þðe�s � 1Þ=vðsÞ; ð19Þ

where vðsÞ ¼: 2cs2 þ 4sþ kc3. As stated in Lemma 1, in order to determine Hopf bifurcations, we must take s ¼ ix and solvebkðix0;l0Þ ¼ �1 for some values l0 and x0. From this condition, the critical values of parameters can be expressed as func-
tions of x0 as

ðc0; k0Þ ¼
cos x0 þ 1
x0 sin x0

;
2x4

0 sin4 x0

ð1þ cos x0Þ2

 !
: ð20Þ

Taking x0 as a free parameter, we can obtain the Hopf curve in the ðc; kÞ parameter space, as shown in Fig. 2(a). In this curve,
the distinction between supercritical and subcritical bifurcations is achieved from the curvature coefficient given by (30).
Noticeably, the bifurcation is supercritical over the whole curve. In addition, it is possible to compute the approximate
amplitude of the emerging orbits, varying one parameter and keeping the other fixed, through the iterative procedure de-
scribed in (11). The vector involved in this method is nðix;lÞ ¼ �2cp1ðx;lÞ=vðixÞ, where the expression of p1ðx;lÞ is given
in (29). For example, in Fig. 2(b) we plot the amplitude (maxfwðtÞg) vs. k for c ¼ 1. Also we plot the same branch computed
with DDE-BIFTOOL. The error in the predicted amplitude is due to the second-order harmonic balance used. These results can
be improved using higher-order formulae as given in [10].

It has been found that increasing k beyond the Hopf bifurcation curve, a period-doubling cascade occurs, leading finally to
a chaotic behavior [2]. Chaotic motion has also been found in discrete-time models of TCP/AQM networks [13]. These results
illustrate that great care should be exercised when deriving simplified models of time-delay systems. As example, in [3,4] the
authors considered the model

_WðtÞ ¼ 1
Tp
� K

2Tp
W2ðtÞQðt � TpÞ;

_QðtÞ ¼ N
Tp

WðtÞ � Cq;

8<: ð21Þ

that results from system (16) assuming that the product WðtÞWðt � TpÞ ’W2ðtÞ when WðtÞ 	 1, i.e., neglecting the propa-
gation delay in the average TCP window size. Although this model allows for an easier computation of the Hopf bifurcation

(a) (b)

Fig. 2. (a) Hopf bifurcation curve for the system with proportional control. Label (H-) indicates a supercritical type. (b) One-parameter bifurcation diagram
with c ¼ 1. (-): stable equilibrium; (- -): unstable equilibrium point. For k ’ 3:41 it bifurcates into a periodic solution. We plot the amplitude (maxima and
minima of wðtÞ on the cycles) computed with DDE-BIFTOOL (��) and approximated with the FD approach (
).
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point, this simplification hides the chaotic nature of the system: using the Poincaré–Bendixon theorem for time-delay
systems [14], it is possible to demonstrate that the model (21) does not exhibit chaotic behavior at all (the details can be
found in the Appendix B and in [15]).

4.2. RED algorithm

As shown in [6], the RED controller is usually characterized by the transfer function

DPðsÞ
DQðsÞ ¼

KL
sþ K

; ð22Þ

where DPðsÞ; DQðsÞ are the Laplace transforms of dPðtÞ and dQðtÞ, respectively. These quantities represent small deviations

around the equilibrium values they are defined as dPðtÞ :¼ PðtÞ � bP and dQðtÞ :¼ QðtÞ � bQ . Notice that both time and variable
Q are still not scaled. Constants K and L are proper parameters of the controller: K is the corner frequency in rad/s of the low-
pass (averaging) filter, and L is the slope of the packet-marking profile implemented in the RED structure [5]. From (22), by
applying the inverse Laplace transform, we obtain d _PðtÞ þ KdPðtÞ ¼ KLdQðtÞ, and the dynamics of PðtÞ results _PðtÞ ¼
�K½PðtÞ � bP � þ KL½QðtÞ � bQ �. In the new time scale and from QðtÞ ¼ NqðtÞ, this equation reads _PðtÞ ¼ �KTp½PðtÞ � bP �þ
KLTpN qðtÞ � bq� �

, so by choosing pðtÞ :¼ PðtÞ; k ¼ KTp and g ¼ KLTpN, the RED controlled model of the system is

_wðtÞ ¼ 1�wðtÞwðt � 1Þpðt � 1Þ=2;
_qðtÞ ¼ wðtÞ � c;
_pðtÞ ¼ �k pðtÞ � bp� �

þ g qðtÞ � bq� �
;

8><>: ð23Þ

The vector of parameters is l ¼ ðc; k;gÞ, where c is system-dependent, k is controller-dependent, and g is both system and
controller dependent.

As can be found in the Appendix A, a proper realization of system (23) allows to obtain the unique nonzero eigenvalue

bkðs; lÞ ¼ 2sðsþ kÞ þ gc3� �
ðe�s � 1Þ=vðsÞ;

where vðsÞ :¼ 2cs3 þ 2ð2þ ckÞs2 þ 4ksþ gc3. As in the previous example, the critical condition given by Lemma 1 allows the
computation of the Hopf curve, which is accomplished by detecting when the eigenvalue’s locus passes through �1þ i0.
Fig. 3(a) shows several Hopf curves, for different values of parameter g. For each case, the equilibrium’s stability region is
located to the left of the curve. Notice that g is proportional to the slope of the marking profile of RED strategy (L). Thus,
as long as L increases, the stability region reduces. For small values of c, the rank of values of g for a stable equilibrium is
relatively large. But, as pointed in [6], increasing values of c deteriorates stability, limiting the allowable values of g. On
the other hand, the diagram in Fig. 3(b) shows the Hopf curves obtained for different values of k. The equilibrium is stable
at the left of each curve. The value of k has a clear influence on the nature of the emerging periodic solutions. Increasing k not
only enhances stability, but also forces the Hopf bifurcation to be supercritical over the whole curve, inhibiting the coexis-
tence of unstable limit cycles with the stable equilibrium.

As a particular example, Fig. 4(a) shows the Hopf curve in the ðc; kÞ parameter space for g ¼ 1, where H� indicates super-
critical bifurcations and Hþ subcritical ones, according to the sign of r0. This figure shows that in order to maintain the sta-
bility of the system, increasing values of parameter c (either because the channel capacity Cp is augmented or the number of
TCP sessions N is reduced) must be accompanied by an increase of the bandwidth K of the controller. In addition, at the onset
of the oscillating regime, the amplitude of the periodic solutions is approximated by using the auxiliary vector

(a) (b)

Fig. 3. (a) Hopf curves in the ðc; kÞ space for several values of g. (b) Hopf bifurcation curves in the ðc;gÞ plane for different values of k.
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nðix;lÞ ¼ �2cp1ðx;lÞ=vðixÞ, where p1ðx;lÞ is given by (33). Moreover, the stability of these solutions is verified by the
curvature coefficient computed in (34).

The system with the RED controller exhibits a rich dynamic behavior. If the parameters ðc; kÞ are close to the curve Hþ in
Fig. 4(a), the basin of attraction of by� is reduced because an unstable limit-cycle exists around the equilibrium point. On the
other hand, if the parameters are close to the curve H� the system can be trapped in a stable oscillatory solution, such as the
one represented in Fig. 4(b) for c ¼ 2. This curve also shows the amplitude of the periodic solutions computed with a numer-
ical tool (DDE-BIFTOOL, [12]) and the approximate solution given by the FD approach.

The presence of a degeneracy (labeled with r0 ¼ 0 at c � 1:165 and k � 0:448), reveals the existence of folds of limit
cycles in a neighborhood of this point (see [16]). This bifurcation consists of the annihilation of a couple of periodic solutions,
and it can be detected when a Floquet multiplier of the corresponding orbit crosses the unit circle at the point 1þ i0 (see
[17]). This behavior is studied with the help of the DDE-BIFTOOL, and a detail of the curves of folds of limit-cycle bifurcations
is shown in Fig. 4(c), labeled with F.

Three interesting scenarios appear in the zones indicated by the dashed boxes I, II and III in Fig. 4(c). A detailed view of
box I is provided in Fig. 5(a), together with a qualitative diagram to clarify the regions with distinctive dynamic behavior in
the parameter space. Up to four simultaneous periodic solutions can exist surrounding a stable equilibrium point: as an
example, the amplitude of the periodic solutions emerging from the Hopf point as function of k for certain fixed values of
c are shown in Fig. 5(b). As parameter c increases from c ¼ 1:0845 (upper left) to c ¼ 1:1215 (lower right), the following
structural changes can be observed. First, a pair of fold points appear (F3-F6), originating a region of stable limit-cycles. A
further increase in c causes that the fold point F6 approaches F7, until finally they collide annihilating the unstable oscilla-
tions of higher amplitude, as can be seen for c ¼ 1:1215.

Box II has a similar qualitative dynamic behavior but for other range of values of parameters ðc; kÞ. However, the behavior
of the system for parameter values inside box III is different. A detailed view of this region is provided in Fig. 6(a), together
with a qualitative diagram of the bifurcation curves. A maximum of five periodic orbits can appear, and their amplitudes for a
range of values of parameter k and four fixed values of parameter c are represented in Fig. 6(b).

The oscillatory behavior commented above occurs in a rather small region of the ðc; kÞ parameter space. Although it is
probable that these regions are far from the normal operating point of actual systems, this analysis alerts of strange oscil-
latory behavior that may occur given the proper combination of parameters.

(a) (b)

(c)

Fig. 4. (a) Hopf bifurcation curve for the system with RED control with g ¼ 1. Note the curvature coefficient’s failure point (r0 ¼ 0) at c � 1:165 and
k � 0:448. (b) One-parameter bifurcation diagram with c ¼ 2. Stable equilibrium (-), unstable equilibrium (- -), and branch of periodic solutions computed
with DDE-BIFTOOL (�) and approximated with the FD approach (
). (c) Detail of the bifurcation diagram shown in (a), in a neighborhood of the point of
failure (r0 ¼ 0). Besides the Hopf subcritical (dashed line) and Hopf subcritical (heavy line) curves, it is shown the curve of fold of limit cycles (F, thin line).
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4.3. PI control

In this example, we deal with a controller with transfer function

DPðsÞ
DQðsÞ ¼

K
s

s
z
þ 1

	 

; ð24Þ

where DPðsÞ;DQðsÞ are again the Laplace transforms of dPðtÞ and dQðtÞ as in the previous example. Parameter K is the DC-gain
and z > 0 sets the bandwidth of the PI compensator. From (24), it can be found that d _PðtÞ ¼ ðK=zÞd _QðtÞ þ KdQðtÞ, and by
changing the time scale and from QðtÞ ¼ NqðtÞ, the dynamics of PðtÞ can be expressed as

_PðtÞ ¼ ðKN=zÞd _qðtÞ þ KNTpdqðtÞ
¼ ðKN=zÞ wðtÞ � c½ � þ KNTpdqðtÞ:

Then, by choosing pðtÞ ¼ PðtÞ and defining b :¼ KN=z and q :¼ KNTp, the PI controlled TCP/AQM model can be written as

(a)

(b)

Fig. 5. (a) Left: Enlarged region corresponding to (I) in Fig. 4(c). Right: Qualitative diagram, which is similar for boxes I and II of Fig. 4(c). (b) Amplitude of
periodic solutions vs. k, for several values of c corresponding to vertical cross section in (a). Notice the switching between stable (
) and unstable (�) limit
cycles due to the fold bifurcations.
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_wðtÞ ¼ 1�wðtÞwðt � 1Þpðt � 1Þ=2;
_qðtÞ ¼ wðtÞ � c;
_pðtÞ ¼ b½wðtÞ � c� þ q½qðtÞ � bq�:

8><>: ð25Þ

Once again, we have three characterizing parameters, i.e., l ¼ ðc; b;qÞ. For this example, the relevant characteristic func-
tion resultsbkðs; lÞ ¼ 2s2 þ c3ðbsþ qÞ

� �
ðe�s � 1Þ=vðsÞ;

(a)

(b)

Fig. 6. (a) Left: Enlarged area corresponding to box (III) in Fig. 4(c). There are four fold curves near the Hopf one. Right: Qualitative sketch showing the shape
of the singularity. The number in each region indicates the quantity of limit cycles. (b) Amplitude of periodic solutions vs. k, for several values of c,
corresponding to vertical cross-sections of diagrams in (a). Stable (
) and unstable (�) periodic orbits.
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where vðsÞ :¼ 2cs3 þ 4s2 þ c3ðsbþ qÞ (see Appendix A). As in the previous examples, the characteristic locus allows to detect
the combination of parameters that provokes Hopf bifurcations. Fig. 7(a) shows several Hopf curves in the ðc;qÞ space for
different values of b. The stability region lies below the corresponding Hopf curve. Notice the points in which the curvature
coefficient vanishes, labeled with r0 ¼ 0. For example, for b ¼ 1:5, this degenerate Hopf point is at ðc;qÞ � ð1:1150;0:9675Þ
and for b ¼ 2, it is at ðc;qÞ � ð1:0179;1:3622Þ. Fig. 7(b) shows several Hopf curves, for different values of q. In each case, the
region at the left of the Hopf curve corresponds to a stable equilibrium. The points of failure of the curvature coefficient are
indicated by small black dots. They are also frequently known as H10, distinguishing them from those called H01, which indi-
cate degenerate Hopf bifurcations occurring when the transversality condition fails. This H01 degeneracy is detected when
the characteristic locus arrives at point �1þ i0 with zero rate of change as the main bifurcation parameter varies. Mathe-
matically, it is defined by condition @R kðix0;lÞf g=@l ¼ 0. In the Hopf curves of Fig. 7(b), those points coincide with the
rightmost extremes1.

As mentioned before, the H10 degeneracy provokes the existence of folds of limit cycles. The points in the parameter space
in which this phenomenon occurs can be continued with the help of the program DDE-BIFTOOL, as in the previous example.

(a) (b)

Fig. 7. (Left) Hopf curves in the ðc;qÞ plane for several values of b. (Right) Hopf bifurcation curves in the ðc; bÞ space for several values of q.

(a) (b)

(c)

Fig. 8. (a) Bifurcation diagram for system with PI control. In the lower right corner there are several clustered fold curves. (b) Detail showing the curves of
limit cycle-folds. The F1 originates at point of r0 ¼ 0 at ðc;qÞ � ð1:269; 0:594Þ, as can be seen in (a). (c) Qualitative shape of the singularity. Notice that an
horizontal cross-section can intersect up to nine folds.

1 In the time domain formulation, this failure corresponds when a pair of complex conjugate eigenvalues with negative (positive) real part, first approach and
reach the imaginary axis, and then enter the left (right) half plane again, as the parameter varies monotonically.
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As a particular case of study, Fig. 8(a) shows the Hopf curve in the ðc;qÞ parameter space for b ¼ 1. Given that c ¼ ClTp=N,
if the propagation delay Tp increases, c increases (and also q), and the system can eventually become unstable. Similarly to
the RED case (and contrary to intuition), increasing the link capacity Cl reduces the stability margin. The H10 degeneracy
point (r0 ¼ 0) is located at ðc;qÞ � ð1:269;0:594Þ. From this point, a fold curve emerges, identified as F1 in Fig. 8(b). Also,
in this figure, several fold curves appear. It is noticeably the way in which they organize, i.e., the shape of the whole singu-
larity. This is depicted in the qualitative diagram of Fig. 8(c). Notice that for an horizontal cross-section, up to nine folds can
be obtained. Perhaps this polycyclic behavior will be, in general, avoided in the practice by a proper compensator tuning. But
if a variation in a key parameter leads the system to instability, multiple large amplitude oscillations can occur.

5. Conclusions

This work addresses the bifurcations arising in TCP/AQM systems. The choice of a proper AQM strategy should take into
account the dynamical behavior that the system can have, which is not revealed by a linear model, or even a oversimplified
nonlinear model, as shown in Section 4.1. In a system in which parameters are so variable, a bifurcation analysis seems to be
rational when an AQM scheme is developed. Although several of such strategies are proposed in the literature, we only ana-
lyze three of them. They are representative and illustrate how the FD technique could be applied to other schemes. For the
first example (P), we obtained results in agreement with [2]. For the RED and the PI controllers, we performed a bifurcation
analysis which is novel at the best of our knowledge. We studied the feasibility of Hopf bifurcations and found the degen-
eracies associated with the failure of both the transversality condition and the curvature coefficient. Using numerical tools,
global bifurcations such as folds of limit cycles, which lead to polycyclic configurations, were also detected. The knowledge of
the dynamical scenarios (the bifurcation diagrams) may help to understand better how these control algorithms can be im-
proved, a task that may be hard to accomplish using other approaches, for example, network simulations.

In addition, the FD technique allows to obtain approximations for the amplitude of the emerging periodic solutions,
which actually represent the magnitude of fluctuations of the transmission rate.

A further improvement of these results could be accomplished by studying the border collision bifurcations, provoked by
the finite capacity of links and the maximum window size allowed in the transmission (see [13]). However, this is out of the
scope of the present study.
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Appendix A

In the following, we provide the calculations leading to the results of Section 4. Notice that, in each example, choosing an
adequate realization is essential in order to provide an easy computation of the Hopf bifurcation.

A.1. Proportional control (Section 4.1)

To apply the FD technique, system (18) must be rewritten in the feedback representation given by (1). In order to simplify
calculations, we introduce constants a1 and a2, whose values will be selected conveniently. We begin rewriting model (18) as

_wðtÞ ¼ 1� k
2 wðtÞwðt � 1Þqðt � 1Þ � a1wðtÞ þ a1wðtÞ � a2qðtÞ þ a2qðtÞ;

_qðtÞ ¼ wðtÞ � c:

(
ð26Þ

Then, by choosing A;B;C and gðy�ðtÞ;lÞ as

A ¼
�a1 �a2

1 0

� �
; B ¼ C ¼ I2; F e�sð Þ :¼

I2

I2e�s

� �
;

gðy�ðtÞ;lÞ ¼ 1þ k
2 y1ðtÞy1ðt � 1Þy2ðt � 1Þ � a1y1ðtÞ � a2y2ðtÞ

�c

 !
;

ð27Þ

where ðy1ðtÞ; y2ðtÞÞ ¼ �ðwðtÞ; qðtÞÞ, and system (26) can be rearranged as

_wðtÞ
_qðtÞ

� �
¼ A

wðtÞ
qðtÞ

� �
þ Bgðy�ðtÞ;lÞ;

where y�ðtÞ ¼ y1ðtÞ; y2ðtÞ; y1ðt � 1Þ; y2ðt � 1Þð ÞT is the extended output and l ¼ ðc; kÞ represents the vector of parameters.
From matrices given in (27), we have
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G�ðs; lÞ :¼ F e�sð ÞGðs;lÞ ¼
Gðs;lÞ

Gðs;lÞe�s

� �
; Gðs; lÞ ¼ 1

DðsÞ
s �a2

1 sþ a1

� �
;

where DðsÞ :¼ s2 þ a1sþ a2. The equilibrium is computed from Eq. (2), resulting in by� ¼ ð�c;�2=ðkc2Þ;�c;�2=ðkc2ÞÞ. Function
gð�Þ is linearized at this point and the following Jacobian results

JðlÞ ¼
k
2
by1by2 � a1 �a2

k
2
by1by2

k
2 ðby1Þ

2

0 0 0 0

 !
;

then for simplicity we choose a1 ¼ kby1by2 ¼ 2=c, a2 ¼ k
2 ðby1Þ

2 ¼ kc2
=2. This selection of a1 and a2 allows to derive a convenient

expression of kðs;lÞ. From JðlÞ above, it follows that G�ðs;lÞJðlÞ has rank 1, and the only nonzero characteristic function isbkðs; lÞ ¼ ð2sþ kc3Þðe�s � 1Þ=vðsÞ; ð28Þ

where vðsÞ ¼: 2cs2 þ 4sþ kc3. Then, the selection of a1 and a2 also ensures that the poles of bkðs; lÞ belong to the right-half
plane (as can be easily verified), facilitating the stability analysis by means of Theorem 1. As stated in Lemma 1, we must

take s ¼ ix and solve bkðix0;l0Þ ¼ �1 for some critical values l0 and x0. This leads to

k0c3
0 cos x0 þ 2x0 sin x0 ¼ 2c0x2

0;

�k0c3
0 sinx0 þ 2x0 cos x0 ¼ �2x0

(
and the critical values of parameters are expressed as functions of x0 as in (20). The right and left eigenvectors of G�ðs;lÞJðlÞ

associated to bkðs;lÞ are v ¼ ðs;1; se�s; e�sÞT ; u ¼ ð�1;�kc3
=2;1; kc3

=2Þ
T
, and from (7), matrices Q and L result in

Q ¼ � e�s

2c2

2þ kc3
=s 0 2þ kc3 kcðes þ 1Þ

0 0 0 0

 !
; L ¼ k

e�s

s
e�s 0 1 s

0 0 0 0

� �
:

Also, we have

H�ðs;lÞ ¼
Hðs;lÞ

Hðs;lÞe�s

� �
; Hðs; lÞ ¼ 1

uðsÞ
2cs �kc3

2c 2½1þ esð1þ scÞ�

 !
;

where uðsÞ :¼ 2cess2 þ 2ð1þ esÞsþ kc3. From (6), we obtain

V02 ¼ m0ðxÞð0;1;0;1ÞT ; V22 ¼ m2ðxÞði2x;1; i2xe�i2x; e�i2xÞT ;

where

m0ðxÞ :¼ �e�ix½kc4 � kc3eixð1� ixþ eixÞ þ i2xðc þ ei2xÞ�=½4kc4�;
m2ðxÞ :¼ e�i2x½kc3ð1þ ixÞ þ ð1þ cÞðkc3 þ i2xÞeix�=½2cuði2xÞ�:

Thus, it results pðix;lÞ ¼ ðp1ðx;lÞ;0ÞT , where

p1ðx; lÞ :¼ e�i2x kc2ð2c2m2ei3x � 1Þ � i8xm2ð1þ cei3xÞ
n

�2kc3½2m0ei2x þ m2 þ eixð2m0 þ m2ð1þ i2xÞÞ�
o
=8c2:

ð29Þ

Finally, it is obtained nðix;lÞ ¼ �2cp1ðx; lÞ=vðixÞ. In addition, the curvature coefficient is given by

r0 ¼ R 2cp1ðx0; lÞ= 1þ 1þ kc3
=2þ ix0ð1þ 2cÞ

	 

e�ix0

h in o
: ð30Þ

A.2. Random early detection (RED) control (Section 4.2)

For the FD analysis of system (23), let us consider the following matrices

A ¼
�a1 0 �a2

1 0 0
0 g �k

0B@
1CA; B ¼ I3; C ¼

1 0 0
0 0 1

� �
; F e�sð Þ :¼

I2

I2e�s

� �
;

gðy�ðtÞ;lÞ ¼
1þ 1

2 y1ðtÞy1ðt � 1Þy2ðt � 1Þ � a1y1ðtÞ � a2y2ðtÞ
�c

kbp � gbq
0B@

1CA:
ð31Þ

Notice that we have introduced auxiliary constants a1 and a2 as in the previous example. The transfer function for the linear
part is given by

1124 F.S. Gentile et al. / Commun Nonlinear Sci Numer Simulat 19 (2014) 1113–1127



Author's personal copy

G�ðs;lÞ ¼
Gðs;lÞ

Gðs;lÞe�s

� �
; Gðs;lÞ ¼ 1

DðsÞ
sðsþ kÞ �a2 �a2s

1 sþ a1 sðsþ a1Þ

� �
;

where DðsÞ :¼ s3 þ ða1 þ kÞs2 þ a1ksþ ga2. By defining a1 ¼ gby1by2 ¼ 2=c and a2 ¼ ðby1Þ
2
=2 ¼ c2=2, the Jacobian results in

JðlÞ ¼
�1=c �c2=2 1=c c2=2

0 0 0 0
0 0 0 0

0B@
1CA: ð32Þ

As rankfG�ðs;lÞJðlÞg ¼ 1, the unique nonzero eigenvalue isbkðs; lÞ ¼ 2sðsþ kÞ þ gc3
� �

ðe�s � 1Þ=vðsÞ;

where vðsÞ :¼ 2cs3 þ 2ð2þ ckÞs2 þ 4ksþ gc3 ¼ 2cDðsÞ. Eigenvectors v and u of matrix G�ðs;lÞJðlÞ are v ¼ ðsðsþ kÞ;g;
sðsþ kÞe�s;ge�sÞT ; u ¼ ð�1;�c3=2;1; c3=2ÞT , and matrices Q and L result in

Q ¼
q11ðsÞ 0 q13ðsÞ q14ðsÞ

0 0 0 0
0 0 0 0

0B@
1CA; L ¼ sðsþ kÞe�s

ge�s 0 g �sðsþ kÞ
0 0 0 0
0 0 0 0

0B@
1CA;

where q11ðsÞ :¼ �½2sðsþ kÞ þ gc3�e�s=2c2; q13ðsÞ :¼ �½2sðsþ kÞ þ gc3e�s�=2c2 and q14ðsÞ :¼ �csðsþ kÞð1þ e�sÞ=2. The closed-
loop transfer function reads

H�ðs;lÞ ¼
Hðs;lÞ

Hðs;lÞe�s

� �
; Hðs;lÞ ¼ 1

uðsÞ
2csðsþ kÞ �gc3 �c3s

2cg 2g#ðsÞ 2s#ðsÞ

 !
;

where #ðsÞ :¼ 1þ esð1þ csÞ and uðsÞ :¼ 2sðsþ kÞ#ðsÞ þ gc3. Vectors V02 and V22 are obtained as

V02 ¼ m0ðxÞð0;�1;0;�1ÞT ; V22 ¼ m2ðxÞðv22
1 ;g=2; v22

1 e�i2x;ge�i2x=2ÞT ;

where v22
1 :¼ ixðkþ i2xÞ and

m0ðxÞ :¼ x ½gc3 � 2ðk2 þx2Þ�x cos xþ gc3ðxþ k sin xÞ
n o

= 2c4
� �

;

m2ðxÞ :¼ ixðkþ ixÞe�i2x gc3 þ eix½gc3 þ i2xðkþ ixÞ�
� �

= cuði2xÞ½ �:

Then, we have pðix;lÞ ¼ ðp1ðx;lÞ;0;0ÞT , where

p1 ¼
xe�i2x

8c2 gc2xðx� ikÞðxþ ikþ 2xei2xÞ � 4xm2ð1þ ei3xÞðk2 þ ikxþ 2x2Þ
n

þ ic3 m2 ðk� ixÞð1þ eixÞ � 2geixðkþ i2xÞð1þ ei2xÞ
� ��

þ4m0eixðkþ ixÞð1� eixÞ
��
:

ð33Þ

Thus, we compute nðix;lÞ ¼ �2cp1ðx;lÞ=vðixÞ, and the curvature coefficient becomes

r0 ¼ �2cR p1ðx0; lÞ= qðx0Þe�ix0 þ v0ðix0Þ
� �� �

; ð34Þ

where qðxÞ :¼ 2x2 � gc3 þ 2kð1� eixÞ � i2xðk� 2þ 2e�ixÞ.

A.3. Proportional-integral control (Section 4.3)

To apply the FD approach to system (25), let us consider the auxiliary constants a1 and a2 again and take the realization

A ¼
�a1 0 �a2

1 0 0
b q 0

0B@
1CA B ¼ I3; C ¼

1 0 0
0 0 1

� �
; F e�sð Þ :¼

I2

I2e�s

� �
;

gðy�ðtÞ;lÞ ¼
1þ y1ðtÞy1ðt � 1Þy2ðt � 1Þ=2� a1y1ðtÞ � a2y2ðtÞ

�c

�ðbc þ qbqÞ
0B@

1CA:
ð35Þ

For the linear part we have

G�ðs;lÞ ¼
Gðs;lÞ

Gðs;lÞe�s

� �
; Gðs;lÞ ¼ 1

DðsÞ
s2 �a2q �a2s

bsþ q qðsþ a1Þ sðsþ a1Þ

 !
;
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where DðsÞ :¼ s3 þ a1s2 þ ba2sþ qa2. Also, by taking a1 ¼ by1by2 ¼ 2=c and a2 ¼ ðby1Þ
2
=2 ¼ c2=2, the Jacobian results identical

as for the RED case (see (32)). Again, G�ðs;lÞJðlÞ has rank 1, and the relevant eigenvalue readsbkðs; lÞ ¼ 2s2 þ c3ðbsþ qÞ
� �

ðe�s � 1Þ=vðsÞ;

where vðsÞ :¼ 2cs3 þ 4s2 þ bc3sþ qc3. It is possible to verify that the roots of vðsÞ (the poles of bkðs;lÞ) belong to the left half

plane. Eigenvectors v and u of G�ðs;lÞJðlÞ associated with bkðs;lÞ are v ¼ ðs2=ðbsþ qÞ;1; s2e�s=ðbsþ qÞ; e�sÞT ; u ¼
ð�1;�c3=2;1; c3=2ÞT , and matrices Q and L result

Q ¼
q11 0 q13 q14

0 0 0 0
0 0 0 0

0B@
1CA; L ¼ s2e�s

ðbsþ qÞ

e�s 0 1 s2

ðbsþqÞ

0 0 0 0
0 0 0 0

0B@
1CA;

where q11 ¼ � e�s

2c2
2s2

bsþqþ c3
	 


; q13 ¼ � ce�s

2 � s2

c2ðbsþqÞ ; q14 ¼ � s2cð1þe�sÞ
2ðbsþqÞ .

Closed-loop matrix Hðs;lÞ is given by

H�ðs;lÞ ¼
Hðs;lÞ

Hðs;lÞe�s

� �
; Hðs; lÞ ¼ 1

uðsÞ
2cs2 �qc3 �c3s

2cðbsþ qÞ 2q#ðsÞ 2s#ðsÞ

 !
;

where #ðsÞ :¼ 1þ esð1þ csÞ and uðsÞ :¼ 2s2#ðsÞ þ c3ðbsþ qÞ. Thus we obtain

V02 ¼ m0ðxÞð0; 1; 0; 1ÞT ;

V22 ¼ m2ðxÞð2x2; �ðqþ i2xbÞ=2; 2x2e�i2x; �ðqþ i2xbÞ=2e�i2xÞT ;

where

m0ðxÞ :¼ �x2 ðqc3 � 2x2Þ cos xþ c3ðqþ bx sinxÞ
� �

= 2c4ðq2 þx2b2Þ
� �

;

m2ðxÞ :¼ x2e�i2x½eixðqc3 � 2x2 þ ic3bxÞ þ c3ðqþ ixbÞ�= cuði2xÞðqþ ixbÞ2
h i

:

Then, we compute pðix;lÞ ¼ ðp1ðx;lÞ;0;0ÞT , where

p1 ¼
ix2e�i2x

8c2ðq2 þx2b2Þðqþ ixbÞ
c2x2 xbþ qð1þ 2ei2xÞ


 �
� i8x2m2ð1þ ei3xÞðqþ ixbÞ2

n
þic3ðqþ ixbÞ �4m0ðq� ixÞeixð1þ eixÞ þ m2 q2ð1þ 5eix þ 4ei3xÞ þx2b2ðeix þ 4ei3x � 2Þ þ i3xbqð1þ eixÞ

� �� �o
:

ð36Þ

Also, we have nðix;lÞ ¼ �2cðqþ ixbÞp1ðx;lÞ=vðixÞ, and finally

r0 ¼ �2cR ðqþ ix0bÞp1ðx0;lÞ= qðx0Þe�ix0 þ v0ðix0Þ
� �� �

; ð37Þ

where qðxÞ :¼ 2x2 � ixð4eix � 4þ bc3Þ � c3 qþ bðeix � 1Þ
� �

.

Appendix B

Here we will follow the presentation given in [15]. Let us consider

_xiðtÞ ¼ fiðxiðtÞ; xiþ1ðt � riÞÞ; 1 6 i 6 N � 1;
_xNðtÞ ¼ fNðxNðtÞ; x1ðt � rNÞÞ;

�
ð38Þ

where ri P 0; f i 2 C1 and @fiðx; yÞ=@y – 0; 8ðx; yÞ 2 R2;1 6 i 6 N � 1. Notice that the evolution of x1 is influenced by x2,
which is influenced by x3, and so on, until finally xN is influenced by x1. Systems of this special kind have been studied in
[14] and they are called MCFS (‘‘monotone cyclic feedback systems’’). If xðtÞ is a periodic solution of (38), then z 2 Rn is called
a limit point of this solution if there is a sequence ftkg in Rþ such that tk !1 and xðtkÞ ! z. The set of all limit points of xðtÞ is
called its X-limit set and is denoted by XðxÞ. Also, suppose that bX is the set of all equilibria of (38). Then, we have the fol-
lowing result developed in [14], which is presented conveniently as follows:

Theorem 2. If xðtÞ is a bounded solution of MCFS (38) on ½t0;þ1Þ, then

(a) XðxÞ is a nonconstant periodic orbit, or
(b) The X-limit set of every solution sðtÞ, defined for t P 0 with sðt þ hÞ 2 XðxÞ;�maxfrig 6 h 6 0, is contained in bX.

Point (b) takes into account the case when XðxÞ is a single equilibrium point. It is interesting to note that this theorem rules out
chaotic solutions on system (38) (see [15]). Taking into account system (21), by a suitable variable scaling, it is rewritten as
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_wðtÞ ¼ 1� kw2ðtÞqðt � 1Þ=2;
_qðtÞ ¼ wðtÞ � c;

(
ð39Þ

where c and k have the same definitions as in (18). Then, system (39) is a MCFS, with N ¼ 2 and f1ðx; yÞ ¼ 1� kx2y=2,
f2ðx; yÞ ¼ x� c, where r1 ¼ 1; r2 ¼ 0 and also @f1ðx; yÞ=@y ¼ �kx2

=2; @f2ðx; yÞ=@y ¼ 1. Notice that @f1ðx; yÞ=@y is not zero by
assuming positive values of x, which has sense because wðtÞ (the average window size) is assumed to be positive. Thus,
according to Theorem 2, the simplified system (39) cannot present chaotic behavior.
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