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Progress of silicon-based technology is nearing its physical limit, as the minimum feature size of
components is reaching a mere 10 nm. The resistive switching behavior of transition metal oxides and the
associated memristor device is emerging as a competitive technology for next-generation electronics.
Significant progress has already been made in the past decade, and devices are beginning to hit the market;
however, this progress has mainly been the result of empirical trial and error. Hence, gaining theoretical
insight is of the essence. In the present work, we report the striking result of a connection between the
resistive switching and shock-wave formation, a classic topic of nonlinear dynamics. We argue that the
profile of oxygen vacancies that migrate during the commutation forms a shock wave that propagates
through a highly resistive region of the device. We validate the scenario by means of model simulations and
experiments in a manganese-oxide-based memristor device, and we extend our theory to the case of binary
oxides. The shock-wave scenario brings unprecedented physical insight and enables us to rationalize
the process of oxygen-vacancy-driven resistive change with direct implications for a key technological
aspect—the commutation speed.
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The information age we live in is made possible by a
physical underlayer of electronic hardware, which origi-
nates in condensed-matter physics research. Despite the
great progress made in recent decades, the demand for
faster and power-efficient devices continues to grow. Thus,
there is urgent need to identify novel materials and physical
mechanisms for future electronic-device applications. In
this context, transition metal oxides (TMOs) are attracting
much attention for nonvolatile memory applications [1]. In
particular, TMO are associated with the phenomenon of
resistive switching (RS) [2] and the memristor device [3],
which is emerging as a competitive technology for next-
generation electronics [1,4–10]. The RS effect is a large,
rapid, nonvolatile, reversible change of the resistance,
which may be used to encode logic information. In the
simplest case, one may associate high and low resistance
values to binary states, but multibit memory cells are also
possible [11,12].

Typical systems where RS is observed are two-terminal
capacitor-like devices, where the dielectric might be a
TMO and the electrodes are ordinary metals. The phe-
nomenon occurs in a strikingly large variety of systems—
ranging from simple binary compounds, such as NiO,
TiO2, ZnO, Ta2O5, HfO2, and CuO, to more complex
perovskite structures, such as superconducting cuprates and
colossal magnetoresistive manganites [2,4,6,9,13].
From a conceptual point of view, the main challenges for

a nonvolatile memory are as follows: (i) to change its
resistance within nano seconds (required for modern
electronics applications), (ii) to be able to retain the state
for years (i.e., nonvolatile), and (iii) to reliably commute the
state hundreds of thousands of times.
Through extensive experimental work in the past decade,

a consensus has emerged around the notion that the change
in resistance is due to migration of ionic species, including
oxygen vacancies (VO), across different regions of the
device, affecting the local transport properties of the oxide
[14]. In particular, the important role of highly resistive
interfaces, such as Schottky barriers (SBs), has also been
pointed out [7,9,15].
In contrast with the experimental efforts, theoretical

studies remain relatively scarce [16–24]. A few
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phenomenological models were proposed and numerically
investigated, which captured different aspects of the
observed effects [3,25–27].
In this context, gaining theoretical insight is of the

essence. Thus, in the present work, we address one of
the key aspects of the RS phenomenon, namely, the issue of
the commutation speed of the resistance change. Our first
striking result is a connection between the RS phenomenon
and shock-wave formation, a classic topic of nonlinear
dynamics [28]. In fact, we argue that the profile of oxygen
vacancies that migrate during the resistive change forms a
shock wave that propagates through the Schottky barrier
and leaks onto the bulk of the device, which we schemati-
cally illustrate in Fig. 1. We further validate the scenario by
means of numerical simulations on a successful model of
RS and by novel experiments done on a manganese-based
memristor device. Both model calculations and experi-
ments reveal a striking scaling behavior as predicted by the
shock-wave scenario.
Generalized Burgers’ equation. When ions migrate

through a conductingmedium under the influence of strong
applied voltage, they are likely to undergo a nonlinear
diffusion process, as we explain in the following. The total
ionic current jðt;xÞ ¼ jdiffusion þ jdrift can be expressed as
the sum of a diffusion current jdiffusion ¼ −D∇u and a drift
current jdrift, which is induced by the local electric field E
and the local concentration u. Together with the continuity
equation ∂tuþ∇ · jðt;xÞ ¼ 0, this immediately gives us a
generalized diffusion equation of the Nernst-Planck type.
This would represent a familiar drift-diffusion equation if
the local electric field E was held constant, i.e., indepen-
dent of the local ion concentration u. In contrast, in (poorly)
conducting media and under voltage pulses, the local
electric field may strongly depend on the local ion con-
centration; this effect is the key source of nonlinearity
causing the formation of shock waves and very sudden
resistance switching [7,8].

Since electrons move much faster than the ions, we can
view the ions as static when considering the electronic
current I, which obeys a steady-state condition ∇ · I ¼ 0.
The local electric field is then simply determined, through
Ohm’s law, by the local resistivityE ¼ ρðuÞI, whichmay be
a strong function of the local ion concentration u. In
particular, in bad metals such as the transition metal oxides,
the migrating ions (e.g., oxygen vacancies) act as scattering
centers for the conduction electrons. In such situations, we
expect ρðuÞ to be a monotonically increasing function of the
local ion vacancy density uðt;xÞ. Therefore, the redistrib-
ution of the local ion density results in the change of local
resistivities and, consequently, of the local electric fields,
which further promotes the nonlinear effect in the drift.
Under the experimentally relevant case where the trans-

verse currents may be neglected, the problem simplifies to a
one-dimensional nonlinear diffusion equation,

∂tuþ fðuÞ∂xu ¼ D∂xxu; ð1Þ

where fðuÞ≡ ∂ujdriftðu; IÞ, and IðtÞ is the magnitude of the
electronic current. Equation (1) can be considered as a
generalization of the famous Burgers’ equation, which
corresponds to the special case fðuÞ ∝ u. Its most signifi-
cant feature is the presence of a density-dependent drift
term, which physically means that the “crest of the wave”
experiences a stronger external force than the “trough.”
This generally leads to the formation of a sharply defined
shock-wave front in the uðt; xÞ profile, which assumes a
universal form at long times, completely independent of
the—quickly “forgotten”—initial conditions. Although the
process is driven by the drift term, the stability of the shock-
wave form is provided by the existence of the diffusion
term which prevents the shock wave from self-breaking
[28–30]. Remarkably, the formation of shock waves proves
to be robust in a much more general family of models with
the nonlinear drift term specified by the function fðuÞ, any
monotonically increasing function of u. The qualitative
behavior can be established by using the well-known
method of characteristics [28,31], which we illustrate with
an example in Fig. 2 (see Appendix A for a more detailed
explanation).
The drift current is generally given by the expression

jdrift ¼ ugðEÞ. The form of the function gðEÞ is material
dependent, and here we envision two limiting situations.
In homogeneous conductors, we should have simple
“Ohmic” behavior as gðEÞ ∼ E, while in granular materials,
we expect exponential dependence due to activated trans-
port, corresponding to gðEÞ ∼ sinh ðE=E0Þ, where E0 is a
parameter describing the activation process.
Remarkably, these general ideas find an explicit reali-

zation in the context of RS in transition metal oxide
memristors, such as manganites [15,32]. In fact, their
transport properties are very sensitively dependent on the
oxygen stoichiometry, i.e., on the concentration of oxygen

u(x) 

FIG. 1. Schematic representation of the shock-wave evolution.
The orange region indicates the metallic electrode, and the blue
indicates the TMO dielectric. Small spheres denote the ionic
defects (oxygen vacancies) whose density profiles form a shock
wave. It evolves through a highly resistive (Schottky) interface
and eventually leaks over the more conductive bulk, producing
the resistive change. Black arrows depict the strength of the local
electric fields.
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vacancies [VO]. Thus, it is now widely accepted that the
mechanism of the bipolar (i.e., polarity-dependent) RS in
those systems is due to the induced changes in the spatial
distribution of ½VOðxÞ�≡ uðxÞ by means of externally
applied strong electric stress [7,8]. In particular, the
accumulation of vacancies within highly resistive regions
between the oxide and the metallic electrode, such as SB
interfaces, greatly increases the (two-terminal) resistance
across the device [27]. This accumulation can be achieved
by applying strong voltage pulses across the device, leading
to the high-resistance state RHI. Abrupt resistance switch-
ing from such a high-resistance state to a significantly
lower-resistance state can be accomplished by reversing the
voltage applied, which removes a significant fraction of
vacancies from the SB region. The precise characterization
of this resistance-switching process is the main subject of
this paper.
We should mention that an important assumption is that

the nonlinear drift term plays the dominant role compared
to the normal diffusion; i.e., we shall not be concerned with
the resistive changes involving thermal effects [7,8]. This
restriction enables us to apply our analytical tools in a
simple manner, allowing us to obtain a simplified math-
ematical description of the migration process, as we show
in the following.
Model system. For concreteness, we adopt the

voltage-enhanced oxygen-vacancy migration model [27]
(VEOVM), which corresponds to granular materials with
an activated transport process, and it has previously been
used for manganite devices [27]. Within the framework of
this model, we perform numerical simulations to validate
our shock-wave scenario. The VEOVM simply assumes
that the local resistance of the cell at (discretized) position x
along the conductive path of the device is simply given as a
linear function of the local vacancy concentration, namely,

rðxÞ ¼ AαuðxÞ; ð2Þ

with α ¼ SB, B, where SB denotes the highly resistive
(Schottky-barrier) region and B the more conductive bulk
[15]. The values of these constants are taken as
ASB ≫ AB ¼ 1, which allows us to neglect the bulk
resistance [27]. The discretized conducting path assumes
the metal electrode at x ¼ 0, and x ¼ xint denotes the point
within the dielectric where the SB meets the bulk region.
Under the action of the external stress (electric current I),
the local fields at each cell position x are computed at every
discrete time step t. The field-driven migration of vacancies
is simulated by computing the local ionic migration rates
from cell x to xþ Δx as [27]

Pðx; xþ ΔxÞ

¼ uðxÞ½1 − uðxþ ΔxÞ� exp
�−V0 þ qIrðxÞ

kBT

�
; ð3Þ

where, for simplicity, we take the ionic charge q ¼ 1 and
kBT ¼ 1. The parameter V0 denotes the activation energy
for ionic diffusion. The new profile uðt; xÞ is updated from
the migration rates, and from Eq. (2) we get the new total
(two-point) RðtÞ as the discrete x integral of the local cell’s
resistance rðt; xÞ. Here, for simplicity, we focus on a single
active SB-bulk interface, while the more general situation
with two barriers may be analyzed following a similar line
of argument [27]. The applied external electric stress that
we adopt is a constant current, in both simulations and
experiments (see below).
As described in Ref. [27], the initial vacancy concen-

tration profile is assumed to be constant ½uðxÞ� ¼ ½u0�. The
“forming” or initialization of the memory is done by first
applying a few current loops of alternate polarity,�I0, until
the migration of vacancies evolves towards a limit cycle,
with a well-defined profile u0ðxÞ. After this, the system
begins to repetitively switch between two values: RHI and
RLO. In the first value, most of the vacancies reside within
the high-resistance region SB, and in the second, vacancies
accumulate in the more conductive bulk. The RHI state with
the vacancies piled up in the first cell, at x ¼ 1, defines the
initial state for the shock-wave propagation (see Fig. 3).
Shock-wave formation: The “propagation phase”. We

apply an external field with polarity pointing from the SB to
the bulk and observe the evolution of the vacancy profile as
a function of the (simulation) time. As can be observed in
Fig. 3, there is a rapid evolution of the profile into a shock-
wave form with a sharply defined front. We also notice that
the total resistance remains approximately constant during
an initial phase and suddenly starts to decrease after the
front hits the internal SB-bulk interface at xint (inset of top
panel of Fig. 3). We analyze these key features in the
following.
First, we focus on the propagation of the shock-wave

front position xsðtÞ, as shown in Fig. 3 (bottom-left
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FIG. 2. Time evolution of a generic density profile according to
the generalized Burgers’ equation (1). Curves correspond to
profiles at t ¼ 0, 2, 4, and 6. The (arbitrary) initial profile is taken
to be Gaussian, and we adopt fðuÞ ∝ u2. The color dots track
constant-u points and show the formation of the universal steep
shock-wave profile. Inset: t − x coordinates of the constant-u
tracking points (characteristics). The velocity of each point only
depends on its u value. The crossing of the characteristics signals
the formation of the multivalued steep shock-wave front.
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panel) for different values of the electronic current I. We
observe that the characteristic time τ1 for the shock wave
to travel through the Schottky barrier and reach the
SB-bulk point xint decreases exponentially with the
magnitude of I. To obtain analytical insight for this
behavior, we recall that the velocity of the shock-wave
front dxs=dt is very generally given by the Rankine-
Hugoniot conditions [28,33], which express it as the ratio
of the spatial discontinuity of the (vacancy) drift current
and the spatial discontinuity of the density profile across
the shock viz. dxs=dt ¼ Δj=Δujxs . Within the VEOVM
model [27], we obtain the following nonlinear rate
equation (see Appendix B for details), which describes
the dynamics of the shock-wave front:

dxs
dt

¼ 2Du− sinh ðIASBu−Þ − 2Duþ sinh ðIASBuþÞ
Δu

; ð4Þ

where D is a prefactor related to the activation energy for
vacancy migration (Arrhenius factor) [see Eq. (1) and
Ref. [27]), and u−=þ are the densities of vacancies at the
two sides of the shock-wave front (see Fig. 3). The
density u− depends on the shock-wave front position via
u− ¼ Q=xs þ uþ, where Q is the total number of
vacancies carried by the shock wave, which remains a
constant parameter through the propagation phase
(t < τ1) and uþ is a constant background density which
can be written as uþ ¼ QB=xint, with QB the total
number of background vacancies.
Our description of the propagation phase is fully con-

sistent with our numerical simulations. As shown in the
inset of Fig. 3 (top panel), the resistance remains essentially
constant until the wave front reaches the SB-bulk interface
after a (current-dependent) time τ1, and then begins to drop.
Moreover, we also achieved a good fit to the shock-front
velocity by using Eq. (4), as is shown in Fig. 3 (see
Appendix E for details).
Resistance switching: The “leakage phase”. After the

shock front reaches the boundary point xint, the resistance
begins to drop. To understand this behavior, we note that
the total resistance of the Schottky barrier is given by the
total number of vacancies within the barrier region viz.
from Eq. (2), RSB ¼ R

SB dxASBuðxÞ. As a result, the
resistance drop per unit time is approximately given by
the ionic vacancy current passing through the SB-bulk
interface at xint,

dRðtÞ=dt ¼ −ASBjðx ¼ xintÞ; ð5Þ
since RSB ≫ RB as ASB ≫ AB. Notice that during the
propagation phase, the ionic current through the interface
xint is negligibly small. This is because the initial vacancy
concentration there, and hence the local field, is also
negligibly small. However, when the shock-wave front
eventually reaches the end of the SB region, after traveling
for a time τ1, we do expect a sudden resistance drop as a
large number of ionic vacancies begin to leak out into the
bulk region.
We now focus on the detailed description of the resistive

drop. In Fig. 4, we show the systematic dependence of RðtÞ
as a function of the applied external (electronic) current.
Along with the simulations of the VEOVM, we also present
our experimental results measured on a manganite-based
(La0.325Pr0.300Ca0.375MnO3) memristive device [34–38].
The experimental setup and device are described in detail
in Appendix F and in Ref. [39]. The set of curves were
obtained for applied current intensities just above the
threshold for the onset of the resistance switch. The goal
here is not to demonstrate the fast switching speed of the
device but rather to achieve relatively slow switching
speeds in order to access the different time scales. In

FIG. 3. Top panel: Snap shots of the time evolution of the
density profile uðt; xÞ within the active interfacial region in a
simulation of the VEOVM model (see Appendixes C and D for
details). The current used is I½a:u:� ¼ 71.5, with ASB ¼ 1000 and
AB ¼ 1. where a.u. stands for arbitrary units in all corresponding
figures. The time steps of the successive profiles can be read off
from the corresponding color dots in the inset. The initial state
uð0; xÞ (black line) exhibits a vacancy pileup next to the electrode
at x ¼ 1. The SB-bulk interface is denoted with a vertical dash-
dot line at xint ¼ 100. The large accumulation of vacancies on the
right of xint (bulk side) results from the initial “forming” cycles
performed on an originally uniform profile of density u0. The
result of the forming cycles is an approximately fixed background
on top of which the density profile further evolves (see details in
Ref. [27]). Inset: Resistance of the device as a function of time.
Color dots indicate the value of RðtÞ at the corresponding
snapshots of the main panel. Bottom-left panel: Evolution of
the shock-wave front position xsðtÞ for different currents
(I½a:u� ¼ 58.5, 71.5, 84.5, and 97.5). Dots are from numerical
simulations, and the solid lines are analytic fits from integration
of Eq. (4). Inset: Characteristic impact time τ1 as a function of
applied currents from the numerical simulation (circles) and
analytic fit (dotted line) in semilog scale. Bottom-right panel:
Shock-wave parameters.
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addition, this also minimizes thermal heating effects [39].
We observe that in both simulation and experiments, the
resistance change rapidly becomes larger and faster with
the increase of the applied electric stress intensity. We also
observe an overall good qualitative agreement between
experiments and model simulations. This is also high-
lighted by the semilog plots, which clearly display the two-
stage process involved in the resistive switch, before and
after the impact time τ1.
Remarkably, within a shock-wave scenario, we may also

obtain explicit expressions that quantify the resistance
change during the leakage phase. Our analysis may be
simplified by first noting, from general considerations of
shock waves, that their shape at long times becomes “flat”;
i.e., the gradient of the local density rapidly decreases
(∂xu → 0) at all points that were overtaken by the shock-
wave front [28,31]. Indeed, our data are fully consistent
with this observation, as the vacancy density profile within
the SB remains approximately flat [i.e., spatially constant,
uðt; xÞ ¼ uSBðtÞ] at all times after the shock front reaches
the interface (see Fig. 3). Then, within the VEOVM, the
SB resistance is simply proportional to the total vacancy
concentration within the barrier, and we have

RðtÞ ≈ RSBðtÞ ¼ ASBxintuSBðtÞ. Since the electronic current
I is held fixed, the vacancy (i.e., ionic) current through the
interface depends only on the vacancy concentration uSB
[cf. Eq. (3)]. Thus, within the VEOVM, we obtain a
nonlinear rate equation, describing the resistance drop
during the “leakage phase”:

dR
dt

¼ − 2DR
xint

sinh

�
IR
xint

�
: ð6Þ

Similar to what was shown before for the propagation
phase, this equation may be validated by a quantitative fit to
the simulation results (see Appendix E). Note that because
of the strong nonlinear form of this rate equation, the RðtÞ
response is significantly different from the simple expo-
nential decay expected in the familiar linear case (e.g., in
standard RC circuits). Therefore, within the short time scale
associated with the initial fast drop of resistance and where
the RS is significant (IR=xint ≫ 1), the present type of
nonlinear system is dominated by the activated process and
the approximation sinh ðIR=xintÞ ≈ 1

2
exp ðIR=xintÞ is valid.

This enables the approximate solution of Eq. (6),

R ¼ RHI − xint
I

ln

�
1þ t�

τ2ðIÞ
�
; ð7Þ

where the time t� is measured from the “impact”
time τ1 and τ2ðIÞ ¼ ðx2int=DIRHIÞ exp ð−IRHI=xintÞ (see
Appendix G) is the current-dependent characteristic time
for the resistance drop.
Resistivity scaling. An interesting consequence of

Eq. (7) is that it suggests the scaling behavior of the curves
Rðt�Þ. In fact, one may define the normalized resistance
drop δRðt�Þ ¼ ½R − Rðτ2Þ�=½RHI − Rðτ2Þ� and see from
Eq. (7) that it obeys the scaling form

δRðt�Þ ¼ 1 − ln ð1þ t�=τ2Þ= lnð2Þ: ð8Þ

In Fig. 5, we demonstrate that this striking feature is
indeed present in both our experiments and simulations
data. In the upper panels of the figure, we show the
excellent scaling that is achieved, where all the exper-
imental and simulation curves RðtÞ from Fig. 4 were
respectively collapsed into a single curve. Moreover, the
collapsed data can also be fitted with a slightly more
general form of Eq. (8), which we discuss in Appendix G.
Remarkably, in the lower panels of Fig. 5, we show that a
collapse of the data RðtÞ can also be obtained using the
impact time τ1 as the scaling variable. This is significant
because it shows that a single scaling behavior may include
the two phases of the resistive switching process, namely,
before and after τ1. We should mention that the scaling
scenario was derived with the assumption of an Ohmic
behavior in the I-V characteristics. While this may not be
the case in general [39], within the present set of

FIG. 4. Time dependence of the resistive change RðtÞ for
various external current intensities. Top left: Experimental data
measured on an Ag=LPCMO=Ag memristor with I ¼ 37.5 mA
(black), 40 mA (green), 50 mA (blue), 80 mA (red), and 100 mA
(cyan). Here, teff is the effective time duration of the applied
currents (see Appendix F for details). The initial state was reset by
applying an intense negative polarity current of 350 mA. Note
that the initial value of the resistance, 78 Ω, is recovered within
�1Ω. Top right: Model simulations with applied current:
I½a:u:� ¼ 58.5 (black), 71.5 (green), 84.5 (blue), and 97.5
(red). Middle panels: Experimental data for I ¼ 40 mA (left)
and simulations for I½a:u:� ¼ 71.5 (right). Here, τ1 is defined as
the time interval from the beginning of the applied pulse until the
resistance starts to drop. Bottom panels: Idem as middle panels in
a semilog scale.
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experiments, which are performed near the current thresh-
old of RS, our results indicate that this is a reasonable
assumption or at least a valid approximation.
To conclude, from quite general considerations of

migration of ionic defects under strong electric fields in
solids, we have argued that the dynamics of the spatial
profile of defect concentration should be governed by a
Burgers’-type nonlinear equation and develop shock
waves. We demonstrated that this scenario is indeed
realized within a concrete realization, namely, a ionic
migration model that was previously applied to describe
resistive switching phenomena in manganite-based mem-
ristive devices. In those systems, a key role is played by the
migration of oxygen vacancies, which are the ionic defects
relevant to the electronic transport properties. We thus
predicted a two-stage process for the resistive switch
phenomenon. In the initial stage, the oxygen-vacancy
concentration profile develops a shock wave that prop-
agates throughout a highly resistive (Schottky-barrier)
region near the electrode. During this phase, the resistance
essentially does not change. This is followed by a second
phase, where the shock wave emerges from the high-
resistive region and the ionic defects leak into the con-
ductive bulk. Our scenario was further validated by novel
experimental data on a manganite-based memristor device.
A remarkable result of our study is that both the numerical

simulations and the experimental curves obeyed a scaling
behavior, providing decisive support to our theory. The
present work provides novel insights on the physical
mechanism behind the commutation speed on novel non-
volatile electronic memories, unveiling an unexpected
connection between a phenomenon of technological rel-
evance and a classic theme of nonlinear dynamical systems.
Furthermore, and from a practical point of view, our study
unveils some of the key physical parameters that control the
resistive switching properties of devices. Of foremost
importance are the characteristic time scales τ1 and τ2.
Interestingly, we find that both depend on the same
combination of parameters, namely, x2int=ðDIRHIÞ and
xint=ðIRHIÞ, which appear in the exponential factor [see
Eq. (7), and Eqs. (G3) and (G8) in Appendix G]. While we
may intuitively understand that a shorter interface or a
stronger current pulse would increase the commutation
speed, this expression also provides concrete guidance for
the engineering effort of devices, which is less evident. For
instance, it shows that shortening the length of the interface
by a factor of 3 should at least gain a full order of
magnitude in speed. It also points towards adopting
materials where the diffusion constant of oxygen vacancies
is large. While this is a priori fixed by the specific
chemistry of the material, one may also envision that the
diffusion might be boosted by preparing samples with
smaller grain sizes and with extended columnar defects that
could be induced by heavy-ion irradiation.
A final important point to consider regards the general

validity of the present results for other types of resistive
switching systems, for instance, those based on HfOx,
TaOx, and TiO2−x, which are currently receiving a great
deal of attention. Those compounds, in their stoichiometric
form, are, unlike PCMO, very good insulators. Thus, in
order to make RS devices, one possibility is to perform an
initial “electroforming” procedure, which creates metallic
filaments that may subsequently be “burned" and regen-
erated, irrespective of the applied polarity of the electric
pulses. That mechanism is not relevant for the present
study. However, there is another possibility to make RS
devices with these compounds, which is to heavily dope
very thin films (about tens of nm) with oxygen vacancies
[40]. In this case, the systems become more conductive
than their respective stoichiometric compound and display
a qualitatively different type of resistive switching under
electric pulsing, which is bipolar and relevant here. In fact,
in these systems, the mechanism relays on oxygen-ionic
migration under the strong electric fields; thus, it is
interesting to note that the shock-wave formation may
be at work, shaping the evolution of the spatial profile of
oxygen density. Indeed, a local increase of oxygen con-
centration brings these systems (locally) closer to their
respective stoichiometric composition; thus, it locally
increases the resistivity. Hence, we realize that, for such
systems, one may fulfill the conditions for the onset of

FIG. 5. Scaled curves of the RðtÞ data sets of Fig. 4. The left
panels show the collapsed experimental data and the right ones
the numerical simulations. The time τ0 is an auxiliary scaling
variable, which is proportional to the characteristic time τ2 (see
Appendix G for details on the scaling procedure). The scaled data
were fitted (white dotted line) with a generalized version of
Eq. (8) (see Appendix G). The lower panels show the same data
sets scaled with the shock-wave impact time τ1. (The exper-
imental curves show only three data sets for the lower current
values. At higher currents, our electronics could not resolve τ1.)
To achieve the scaling of the lower panels, we assumed for each
plot the normalization value of ΔR determined from the previous
scaling (top panels).
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shock-wave propagation. In fact, an analogous role to that
of oxygen-vacancy density in PCMO (that renders the
system more resistive) may be played in the simpler binary
compounds by the oxygen density (see Appendix I for
details and the simulation results of Ref. [22]). It would be
very interesting indeed to explore the fast commuting
behavior in thin films of TaOx, HfOx and related com-
pounds, to search for evidence of shock-wave propagation.
These are exciting directions that are now open for future
investigation.
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APPENDIX A: METHOD OF
CHARACTERISTICS

In this section, we demonstrate that shock waves are
typically formed in the presence of sufficient nonlinearity,
and we analyze the problem via the method of character-
istics. Considering the vacancy migration in highly resistive
barriers, where we can neglect the normal diffusion term
D∂xxu, we obtain a first-order, partial differential equation
of the general form

∂tuþ cðu; tÞ∂xu ¼ 0: ðA1Þ

Here, the u dependence in cðu; tÞ gives rise to the non-
linearity effect for the onset of shock-wave formation. In
order to determine the density profile evolution, we need to
track the motion of points corresponding to specific values
of u (see Fig. 2, left panel). We can solve the trajectories
(the so-called “characteristics”) followed by such a point in
the t − x plane by solving the following equation
[28,31,41]:

dx
dt

¼ cðu; tÞ: ðA2Þ

As different characteristics might intersect with each other
in the t − x plane (see the inset of Fig. 2), the emergence of
intersecting trajectories indicates that the solution uðt; xÞ
becomes multivalued since the points can be traced
back along each of the characteristics to different initial
values of uðt ¼ 0; xÞ. The intersection that happens chrono-
logically first determines the formation of the shock wave,
as shown in Fig. 2. As an illustration, we provide
an example with cðu; tÞ ¼ u2 and an initial Gaussian
distribution uðt ¼ 0; xÞ ¼ 0.5 exp ½−ðx − 5Þ2=4�. The

time-dependent wave profile is solved numerically with
fixed boundary conditions, and its characteristics are
computed according to Eq. (A2).
We should stress, however, that this qualitative behavior

is a robust feature of any such nonlinear diffusion equation,
provided that the prefactor cðu; tÞ is a monotonically
increasing function of u [i.e., ∂ucðu; tÞ > 0]. To see this,
note that Eq. (A1) takes the form of a simple wave
equation; thus, its solution is a traveling wave, with speed
locally proportional to cðu; tÞ. Therefore, at any given time,
each point on the wave front moves with a different speed
proportional to cðu; tÞ, and the “crest” having the largest
value of u moves fastest, which leads to a “kink” type
shock. Alternatively, it is easy to check that if
∂ucðu; tÞ ≤ 0, the shock wave will not form. In the case
where cðu; tÞ is any function independent of u, the
characteristics are curves of the same shape but parallel
to each other; hence, they would not have any intersections;
again, the shock wave would not form. Finally, it can be
shown that if the diffusion term D∂xxu is nonzero but
parametrically small (as compared to the drift term), the
diffusion will prevent the wave from overtopping (under-
going “self-breaking”), and the shock-wave front will
remain sharp as it propagates [28,31].

APPENDIX B: DYNAMICS OF SHOCK WAVES

In this section, we provide a simple derivation of
the Rankine-Hugoniot condition [28,33], which
determines the equation of motion of the shock-wave front.
Important features of the shock wave are the spatial
discontinuities of u and j. Considering a shock-wave
front propagating on the interval ½0; d� in one dimension,
we define uþ ≡ uðt; xsðtÞ þ εÞ, u− ≡ uðt; xsðtÞ − εÞ,
jþ ≡ jðt; xsðtÞ þ εÞ, and j− ≡ jðt; xsðtÞ − εÞ, where xsðtÞ
is the coordinate of the shock-wave front and ε → 0þ is a
infinitesimal positive quantity. According to the continuity
equation ∂tuþ ∂xj ¼ 0, we can write

d
dt

�Z
xsðtÞ

0

udxþ
Z

d

xsðtÞ
udx

�
¼ jð0Þ − jðdÞ; ðB1Þ

dxs
dt

u− − dxs
dt

uþ þ
Z

xsðtÞ

0

∂tudxþ
Z

d

xsðtÞ
∂tudx

¼ jð0Þ − jðdÞ: ðB2Þ

Using the continuity equation again, we can immediately
determine the shock-wave front velocity via the following
equation:

vs ¼
dxs
dt

¼ jþ − j−
uþ − u−

¼ Δj
Δu

����
xs

; ðB3Þ

which is often called the Rankine-Hugoniot condition.
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APPENDIX C: VEOVM MODEL

As was mentioned in the main text, to simulate the
vacancy dynamics, we adopted the voltage-enhanced oxy-
gen-vacancy migration model (VEOVM), which is a well-
validated model for the RS effect [13,27]. Taking a
capacitor-like device, this model considers a one-
dimensional conductive channel connecting the two con-
tacts, along which oxygen vacancies can migrate through
(see Fig. 6). This channel is divided into small cells
corresponding to physical nano-domains, and at the same
time, the whole device is divided into two regions: the
active interfacial region close to the metal contact (i.e.,
high-resistive Schottky barrier) and the high-conductive
bulk region. A diagram of the model with a single active
contact, as used in the simulations, is presented in the top
panel of Fig. 6. The resistance of each cell in the channel
rðxÞ is proportional to the local density of vacancies:
rðxÞ ¼ AαuðxÞ, where uðxÞ is the density of vacancies
on the cell located at x and Aα is a proportionality constant
whose magnitude depends on the region of the device; here,
α ¼ SB, B, where SB stands for the Schottky barrier and B
for the bulk, and where ASB ≫ AB. Migration is assumed
to occur only between neighbor cells, and in each step

of the simulation, the probability for vacancy migration
from a cell at x to its neighbor at xþ Δx is computed
according to

Pðx; xþ ΔxÞ ¼ uðxÞð1 − uðxþ ΔxÞÞ expðΔVðxÞ − V0Þ;
ðC1Þ

where ΔVðxÞ is the drop of voltage (per unit length) at x
and V0 is an activation constant for vacancy migration. In
each step of the simulation, the migration from cell to cell is
computed, and the new resistance of each cell is calculated.
The total resistance of the device is calculated simply as the
addition of all the cells in the channel. As the typical value
of uðxÞ in simulation varies between 10−4 and 10−3, the
middle term ð1 − uðxþ ΔxÞÞ can and will be neglected in
the theoretical analysis explained in the following sections.
As mentioned in the main text, this model corresponds to
the case of granular materials with activated transport
process. To put it in the context of the generalized-
Burgers’ equation description made in the main text, it
is easy to see that the drift current originating from this
model satisfies the general form jdrift ∼ sinhðEÞ. The net
current of vacancies generated by the action of an external

FIG. 6. Top-left panel: Schematic diagram of the VEOVMmodel with a single active contact. The two regions SB and B correspond to
the high-resistance interface (Schottky barrier) and the more conductive central bulk, respectively. The small cells within the channel
indicate the domains. Top-right panel: Vacancy distribution along the conductive channel before (black squares) and after (red circles)
the forming process. The distribution shown after the forming process corresponds to a HI resistance state. Starting from a uniform
distribution, during the forming process a characteristic distribution is obtained where vacancies initially at the interface migrate to the
low-field bulk region, generating a pileup of vacancies close to the limit between the two regions. In the HI state, some of these vacancies
migrate back to the interfacial region and are accumulated in the vicinity of the metal contact. Bottom left (table): parameters used in the
simulations. Bottom-right panel: Snapshots of the shock-wave formation in the early stage of simulations (between the first and second
snapshots of Fig. 3).
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electric field EðxÞ ¼ ∂VðxÞ=∂x, between a cell at x and its
neighbor cell at xþ Δx, can be written simply as
Fick’s law for the migration probability: jdrift ¼ ∂P=∂x ≈
½Pðx; xþ ΔxÞ − Pðxþ Δx; xÞ�=Δx, where in the last term
the discrete character of the model has been introduced. In
particular, for our model, we take Δx ¼ 1. Using the
definition of P from the model (neglecting its middle
term), we get jdrift ¼ Pðx; xþ ΔxÞ − Pðxþ Δx; xÞ ¼
2Du sinh ðΔVðxÞÞ, whereD stands for the Arrhenius factor
expð−V0Þ. If the external electric stress is a controlled
current I, then ΔVðxÞ ¼ IrðxÞ ¼ IAαuðxÞ.

APPENDIX D: SIMULATION DETAILS

In order to analyze the existence of a shock-wave
scenario, the HI to LO process was simulated for different
external currents. Previously, an initial forming process was
performed at which current of different polarities were
applied and well-defined HI and LO states were obtained.
In the top-right panel of Fig. 6, the vacancy profile is shown
before and after the forming process. The device starts with
a uniform distribution along the channel, and by the end of
the forming process, the profile shows a characteristic
distribution where the vacancies migrated out from the
interfacial region and accumulated in the neighboring low-
field bulk region [27]. The figure shows the formed HI
resistance state, where we can see a second accumulation of
vacancies next to the left metal contact in the interfacial
region. This second accumulation of vacancies constitutes
the initial distribution for the HI to LO process, and it will
evolve to form the shock wave during switching, as shown
in the main text. To improve the stability of the simulations,
the currents were applied using a rise time (from 0 to their
actual values) that is always negligible compared with the
characteristic times of the process, τ1 and τ2 (with rise times
on the order of a few thousand steps). The simulated device
contained a total of 1000 cells, with a 100-cell-long
interfacial region (left interface). For the initial distribution,
a uniform density of u0 ¼ 1 × 10−4 per cell was used. The
value of the activation constant V0 was set to 16, which
corresponds to the activation energy of 0.4 eV reported in
similar manganite systems [42] (i.e., 0.4 eV=kBT ¼
0.4=0.026 at room temperature). For the resistivity con-
stants, we used ASB ¼ 1000 and AB ¼ 1 (for a table with
the parameters, see Fig. 6). For the analysis developed in
this paper, we solely consider the shock wave after it is
formed. In the bottom panel of Fig. 6, we show a standard
formation process of the shock wave: the initial narrow
accumulation against the metal contact rapidly evolves into
the shock-wave profile.

APPENDIX E: FITTING FOR THE
VEOVM MODEL

In this section, we explain the details of the comparison
between simulation and theory and the procedures used for

fitting. Consider the drift current within the left interfacial
region in the VEOVM model:

jðu; t; xÞ ¼ Pðx; xþ ΔxÞ − Pðxþ Δx; xÞ
¼ 2Du sinh ðIASBuÞ; ðE1Þ

where the term 1 − uðxþ ΔxÞ in the probability has been
neglected as explained before. From the Rankine-Hugoniot
condition derived in Eq. (B3), an expression for the shock-
wave front velocity dxs=dt can be obtained, as provided in
Eq. (4) in the main text. Performing a redefinition of
parameters (for practical reasons only), we can rewrite such
equation as

dx
dt

¼ 2D
xint

��
1þ α

β
x

�
sinh

�
I
β
þ I
αx

�
− α

β
x sinh

�
I
β

��
;

ðE2Þ

where u− ¼ uþ þ Δu, Q ¼ Δuxs is the total number of
vacancies carried by the shock wave, QB ≡ uþxint is the
total number of background vacancies in the left region
(with xint the length of the interfacial region), x≡ xs=xint is
the normalized coordinate, and we defined the new
parameters α≡ xint=ASBQ and β≡ xint=ASBQB. From
the previous definitions, we can write the high-resistance
value as RHI ¼ ASBðQB þQÞ, where RHI is a constant
determined by the vacancy concentration and independent
of I [43].
We can then solve this equation numerically with

the material-dependent parameters xint, α, β, and D.
Considering the initial rise time for the current and the
nonflatness of the shock wave, an accurate test of the xsðtÞ
prediction can be performed for x > x0 ≈ 0.4 using the
integral-form equation

t − t0 ¼
Zx

x0

ðxint=DÞdy
2ð1þ α

β yÞ sinh ðIβ þ I
αyÞ − 2α

β y sinhðIβÞ
; ðE3Þ

which is used for the fit of the simulation data for t < τ1 in
the lower-left panel of Fig. 3 in the main text.
On the other hand, we also have the rate equation for the

switching (i.e., “leakage”) phase [cf. Eq. (6) in the main
text]. The numerical solution of this equation is used to fit
the simulation data in the resistance-switching phase for
t > τ1 as shown in Fig. 7.
The values of the parameters that enter Eqs. (E3) and (6)

were extracted directly from the simulation results. We find
QB ¼ 63.4u0, Q ¼ 15.3u0, ASB ¼ 1000, RHI ¼ 7.9 a:u:,
and D ¼ 1.12 × 10−7. The very good fits of the simulation
data shown in Figs. 3 and 7 were achieved by slightly
relaxing the value of the single parameter xint ¼ 100 to the

SHOCK WAVES AND COMMUTATION SPEED OF MEMRISTORS PHYS. REV. X 6, 011028 (2016)

011028-9



values 94.3 (Fig. 3) in the propagation phase and 82.2
(Fig. 7) in the leakage phase.
The small discrepancy between the relaxed parameters

and the actual value mainly comes from the nonflatness of
the density profile both during the propagation of the shock
wave and during the leaking phase, as well as from the fact
that a small part of background vacancies leaks into the
bulk during the propagating phase.

APPENDIX F: EXPERIMENTAL DETAILS

For the experimental validation of our theory, the RS
phenomenonwas studied in abulkLa0.325Pr0.300Ca0.375MnO3

(LPCMO) polycrystalline sample with hand-painted Ag
contacts of approximately 1-mm diameter. The device is a
parallelepiped of 1 × 1 × 10 mm3, with the contacts painted
over the 10-mm surface. The distance between contacts is
also on the order of 1 mm. Measurements were performed
using a three-wire configuration in order to develop a single
contact analysis.
To induce the RS effect, an external constant current was

used as the electric stimulus. To generate this current and to
acquire the data, a Keithley 2612 Sourcemeter was
employed. The measurements were done using a three-
wire configuration in order to measure a single-interface
resistance [Fig. 8(a)]. The HI to LO RS was studied for
currents of different magnitude, as described in the main
text. More information about the measurement technique
and simultaneous contact analysis can be seen in Ref. [34].
The application of the current is done following a

pulsed protocol: A high-current pulse (Write) is followed
by a low-current pulse (Read). A schematic diagram of
the pulsed protocol is shown in Fig. 8(b). Each pulse
lasts 1 ms. Between two pulses, there is an interval of

about 0.5 s, meant to reduce possible heating effects. The
time axis exhibited in the R vs t curves [both in Fig. 4
and in Fig. 8(c) below] is the effective time elapsed
during the actual application of the Write pulses, i.e.,
disregarding both the 0.5-s timeout and the Reading
elapsed time. The Write pulses possess enough strength
to change the resistive state of the system, while the Read
pulse (low current) measures the remnant (stable, non-
volatile) resistance of the device without affecting it. In
the experiments shown in the main text, the Write pulses
are on the order of the mA, while the Read pulses are on
the order of the μA.
The complete measurement process is shown in

Fig. 8(c). To obtain the initial HI state, pulses of
−350 mA were applied [Fig. 8(c), left panel]. Next, the
desired accumulation experiment is performed by applying
positive pulses of constant amplitude which decrease
the resistance [Fig. 8(c), middle panel]. The initial
HI-resistance state is recovered by applying −350- mA
pulses [Fig. 8(c), right panel]. In every case, the initial
HI-resistance state obtained was of the same magnitude
within a range of about 1%.

APPENDIX G: SCALING

In this section, we show that the scaling behavior
is a direct consequence of the strong nonlinearity of the
drift current jðu; t; xÞ, which depends exponentially on
the local electric field. In the time range where signifi-

I
58.5
71.5
84.5
97.5

0 10 20 30 40 50 60 70
0

t 106

R

FIG. 7. Evolution of the resistance during the switching phase
for different applied currents according to simulations (dots) and
theory (lines) from Eq. (6). The currents shown are I ¼ 58.5 a:u:,
71.5 a.u., 84.5 a.u. and 97.5 a.u.

FIG. 8. (a) Diagram of the experimental setup. (b) Sketch
of the pulsed current protocol used in the experiments. A high-
current Write pulse (blue) is followed by a low-current Read
pulse (red). The first pulse generates the RS, while the second
pulse measures the nonvolatile resistance. (c) R vs t curves
from a complete RS process. The system is first taken to a HI
resistance state under a current of -350 mA (left panel). Then, the
HI to LO RS is measured under an applied current of 37.5 mA
(middle panel). Finally, the system is taken back, i.e., “reinitial-
ized,” to a HI resistance state with the application of a -350 mA
current.
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cant resistive switching occurs, we have (IR=xint ≫ 1),
and we may approximate sinh ðIR=xintÞ ≈ 1

2
exp ðIR=xintÞ.

From Eq. (6), using a normalized resistance ~R ¼ R=RHI,
we have

d ~R
dt

¼ − D
xint

exp

��
IRHI

~R
xint

�
ð1þ λÞ

�
; ðG1Þ

where λ ¼ ðxint=RHIÞ ln ~R=ðI ~RÞ is a small parameter as
long as ~R is close to 1 (i.e., at the beginning of the resistive
change). For simplicity, we consider the solution at the
leading order by setting λ ¼ 0:

~R ¼ 1 − xint
IRHI

ln

�
1þ t�

τ2

�
; ðG2Þ

where t� ¼ t − τ1 is the time measured from the impact
time, as explained in the main text, and τ2 is a characteristic
time for the resistance switch, dominated by an exponential
dependence of the applied current as follows:

τ2 ¼
x2int

DIRHI
exp

�
− IRHI

xint

�
: ðG3Þ

In Fig. 9, we use this approximate expression to fit the
RðtÞ simulation data. Comparison with the previous fit
done with Eq. (6) and shown in Fig. 7 allows us to check
that this approximate solution is relatively accurate within
the time domain we are interested in for fast switching
devices.
Now, using Eq. (G2), we can show that the I-dependent

family curves RðtÞ should obey scaling. We first consider
the normalized resistive change δRðtÞ defined as

δRðtÞ ¼ RðtÞ − Rðτ0Þ
RHI − Rðτ0Þ

; ðG4Þ

where τ0 is some yet-unspecified time (and we drop the *
from t�). Then, replacing RðtÞ with Eq. (G2), we have

δRðtÞ ¼
RHI − xint

I lnð1þ t
τ2
Þ − RHI þ xint

I lnð1þ τ0
τ2
Þ

RHI − RHI þ xint
I lnð1þ τ0

τ2
Þ ; ðG5Þ

and rescaling the time by τ0,

δRðt=τ0Þ ¼ 1 − lnð1þ τ0
τ2

t
τ0
Þ

lnð1þ τ0
τ2
Þ : ðG6Þ

Notice that with the natural choice of simply setting τ0 as
τ2, we obtain the scaling form presented in Eq. (8) of the
main text.
However, in the experiment, we do not know a priori

how to determine the characteristic time scale τ2, which is a
strong function of the current I and other material param-
eters. So, we adopt the following strategy. We use τ0 as a
free scaling parameter, one for each I-dependent curve
RðtÞ, which we rescale according to Eq. (G6). We vary
the set of values τ0½I� until we obtain a collapse of all the
experimental and simulation curves. The results of the
successful collapse are shown in Fig. 5 of the main text,
where R� and ΔR in corresponding y labels are defined
through Eq. (G4) as R� ≡ Rðτ0Þ and ΔR≡ RHI − Rðτ0Þ,
respectively. In our experience, the collapse is unique. We
found a sole way to properly collapse the whole set of
curves, which gave us further confidence on the adopted
procedure. A crucial point now is that the collapsed set of
curves could be fitted with the expression

FðtÞ ¼ 1 − ln ð1þ ctÞ
ln ð1þ cÞ ; ðG7Þ

with c a current independent constant. We find the values
c ¼ 15.2 for the experimental data and c ¼ 29.4 for the
simulation ones. Hence, in regard to Eqs. (G6) and (G7),
we observe that the constant c is nothing but the ratio
between the analytically established characteristic time τ2
and the empirically determined τ0, which are simply
proportional to one another.
In Fig. 10, we plot the dependence of the scaling time as

a function of the applied current τ0ðIÞ. In the case of the
simulation results, the data follow the same exponentially
decreasing behavior as deduced for τ2ðIÞ [see Eq. (G3)].
Moreover, we find the ratio τ0ðIÞ=τ2ðIÞ in good agreement
with the constant c ¼ 29.4, which validates our practical
scaling procedure for the determination of the characteristic
switching time in the experimental case.
Under the same set of approximations that we have

assumed in this section, plus the additional one of
neglecting the effect of the background distribution of
vacancies, one may also derive an explicit expression for
the characteristic time τ1. We start from Eq. (E2),
and similarly as before, adopt the approximation
sinh ðIR=xintÞ ≈ 1

2
exp ðIR=xintÞ. Then, making the substi-

tution y0 ¼ 1=y in Eq. (E3) and assuming that the integral is

0 10 20 30 40 50 60 70

0.4

0.6

0.8

1.0

t 106

R

I
58.5
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84.5
97.5

FIG. 9. Fitting results for the evolution of the normalized
resistance according to Eq. (G2).

SHOCK WAVES AND COMMUTATION SPEED OF MEMRISTORS PHYS. REV. X 6, 011028 (2016)

011028-11



dominated by the exponential factor (i.e., neglecting the
change in lower-order factors), the integral has an analytical
solution, and for the case with no background vacancies
(i.e., 1=β ¼ 0), we get

τ1 ≈ Cðt0; x0Þ þ
x2int

DIRHI
exp

�
− IRHI

xint

�
; ðG8Þ

where the first term is the integration constant determined
by the initial conditions t0 and x0. If this constant can be
neglected (for example, for fast-forming shock waves), then
we have the surprising result that τ1 ¼ τ2.
In the case of the model simulations, the results

displayed in Fig. 10 show that, in fact, both characteristic
times have the same I-dependent exponentially decaying
behavior. Moreover, the ratio of the two characteristic times
is approximately 25, which is close to the constant c ¼
29.4 quoted before; therefore, our simulations also validate
the equality between the two characteristic times τ1 and τ2
predicted by the shock-wave scenario.
As may be expected, the experimental situation is only

qualitatively consistent with the previous discussion. As
seen in Fig. 10, for the experimentally determined char-
acteristic times, we observe that they have an approxi-
mately similar dependence with the applied current;
however, it is less clear if the equality between them also
holds.
We show and compare the evolution of both character-

istic times under different applied current in Fig. 10 for both
simulations and experiments, observing a good agreement
with the analysis presented here.

APPENDIX H: QUANTITATIVE COMPARISON:
EXPERIMENTS AND SIMULATIONS

The magnitudes of the main parameters used in the
simulations can be related to actual experimental magni-
tudes. In our model, all voltages are normalized by kBT=e
and energies by kBT. As experiments were performed
at room temperature, we have kBT=e ≈ 26 mV and

kBT ≈ 0.026 eV. In the simulations, the activation energy
constant was given a value of V0 ¼ 16kBT ≈ 0.4 eV,
which is consistent with experimental values reported for
similar PCMO devices [42]. A correspondence can also be
established for the voltages adopted in experiments and
simulations. In the former, the applied voltages used for the
resistive commutation were on the order of 1 V. In units of
kBT=e, this leads to the dimensionless voltage values on the
order of a few tens (1V=26 mV ¼ 38.5). However, in order
to perform the extensive computational work required by
our study within reasonable computational times, the
values adopted in the simulations were higher by about
1 order of magnitude. For evident practical reasons
(equipment and device limitations), such an increase of
applied voltage cannot be performed in the experiments.
Nevertheless, it should be clear from our theoretical
discussion of the mathematical nature of the equations
that the same qualitative results, namely, the formation of
shock waves, also remain valid at lower applied voltages.
Despite the significantly higher computational cost (days
versus hours), we present here a set of runs for voltages that
are close to the experimental values. In Fig. 11, we show
the results for a simulation with an applied dimensionless
current I ¼ 6.75, which corresponds to physical units
V ¼ 1.4 V since the initial (dimensionless) R ¼ 8 and
then V ¼ IRkBT=e ¼ 6.75 × 8 × 26 mV ≈ 1.4 V. For
convenience, in the figure, we also reproduce the corres-
ponding results from the main text for a simulated voltage
of 14.87 V (I ¼ 71.5 a:u:).

APPENDIX I: SHOCK-WAVE FORMATION
IN BINARY OXIDES

In this section, we describe under what conditions one
may expect the formation of shock waves to occur in binary
insulating transition metal oxides such as HfO2, TiO2, TaO,
which are of current interest. These insulating systems are
qualitatively different from the doped manganite compound
that we consider in the main text. Nevertheless, it is

FIG. 10. Evolution of the characteristic times for different applied currents for both simulations (left panel) and experiments (right
panel). It can be seen that both times follow an approximate exponential dependence with I and that there exists a relative proportionality
between them as predicted by our analysis.
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interesting to realize that they may also sustain the
formation of a shock-wave front according to our general
formalism. However, a key point to realize is that the shock
wave may occur for the propagation of the oxygen density
profile and not the oxygen vacancy as in the manganite
case. This is because in the latter, oxygen vacancies
increase the local resistivity by means of creating defects
in the oxygen-metal-oxygen bonds, hence in the conduc-
tion bands; in contrast, in the former case of binary systems,
the oxygen vacancies dope electron carriers to an otherwise
good insulator. Hence, the crucial features to realize that
shock waves may occur in binary systems are the follow-
ing: (i) The electroforming step renders the highly insulat-
ing system poorly conductive by creating a path with a
massive production of oxygen vacancies. In an extreme
case, this path may become a purely metallic filament,
which leads to the so-called nonpolar resistive switching
mode. However, if this is not so drastic, one gets to the
bipolar switching mode with an intermediate density of
oxygen vacancies. (ii) Within such a conductive path,
oxygen ions move through the oxygen-vacancy sites by
means of the applied electric field. As local oxygen density
increases, the system locally approaches the stoichiometric
formula, hence becoming locally more insulating with a
local increase of resistivity. (iii) The local increase of
resistivity leads to higher local voltage drops, and hence
higher local electric fields, which further promote a higher

motion of oxygen ions, leading to the formation of the
shock wave. Interestingly, this phenomenon may have
occurred in the simulation study of Strukov et al.
[cf. Figs. 2(f) and 2(h) of Ref. [22]].
We now describe how the expressions of our shock-wave

scenario derived for conductive manganites may be recast
for insulating binary compounds. Let us consider
uO þ uOV ¼ n, where n is the integer for the oxygen atoms
in the unit formula, and uO and uOV are the actual number
of oxygen atoms and oxygen vacancies per unit formula in
the sample, respectively; hence, they are proportional to the
respective local densities. In the main text, we have derived
the expressions in terms of u, the oxygen vacancies that
corresponds to uOV. As we said before, we now focus on
the oxygen density uO. Similar to the main text, we have a
continuity equation for the oxygen, ∂tuO þ ∂xjOðt; xÞ ¼ 0.
From the components of drift and diffusion currents, we get

∂tuO þ fðuOÞ∂xuO ¼ D∂xxuO; ðI1Þ

where fðuOÞ≡ ∂uOjO;driftðuO; IÞ, jO;diffusion ¼ −D∂xxuO,
and IðtÞ is the magnitude of the electronic current.
Notice that this equation is the generalized Burgers’

equation for the case of oxygen-ion movement. The key
point here is that, as pointed out in the main text, the
function fðuOÞ should be any monotonically increasing
function of uO. Again, following the main text,

FIG. 11. Shock-wave dynamics for two different applied currents, which differ by nearly an order of magnitude. The lower-current
case (right panel) corresponds to applied voltages comparable to the experimental ones, and the higher-voltage cases (left panel, same as
Fig. 3) show similar shock-wave dynamics. The two lower-right panels demonstrate that (i) the propagation of the shock-wave front
remains qualitatively the same as for higher applied currents, and (ii) the collapse of the snap shots of successive profiles indicates the
formation of the shock wave.
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jO;drift ¼ uOgðEÞ, where E is the magnitude of the local
electric field and g is clearly an increasing function of it.
The specific form of gðEÞ is material dependent, but the
important point already mentioned is that a local increase of
uO leads to a local increase of ρðuOÞ, and hence of E.
Therefore, from analogous arguments as discussed in the
main text, shock-wave fronts may also occur in the binary-
insulating compounds. As we said before, they may occur
for systems in bipolar-mode RS. An interesting issue would
be to investigate the temperature or current intensity
dependence of the shock-wave formation. A priori, temper-
ature may play two competing roles. On one hand, higher
currents or fields would lead to higher temperatures, hence
to higher oxygen-ion mobility. This may favor the for-
mation of a shock wave. However, temperature also
decreases the local resistivity of an insulator and hence
may prevent the local increase of the field intensity.
Having discussed and established under which general

conditions one may expect the formation of a shock wave,
we now present the specific formulas for the behavior of the
resistance RðtÞ during the evolution of the shock-wave
front. Figure 12 is a schematic representation of the time
evolution of the shock wave and serves as the definition of
the various relevant variables.
We assume that electroforming has created a path rich in

oxygen vacancies, which dominates the conduction
through the system. Thus, there is a constant background
of density of oxygen u0O ¼ uO;þ on top of which the shock
wave evolves. The initial state is a high-resistive state with a
pileup of oxygen atom (on the left-hand side) that brings
the local density close to the stoichiometric value, and
hence a highly insulating region. As a strong (positive)
voltage is applied at the electrode at L, the oxygen ions
migrate rapidly, forming a plateau of density uO;− with a
sharp front of magnitude uO;− − uO;þ at the position xs.
The front moves with velocity vs.
The total (two-point) resistance of the system (we

neglect the effect of the electrode contacts) is given by

RðtÞ ¼
Z

x¼L

x¼0

ρðuOðxÞÞdx: ðI2Þ

Using the continuity equation for oxygen, we can describe
the decrease rate of the resistance from the high-resistive
state RHI to the low-resistive state RLO as

dRðtÞ
dt

¼ −
Z

xs

0

�
dρ
duO

�
∂xjOðuO; t; xÞdx

−
Z

L

xs

�
dρ
duO

�
∂xjOðuO; t; xÞdx

þ ρðuOðxs − εÞÞvs − ρðuOðxs þ εÞÞvs; ðI3Þ

where the quantity ðdρ=duOÞ is a function of uOðt; xÞ. The
shock-wave velocity vs can be obtained via the Rankine-
Hugoniot condition as described in Appendix B. Since we
assume a large initial pileup distribution of oxygen density
near x ¼ 0, this creates a large local resistivity and thus
large drift force; hence, we expect the shock wave will form
quickly. Therefore, the distribution of uOðt; xÞ for x < xs
soon becomes approximately flat and will be denoted
as uOðt; xs − εÞ ≈ uO;−ðtÞ.
Using the boundary condition jOðuO; t; x ¼ 0Þ ¼

jOðuO; t; x ¼ LÞ ¼ 0, and defining jOðuO; t; xs � εÞ≡
jO;�, ρ� ≡ ρðuOðxs � εÞÞ, ρ0ðuOÞ� ≡ ðdρ=duOÞjxs�ε,
uOðxs � εÞ≡ uO;�, we have

dRðtÞ
dt

¼ −½ρ0ðuOÞ−jO;− − ρ0ðuOÞþjO;þ� þ ½ρ− − ρþ�vs:
ðI4Þ

Recalling that we assumed the background oxygen density
to be approximately constant, we define QO as the total
number of active oxygen ions, which is a constant during
lapse of motion of the shock wave:

QO ¼ ½uO;−ðtÞ − uO;þ�xsðtÞ: ðI5Þ

In terms of the parameters defined above, we have

RðtÞ ¼ ρðuO;−ðtÞÞxsðtÞ þ ρðuO;þÞðL − xsðtÞÞ: ðI6Þ

Then, taking the time derivative and comparing to Eq. (I4),
we obtain

duO;−
dt

¼ jO;þρ0ðuOÞþ=ρ0ðuOÞ− − jO;−
xsðtÞ

; ðI7Þ

where uO;þ is time independent and known, and similarly
for ρ0ðuOÞþ, jO;þ. To make further progress, we now need
the specific forms of ρðuOÞ and jOðuO; t; xÞ, which depend
on the specific transport properties of the physical system.
Eliminating xs, we could then obtain a differential equation
for uO;−ðtÞ:

FIG. 12. The schematic plot for the oxygen shock-wave front
propagation. The green curve is the initial distribution where
oxygen is piled up at x < x0.
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duO;−
dt

¼ ðjO;þρ0ðuOÞþ=ρ0ðuOÞ− − jO;−ÞðuO;− − uO;þÞ
QO

;

ðI8Þ

and then, finally, we obtain the expression for RðtÞ
through Eq. (I6).
For a concrete illustration, we now assume a specific

model for the conduction, where the local resistivity is an
increasing function uO, as expected for the case of the
binary insulators:

jO ¼ 2DuO sinh ½IρðuOÞ�;
ρðuOÞ ¼

ρ0
1þ A0ðn − uOÞ

: ðI9Þ

This is motivated by the expected approximate linearity of
the conductivity with the concentration of dopants, namely,
oxygen vacancies, therefore we have, σ ¼ 1=ρ ∼ uOV ¼
ðn − uOÞ. The parameter A0 is a suitable constant, and ρ0 is
the intrinsic resistivity of the stoichiometric system (i.e.,
for uOV ¼ 0).
From the schematic in Fig. 12, we have QO ¼

½uO;−ðt ¼ 0Þ − uO;þ�x0, and we can solve Eq. (I8) using
the explicit model defined in Eq. (I9). We may then solve
(numerically) for the evolution of uO;−ðtÞ and finally obtain
the resistance as

Rðt ¼ 0Þ ¼ RHI ¼
ρ0x0

1þ A0ðn − uO;−ðt ¼ 0ÞÞ

þ ρ0ðL − x0Þ
1þ A0ðn − uO;þÞ

;

RðtÞ ¼ ρ0xs
1þ A0ðn − uO;−ðtÞÞ

þ ρ0ðL − xsÞ
1þ A0ðn − uO;þÞ

;

Rðt ¼ tfinalÞ ¼ RLO ¼ ρ0L
1þ A0ðn − uO;−ðtfinalÞÞ

: ðI10Þ

As a final remark, one may notice that from Eq. (I5) the
resistance can be reparametrized as a function of the shock-
wave front position xs,

R½xsðtÞ� ¼
ρ0xs

1þ A0ðn − QO
xs
− uO;þÞ

þ ρ0ðL − xsÞ
1þ A0ðn − uO;þÞ

;

ðI11Þ

and RHI ¼ R½xsðtÞ ¼ x0�, RLO ¼ R½xsðtÞ ¼ L�. It is
straightforward to see that R½xsðtÞ� is a monotonically
decreasing function of xsðtÞ and thus RLO < RHI.
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