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ABSTRACT 

 

This paper describes a 3D numerical model of heat flux that employs finite-difference 

approximation for the simulation, prediction and visualization of sediment, water and air 

temperature, applied in Villa del Mar saltmarsh, Bahía Blanca Estuary, Argentina. To make 

this computation, we develop an open-source software tool called Hemera 1.0 which is 

characterized by having little complexity and low hardware requirements. The model 

considers three heat transfer processes: diffusion, convection and radiation, using bulk 

aerodynamic formulas as boundary conditions between the interfaces. The aforementioned 

model was applied for the month of January 2009. This month was selected because it shows 

the highest thermal and radiative energy oscillation. The model reproduces adequately the 

physical processes of the heat balance and showed an adequate response to changes in the 

boundary conditions. In addition, according to the model design, meteorological and 

oceanographic data and some soil properties are the only data input used for modeling. It is 

easily adaptable to other environments such us lakes, lagoons, reservoirs, among others, in 

order to carry out similar studies. 

 

KEYWORDS: 3d numerical model; finite-difference method; heat flux; sediment-water-

atmosphere; saltmarsh 

 

 

1. INTRODUCTION 

 

 The amount of heat exchanged between adjacent surfaces (e.g., sediment/water- 

atmosphere) is called heat flux. Heat flux provides the basis for establishing the thermal 

regime of a given surface. Intertidal areas are spatially complex and temporally dynamic 

environments [2] that show different patterns from those typically observed at a site which 

depends entirely on solar radiation [3]. Knowledge regarding heat exchange between 

sediment, water and atmosphere in these environments (e.g., tidal flat, saltmarsh, beaches) is 

important for understanding physical and biological processes [15, 23]. 

 Numerical modeling plays an important role in the earth sciences. Analytical solutions 

of the heat equation are applicable only to uniform systems or simple environments. In 
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contrast, numerical models are applicable to any type of system or real environments. 

Therefore, numerical modeling is an essential tool for many environmental studies, because it 

allows to describe and predict physical processes, particularly in those environments where 

direct and continuous measurements are costly and complex [44]. 

 There are several previous researches focused on numerical modeling of heat 

exchange across the water-atmosphere interface in both marine [e.g., 37, 41, 9, 7, 29] and 

continental environments [e.g., 16, 4, 10, 19, 13]. Many other studies involved the thermal 

modeling across the sediment-water interface especially in shallow water bodies [e.g., 14, 43, 

39, 8, 11, 12] and across the sediment-atmosphere interface [e.g., 40, 26, 27]. However, 

studies based on modeling of thermal interaction between sediment-water-atmosphere as 

occurs in coastal areas, are comparatively scarse [e.g., 3, 17, 18, 38, 35, 15, 30, 42, 24]. In 

this kind of complex interactions, the surface heat is exchanged across the water/sediment-

water/atmosphere interfaces, where the magnitude of the temperature changes depends on 

both existing atmospheric and marine conditions, acting at different temporal scales. 

 According to several investigations, the temperature of intertidal sediment at shallow 

depths shows significant fluctuations (e.g., daily, seasonal) depending on parameters such as 

solar radiation, air temperature, subaerial exposure time, soil properties, etc. Intertidal 

sediments can absorb and store large amounts of heat [23]; therefore, it is enough to control 

the heat flux either in the bottom water or above the soil surface. For instance, Sequeira and 

Piccolo [38] found that soil heat flux is the most important term in the prediction of the water 

temperature in an intertidal area during low tide. 

 This paper describes a three-dimensional (3D) numerical model of heat flux that 

employs finite-difference approximation for the simulation, prediction and visualization of 

sediment, water and air temperature, applied in Villa del Mar saltmarsh (SVM) (38°51'26'' S, 

62°07'02'' W) Bahía Blanca Estuary, Argentina. The modeling is carried out using an open-

source software called Hemera 1.0 that was developed by the authors. The model considers 

three heat transfer ways: diffusion, convection and radiation, using bulk aerodynamic 

formulas as boundary conditions between the sediment-water-atmosphere surfaces. 

According to the model design, meteorological and oceanographic data and some soil 

properties are the only data input used for modeling. 

 

 

2. NUMERICAL METHODS AND SOFTWARE 

 

 In this section, we provide a description of the equations used for the processes 

involved in heat flux jointly with the numerical solution proposed to solve the mathematical 

model. Also, the software Hemera 1.0 developed for modeling the heat exchange is 

presented. 

 

2.1. HEAT EQUATION 

 

 The heat transfer parameters over heterogeneous surfaces do not present the same 

relationship to each other such as could occur in homogeneous surfaces [5]. Consequently, 

this heterogeneity must be taken into account in the modeling. For this reason, we consider 

the following general equation of heat diffusion 

 

( )s

T
k T

t



  


 (1) 
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where T represents the temperature [K] and ks the thermal diffusivity [m
2
 s

-1
]. Applying the 

product rule to equation (1) we obtain 

 

     2

s s

T
k T k T

t 


    


 (2) 

Over homogeneous terrain ks is constant and, in consequence, the first term in equation 2 is 0, 

then 

 
2 2 2

2

2 2 2
0 s s

T T T T
k T k

t x y z

    
      

    
 (3) 

  

 

 

2.2. NUMERICAL SOLUTION 

 

 There are several numerical approximations that are widely used for solving a model. 

In this work, the finite-difference method was applied (FDM). FDM has been proved to be 

reasonably reliable, robust and less computationally intensive for modeling heat exchange 

between sediment-atmosphere interface [e.g., 40, 26, 1, 21] and water-atmosphere interface 

in coastal areas [e.g., 34]. In addition, FDM has enormous advantages in terms of 

computational implementation such as programming and hardware optimization. 

 Few methods have a favourable performance for the construction of 3D models (e.g., 

Alternating Direction Implicit (ADI), ADI fully implicit, Duglas-Gunn, Crank-Nicholson and 

the Euler method). The explicit Euler method was used in the implementation of the model, 

since it allows a better memory optimization and an efficient parallel implementation, with up 

to 128 simultaneous tasks, as was in this case. 

 Press et al. [36] described the explicit Euler method as accurate, with an acceptable 

stability when compared with other methods under the same conditions. Computing speeds 

using parallel explicit Euler method exceed those obtained with non-parallel implicit 

methods. The memory required for the calculation is considerably lower than that required 

for implicit implementations. It is always possible to get the same accuracy with any 

technique, but penalizing the convergence speed depending on the method employed. 

 

 

2.2.1. DISCRETE HEAT DIFFUSION 

 

 Discretizing the equation of heat diffusion (Eq. 3) using central finite-difference 

schemes and explicit Euler method, it follows that 

 
1 2 2 2t t t

x x y y z zT T v v v T          (4) 

where 

 

( , , ; )t t t

xyz ijk i j kT T T T x y z t    (5) 

  

2 2 2
; ;x s y s z s

t t t
v k v k v k

x y z

  
  

  
 (6) 
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2

1 12t t t t

x i jk ijk i jkT T T T      (7) 

  
2

1 12t t t t

y ij k ijk ij kT T T T      (8) 

  
2

1 12t t t t

z ijk ijk ijkT T T T      (9) 

 

The stability condition, that is, the convergence condition, is given by 

 

1

2
x y zv v v    (10) 

 

 The thermal diffusivity is not constant, nor analogous for the elements involved in the 

model (sediment, water and air). The sediments have differences in composition and in level 

of saturation along a profile crossing an intertidal area. In addition, latent and sensible heat 

flux is affected by wind at different heights and by turbulence generated by waves. Therefore, 

changes in diffusivity are required to be considered in the discretization process. Starting 

from equation (2), applying central finite-difference schemes and using explicit Euler 

method, it follows that 

 

1 2 2 2t t t t t t t t t

x x y y z z x s x y s y z s zT T v v v T t k T k T k T                       (11) 

where 
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T T
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z

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 (18) 

 

 The equations (4) and (11) allow to model the heat diffusion. This will be applied in a 

3D model that involves heterogeneities at both spatial and temporal dimensions. The two 

basic elements of the model (water and air) have a displacement caused by waves, tidal and 

wind effects that lead to a heat exchange by convection and conduction. Convective heat (Eq. 

19) is modeled by adding a 3D convective term to the heat equation (Eq. 1) [20] 
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( )s s

T
k T u T

t



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
 (19) 

  

( , , )s x y zu u u u u  (20) 

 

where u is the 3D fluid velocity (ux, uy, uz). The equation (19) was also implemented in order 

to compensate for the heterogeneity of the elements involved in the model. By adding the 

convective term to equation (11), it follows that 

 
1 2 2 2 ...

...

t t t t t t t t t

x x y y z z x s x y s y z s z

t t t

x x y y z z

T T v v v T t k T k T k T

t u T u T u T
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  

             

    

 (21) 

 

 The Courant-Friedrichs-Lewy [6] condition is incorporated into the model. The 3D 

condition is expressed as  

 

yx z
u tu t u t

C
x y z

 
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  
 (22) 

 

where C is a constant which depends on the equation to be solved and not on the discrete 

parameters (i.e., t and x). C ranges between 1 and 7 depending on the velocity of wave 

propagation. In this study, C ranges from 1 to 3. The sum of the terms ut/ is defined as the 

Courant number. Before starting the calculation, Hemera 1.0 analyses meteorological and 

oceanographic data in order to determine the possibility of convergence, depending on the 

magnitudes of the resultant velocities over the entire temporal domain. 

 Taking into account the air movement, the convection profile depends on the vertical 

distribution of the wind speed (u(z)), given by [33] 

 
1/7

0

( ) ref

ref

z
u z u

z z

 
    

 (23) 

 

where uref is the wind speed at a given height z. The wind distribution in x and y components 

is given by the wind direction over the local terrain. 

 

 

2.3. BOUNDARY CONDITIONS 

 

 The surface energy balance seems to be a reasonable method to establish the surface 

temperature boundary conditions, because it tends to preserve the cause-effect relationship 

between surface temperatures and heat fluxes. As mentioned before, the model solves 3D 

heat diffusion equations in combination with bulk aerodynamic formulas [44]. This allows 

the quantification of physical phenomena such as the heating of sediment/water temperature 

as a result of exposure to solar radiation. In addition, it is possible to evaluate changes in 

system conditions such as thermal diffusivity of sediment, water or air and changes in surface 

reflection (). 

 The equation (24) is used as surface boundary condition to quantify thermal 

variations, where the advective heat flux is considered equal to zero [25, 27] 
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z
 
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where λQG is the thermal conductivity [W m
-1

 K
-1

] of the element in question, QH is the 

sensible heat flux, K and L are the short and long wave radiation, respectively, and LE  is the 

latent heat flux. By substitution of the equivalent terms in equation (24) and by using an 

analytical approach, we obtain the following surface boundary condition, which is 

determined by the value of its respective thermal gradient 
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z Z
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z
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cp e e

r






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where RN is the net radiation. 

 The value of the derivative (Eq.18) of surface boundary condition (Eq. 25) is replaced 

by the nodes of the sediment/water surface. Using the boundary condition in equation (25), 

the atmosphere and sediment/water surfaces are coupled, giving stability to the model. 

Besides, this makes it possible to analyze most of the physical phenomena related to the heat 

balance according to the environmental conditions. These equations, in combination with 

energy balance equations, allow us to describe and model the thermal behaviour of complex 

environments in an iterative and intelligent system like Hemera 1.0. 

 

 

2.4. SOFTWARE DESCRIPTION 

 

 Hemera 1.0 is a software tool developed for modeling the heat exchange, especially 

applicable to environments that integrate the coupled sediment-water-atmosphere surface. A 

3D finite-difference solution was implemented using object oriented programming in Delphi 

6.0 and an open-source philosophy (Appendix Fig. 1). The software integrates several 

mathematical models and has a graphical interface for managing of pre- and post-processing 

data. Hemera 1.0 simulates physical processes in the water column, as well as in the 

sediments and air; besides, it is able to simulate the coupling between these surfaces. Each of 

the parameters involved in the model are fully user-configurable through text files, which 

have a basic structure. 

 The interface is comprised of two main functional areas (Fig. 2): geovisualization and 

command line (CLI). OpenGL was used to render the results. Hemera 1.0 generates a 

dynamic 3D visualization of the terrain from a digital elevation model (DEM). DEM (or 

bathymetry) data in existing files are incorporated within the calculation procedure. The 

software allows users to perform view control (e.g., zoom, view angles, view position), light 

position control, screen selection, etc. To represent terrain variables, several visual metaphors 



7 

were used [e.g., 22, 28]; this enables a wide visualization of the terrain and its interaction 

with the tide. The CLI has interactions with a computer system and allows perform specific 

tasks through specific written instructions. A command interpreter designed for Hemera 1.0 

receives, analyzes and executes the requested command. 

 Hemera 1.0 generates multiple visual and numerical outputs (Fig. 2) which are stored 

in the same directory. A significant amount of data is generated, which is divided into 

multiple files. In this sense, the software also allows users to select points, profiles and areas 

individually for further analysis, where each output is saved in a separate file from the master 

files. This procedure has the advantage of studying the behaviour of given sectors of the 

study area, without using all the available information. 

 The model was implemented in four main threads concerning the manipulation of the 

user interface, geovisualization, modeling and writing files. The numerical calculation of 

each step (t) is transferred to multiple tasks in parallel (up to 128). Therefore, this 

implementation allows Hemera 1.0 to maximize the computing capacity of a system as well 

as to minimize memory consumption. Because each node (discrete point) depends only on the 

previous step, this enables to carry out multiple computing processes at the same time, with 

no dependency between them. It is also possible to work with partial sections within a grid 

(i.e., digital terrain) to minimize memory consumption. This process is important when a 

study area involves a significant size. 

 Physical variables (e.g., air, sediment or water temperature, among others) are read 

from the file, to be subsequently used in successive iterations. An iterative sequence let the 

user to carry out determinations of the spatial and temporal temperature, whenever stability 

conditions are fulfilled. Figure 3 shows a flowchart of the iteration with its respective 

alternations. The system iterates a set of equations (e.g., equations 23, 21, 25) until the total 

simulation time is reached or until the defined criterion for convergence is fulfilled. If the 

average surface temperature variation (|Ts|) between steps is less than a boundary value () 

(i.e., |Ts|<) this will be considered as convergence condition. 

 To achieve the effective value of the system, the procedure involves many iterations 

(Fig. 3). Certain processes, such as the complexity of the system (Eq. 21), the surface 

resolution temperature, as well as the number of iterations, prove the advantages of using the 

explicit Euler method on parallel, to facilitate the implementation and to achieve high 

convergence rates with minimal memory consumption. 

 There are basic files used to configure the model: the general parameter file, in which 

file names, grid DEM, meteorological and oceanographic data, output folder, among others, 

are defined; also the input file of meteorology and oceanography, containing records sorted 

by Julian date of variables such as air temperature, relative humidity, atmospheric pressure, 

wind, tides, waves (height and period) and suspended sediments. The data input of the two 

latter variables are optional because they can be estimated by the model. The geovisualization 

file is focused on the definition of the elements for rendering a terrain such as lighting, 

transparency, reflections, among others (Fig.2a). Finally, the energy balance file, in which 

coefficients for the calculation of RN, parameters for estimating  in sediment and water, 

height values of terrain, among others, are defined. 

 Specific files were defined focused on measurements on particular sectors of the 

terrain such as, vertical and longitudinal profiles. These files, termed Distributed Temperature 

Sensing (DTS), enable users to configure Hemera 1.0 in order to store simulation results of 

specific nodes in a separate file. 

 

 

3. RESULTS AND DISCUSSION 
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3.1. DESCRIPTION OF STUDY AREA AND ACQUIRED DATA 

 

 The selected area to carry out the simulation is SVM, located in a temperate climate 

zone. The estuary comprises an area of 2,300 km
2 

and it is
 
classified as a mesotidal coastal 

plain. The mechanical energy input into the system is produced by a semidiurnal tidal wave 

[31]. The average tidal range increases from the mouth (2.2 m) to the estuary head (3.5 m) 

[32]. The mean spring and neap tide ranges between 2.7 and 1.8 m at the mouth, respectively, 

while at the head they ranges between 4 and 3 m [32]. The estuary constitutes an ecological 

system under a humid temperate climate, covered largely by vascular vegetation (e.g., 

Spartina alterniflora and Sarcocornia perennis). Sediments granulometry indicates the 

predominance of a silty sand texture [44]. 

 In order to demonstrate the effectiveness of the model, we have selected the month of 

January because in this month the thermal and radiative energy show the highest fluctuations 

[44]. The measured parameters are shown in figure 5. Solar radiation showed a typical 

behaviour, with average maximum values of 950 Wm
-2 

(Fig. 5a). The daily air temperature 

amplitude showed an average of 16.4°C, with a maximum of 22.2°C (Fig. 5b). The average 

wind speed reached values of 6.6 m s
-1

, with periods of calm of less than 3 hours, while the 

maximum speed reached 23.4 m s
-1 

(Fig. 5d). 

 

 

3.1.1. DIGITAL ELEVATION MODEL 

 

 A DEM was generated using a geoprocessing technique, applied to images taken on 

the intertidal zone of the SVM (Fig. 6). It is assumed that the tide line constitutes a line of 

equal elevation, thus it is possible to generate a DEM using tide lines at different stages. Two 

digital cameras were installed (10 megapixels), which were located in specific sites to cover a 

significant portion of the area to be modeled. The cameras were connected to an intelligent 

shutter release which was pressed down thrice at an interval of 10 minutes. 

 For each set of three images, an average image was obtained for evening out short 

variations due to wind and other perturbations. Subsequently, the sequence of images was 

integrated into a Geographic Information System (GIS) in order to digitize tide lines (Fig. 6). 

To generate the altimetric value for each line, the height of the tide was simultaneously 

recorded. The digitized lines were transferred to a flat space through the application of the 

planar projective transformation (WGS 84). A grid was obtained through interpolation using 

standard software. Three types of grids (terrain) were generated at low, medium and high 

resolution, corresponding to the following 3D grid spacing xyz: 3x3x0.5, 1x1x0.1 and 

0.5x0.5x0.05 m, respectively. Finally, these grids are exported to *.grd format, to be 

imported in Hemera 1.0. 

 
 

3.2. OPERATIONAL IMPLEMENTATION 

 

 The results were obtained using the higher spatial resolution data (grid spacing= 

0.5x0.5x0.05 m) with a total size of 440x220x8.5 m. According to the physical space and the 

spatial discretization, the model has 65,824,000 nodes. The zero level of the tide gauge was 

taken as a reference plane (Z=0) in the DEM. The upper reference plane is given by 

TZ=5.5=Tair. Finally, in the lower reference plane (Z=-3m) a constant value of 16.5ºC (i.e., 

TZ=-3m=16.5ºC) was considered. 
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 An uniform vegetal cover was considered in order to simplify the surface 

configuration of the model. In addition, the water and sediment reflection coefficient for 

January is 0.095 and 0.111, respectively [44]. 

 The location of the DTSs on the virtual terrain is shown in figure 7. The DTS0 is 

located in the upper sector which is occasionally flooded. The DTS1 is located at the site of 

the temperature measurements at different depths (0.05, 0.15 and 0.30 m). The DTS2 is 

located in the lower sector which is flooded during more than 50% of the time (i.e., 56 %). 

Finally, the DTS3 is located in a sector which is flooded during more than 90% of the time. 

 
 

3.3. MODEL VALIDATION 

 

 A comparative analysis of the model results with direct field measurements was 

carried out to validate the model using Hemera 1.0. The comparison was made at 0.15 m 

depth, in response to significant fluctuations of temperature at shallow depths (Fig. 8). As a 

result, the simulated time series showed an average of 22.5°C; therefore, the difference with 

the measured average temperature (DTS1: 21.9°C) was 0.6°C (Fig. 8). The simulated time 

series shows sufficient stability over time. It evolves from its initial condition (day 1, 19°C) 

and becomes stabilized after the first 2 days. 

 The simulated time series showed an average relative error of 3.3% during the study 

period. The error showed a cyclical evolution. The average time of stabilization (error<3.3%) 

takes 2 days and 6 hours (Fig. 9a). Once stabilized, the error values are lower than 5%, where 

the model is able to keep temporal stability, showing a correct performance. Other periods in 

which the maximum error occurs, were analyzed in great detail (Figs. 9b-9e). Because the 

inherent variation in the boundary conditions (e.g., tide, wind or air temperature) the 

simulation moves away from the measured value, but keep adequate stability with a 

maximum error of 12.7%. Therefore, the numerical simulation in a real system provides 

reliable high performance, regardless of the behaviour of the boundary conditions. 

 

 

3.4. RESULTS OF SIMULATION 

 

 The results of the simulation over the whole study area in January 2009 showed an 

average surface sediment temperature of 24.4°C, with a minimum value of 18.2ºC and a 

maximum of 33.3ºC. In the case of the water temperature (tide height>0.5 m), its average 

value was 22.1°C, with a minimum value of 19.6°C and a maximum of 26.4ºC. 

 Vertical profiles of sediment temperature (from 0 to 0.3 m layer) and of air/water 

temperature (from 0 to 2 m layer) were obtained for the selected study sites (Fig. 10). In 

general terms, the largest magnitudes of vertical temperature gradient, usually Tair<Tsediment, 

occur in the upper sector of the saltmarsh (Fig. 10). It should be noted that the intertidal 

sediment temperature shows fluctuations over time which are caused by the immersion-

emersion alternation combined with the solar cycle [15].When the sediments are exposed to 

the atmosphere at low water, the heat penetrates into the sediment layer mainly up 0.10-0.25 

m depth in the sites DTS1 and DTS2 (Figs. 10b and 10c), while in the remaining sector the 

heat reaches deeper soil levels (Fig. 10a). This particularity can be attributed to the presence 

of a relatively deep zone of aeration in the upper sector. 

 Thermal effects of the flood tide on the first layer of sediment and air can be clearly 

observed in the temperature profiles. It takes place over very brief period and reduces the 

steepness of the temperature gradient. In general, the surface sediment temperature showed a 

considerable decrease (about 1 to 3°C) during the flood tide. Below this surface layer, 
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temperature decreases gradually up to some hours after the end of flood tide, when it begins 

to show an inverted temperature profile. At other times, during immersion period, the bottom 

water temperature is slightly warmer than in the rest of the water column. 

 Tidal inundation also influences the thermal regime of the study area. The highest 

temperatures occurred in the upper sector, where the flood tide period is occasional (Figs. 10 

and 11). The amplitude of surface sediment temperature was also greater in the upper 

(Tmax=20.7ºC) than in the lower sector (Tmax=15ºC). The attenuation effects of the tide in 

the latter sector can be clearly seen (Fig. 11). The sites DTS1 and DTS2 showed a similar 

thermal behaviour (Figs. 10b and 10c). On the other hand, it is notable that both sediment and 

water temperature during the first 10 days were mostly temperate than in the remaining 

period. 

 

 

3.5. PREDICTIVE ANALISYS 

 

 In order to arrive at different predictions of the thermal interactions of the system, a 

series of simulations were carried out considering, on one hand, different boundary 

conditions related to meteorological parameters and, on the other hand, variations in the 

vegetation cover (Figs. 12 and 13). Two boundary conditions were arbitrary selected: a) an 

increase in air temperature of 30%; b) an increase in wind speed of 30%. In the case of 

vegetation cover, a soil without vascular vegetation, with a surface resistance of zero (rs=0) 

was selected. 

 Figure 12 shows the evolution of the sediment temperature at 0.15 m depth for the 

three study sites, including the simulated time series and the field measurements. The average 

sediment temperature corresponding to the measured time series was 23.2°C. The simulations 

demonstrate that the sediment temperature increased significantly due to increasing air 

temperature. By varying the air temperature, the average sediment temperature was 26.1°C. 

Particularly, this increase occurred strongly in the upper sector (occasionally flooded) with an 

average increase of 19.3% (Fig. 12a). The remaining sites (i.e., DTS1 and DTS2) showed an 

average increase of 9.3 and 7.7%, respectively. By varying the wind speed, the average 

sediment temperature was 23.3°C; therefore, its influence on sediment temperature was 

generally very low or null. In the lower sector can be observed an average increase in 

sediment temperature of 0.7 and 0.8%, respectively (Figs. 12b and 12c), while in the upper 

sector it resulted in a decrease of 0.8% (Fig. 12a). The lack of vegetation generated an 

average sediment temperature of 23°C. This condition produced a slight decrease in sediment 

temperature of only 1.2, 0.7 and 0.6% for the sites DTS0, DTS1 and DTS2, respectively (Fig. 

12). 

 The modeled surface temperature along the study area showed variations (Fig. 13). 

With an increase in air temperature of 30%, the average sediment temperature increased from 

24.4 to 29.6°C (i.e., 21.3%), while the average water temperature increased from 24.3 to 

26.5°C (i.e., 9%). But, like the previous results presented in figure 12, the increase of wind 

speed and the lack of vegetation cover, both had a low influence on the surface temperature 

(sediment/water) compared to the increase of the air temperature, of the order of 1 to 4%. For 

instance, the increase of wind speed produced an increase in average temperature of sediment 

and water of 3.7 and 1.8%, respectively. Despite this low effect on the thermal interactions, 

the wind speed (+30%) produced an increase of sensible heat flux that caused a decrease of 

sediment temperature during the night hours. The lack of vegetation produced an increased of 

average temperature of sediment and water of 2.5 and 1.4%, respectively. 

 These results show that a change in air temperature produces a significant variation in 

the surface temperature, being higher in the high sector of the SVM, where the resident time 
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of water is low (Figs. 12b and 13b). In this sense, during the simulated period, the surface 

sediment temperature had an oscillation range of 23.3°C (19.9 to 43.2°C), 18.1°C (17.8 to 

35.9°C) and 16.5°C (18.2 to 34.7ºC), according to the variation of the air temperature, the 

wind speed and the vegetation cover, respectively. The surface water temperature exhibited 

smaller thermal amplitude than the sediment temperature, 10.3°C (20.1 to 30.4°C), 8.5°C 

(19.4 to 28.1°C) and 7.8°C (19.6 to 27.4ºC), according to the variation of the air temperature, 

the wind speed and the vegetation cover, respectively. 

 

 

4. CONCLUSIONS 

 

 This work described a 3D numerical model through the employment of finite-

difference approximation for the simulation, prediction and visualization of sediment, water 

and air temperature, applied in the Villa del Mar saltmarsh, Bahía Blanca Estuary (Argentina) 

in January 2009. In order to carry out this computation, an open-source software Hemera 1.0 

was developed. 

 Generally, the simulated time series adequately describes the daily cycles, showing 

high concordance with the field measurements. As a result of validating the model with 

measured data at 0.15 m depth, where thermal fluctuations are strong, the simulated time 

series presented an average relative error of 3.3% and a maximum relative error of 12.7%. 

The error showed a cyclical behaviour, in which the average time of stabilization (i.e., 

error<3.3%) takes 2 days and 6 hours. 

 According to the modeling results, the maximum temperatures occurred in the high 

sector of the saltmarsh, where the flood tide is occasional. The amplitude of surface sediment 

temperature was also greater in the upper (Tmax=20.7ºC) than in the lower sector 

(Tmax=15ºC), in response to attenuation effect of the tide. The temperature profiles showed a 

clearly effect of the flood tide on the first layer of sediment and air. Every day showed a 

considerable decrease (about 1 to 3°C) in surface sediment temperature during the flood tide. 

 The model showed an adequate response to changes in the boundary conditions and in 

the vegetation cover and it reproduces adequately the physical processes of the heat balance 

in coastal areas. The air temperature is the most important parameter in both surface and 

depth (0.15 m) temperature behaviour, particularly when the time of exposure to the 

atmosphere is greater, agreeing with the measurements made on SVM.  In contrast, the 

increase of wind speed and the lack of vegetation both had a very low influence on 

temperature. In the case of wind speed, the strong winds produce a significant decrease in the 

surface temperature of the sediment at night. 

 Hemera 1.0 is characterized by having little complexity and low hardware 

requirements. In addition, it has the advantage that requires few data input such as 

meteorological and oceanographic variables and some soil properties. Hemera 1.0 provides 

reliable high performance, regardless of the boundary conditions behaviour. It is easily 

adaptable to other environments such us lakes, lagoons, reservoirs, among others, in order to 

carry out similar studies. 
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FIGURE CAPTIONS 
 

Fig. 1 Finite-difference code implementation for the threads, according to its respective rank 

assigned (i_ini to i_fin) (Appendix) 

Fig. 2 Renderized 3D view of the study area (a) and the multiline command window in 

Hemera 1.0 (b) 

Fig. 3 Flowchart diagram showing sequential iteration with Hemera 1.0 (Appendix Fig.4) 

Fig. 4 Extract of the main thread code implementation, oriented to main iteration control to 

solve the modeling (Appendix) 

Fig. 5 Meteorological and oceanographic variables measured in January 2009(Day 

0=01/01/2009). Solar radiation (a), air temperature (b), relative humidity (c), wind speed (d) 

and tide level (e)  

Fig. 6 Example of the elevation contour lines within the field of vision area of a camera 

mapped using a GIS, in the SMV. Digitized contour lines without transformation to the flat 

space (a) and with transformation to the flat space (b) 

Fig. 7 Location of the DTSs on the virtual terrain and the sign convention for the axes. The 

upper sector is occasionally flooded while the lower sector is periodically flooded 

Fig. 8 Measured and simulated sediment temperature time series at a depth of 0.15 m in the 

site of measurement (DTS1) 

Fig. 9 Relative error expressed in absolute terms of the sediment temperature at 0.15 m depth 

in the site DTS1, for 31 days (a), from day 1 to day 4 (b), from day 5 to day 9 (c), from day 

11 to day 15 (d) and from day 19 to day 23 (e) 

Fig. 10 Temperature profiles modeled for the different sectors, from day 1 to day 29. Profile 

in sector DTS0 (a), profile in sector DTS1 (b), profile in sector DTS2 (c) and tide level (d) 

Fig. 11 Surface temperature modeled along a profile crossing the intertidal area using DTS3 

and its comparison with the tide level at the site from day 1 to day 14 (a) and from day 15 to 

day 29 (b) 

Fig. 12 Sediment temperature time series at a depth of 0.15 m considering the different 

boundary conditions, the variation in the vegetation cover and the measured data for the study 

sites in January 2009. Location DTS0 (a), location DTS1(b) and location DTS2 (c) 

Fig. 13 Simulated surface temperature along the study area from day 1 to day 29, considering 

the different boundary conditions, the variation in the vegetation cover and the measured 

data. Measured data (a), air temperature (+30%) (b), wind speed (+30%) (c), without 

vegetation cover (rs=0) (d) and tide level (e) 
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