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ABSTRACT

In this work, we report on a model that describes the microscopic electrical transport as a transmission problem using the invariant
embedding technique. Analytical expressions for the transport coefficients under non-steady-state conditions are derived allowing us to
calculate carrier concentration and time-dependent conductivity. Employing measurable magnitudes, our theoretical results allow us to
determine defect concentrations, carrier generation rates, cross sections of recombination, and capture by traps. This model can be
employed to study the conduction processes of semiconductors and test their band and defect structure. In particular, time-dependent
photoconductivity measurements of a ZnO microwire have been well fitted using our model indicating a relevant role of intrinsic point
defects in this material.

Published under license by AIP Publishing. https://doi.org/10.1063/1.5136090

I. INTRODUCTION

Theoretical understanding of non-steady-state transport
properties of optically active semiconductors has received rela-
tively less attention despite the wide experimental activity in the
field. Nowadays, most of these experiments are described by
empirical or semiempirical models, as the multiple trapping
model1,2 or by simulations3 and numerical solutions (i.e., the
donor photoionization model4). However, a few theoretical efforts
using first principles were reported; the most prominent one is
due to DeVore,5 where surface effects and volume recombination
of photocarriers have been considered for a particular set of boun-
dary conditions. Ullrich and Xi6 improved this model arguing
that the boundary conditions adopted in DeVore’s transport
equations are not consistent with the typical experimental condi-
tions. On the other hand, an application of adequate boundary
conditions to Boltzmann’s equation is particularly hard in semi-
conductor oxides under spatially inhomogeneous charge distribu-
tions, due to the presence of adsorbate-induced surface doping,
band bending, etc.7 An alternative formalism to describe transport
phenomena is the Invariant Embedding Method (IEM) first
described by Ambarzumian8 in the context of atmospheric

scattering problems and then used in several physical
processes.9–12 The IEM provides first order-differential equations
subject only to initial conditions in space and time coordinates in
contrast to the traditional nonlinear transport equations with
boundary conditions.13–15 This method allows one to obtain
differential equations and analytical expressions for transport
coefficients of particle fluxes with different trajectories (or “desti-
nations”) inside a solid sample, considering one of the system
dimensions as the independent variable. Inspired on the Landauer
formalism for a mesoscopic system,16 we apply IEM procedures to
study non-steady-state transport phenomena in semiconductors.
As a proof of the validity of our model, we have fitted the time-
dependent photoconductivity measurements on a ZnO microwire
using our theoretical approach. These data are divided into three
stages: (1) Pre-excitation: conductivity response in the dark to the
drop of ambient pressure due to the release of surface oxygen. (2)
Excitation: growth of conductivity under UV illumination.
(3) Recuperation: decay of conductivity after turning the UV
irradiation off. From the fits, we obtain a set of physical
parameters of the sample in agreement with the ones reported in
the literature.
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II. INVARIANT EMBEDDING METHOD (IEM)

In this section, we describe the general procedure to apply the
IEM to a carrier transport problem in a semiconductor sample.

A. Basic processes and transport coefficients for a
simple model

First, we propose a simple model for the band structure of a
semiconductor, and then, we enumerate the principal processes
that can occur as the carriers pass through the sample.

Consider an ideal semiconductor material with high crystallinity,
low charge carrier concentration, and a concentration of donors, ρ. An
external voltage is applied across the sample of length L and is simulta-
neously excited by an adequate radiation. Let us call Vo(t0), the initial
concentration of neutral defects; n0 and p0 are the initial concentration
of free electrons in the Conduction Band (CB) and holes in the
Valence Band (VB), respectively. The processes considered here are
shown in Fig. 1. For simplicity, both types of carriers have the same
drift velocity, vd . Then, we assume that the change of conductivity is
attributable only to the change in the charge carrier concentrations.

Figure 2 shows the basic paths for carriers passing through the
sample and their respective transport coefficients. The net increase
or decrease of carrier densities depends on the balance between
generation or absorption of e-h pairs and on the capture and
release of electrons by traps. Processes labeled as (3)–(7) effectively

contribute to measurable electrical current in the external circuit.
Processes (1) and (6) change the ionization rate of defects.

The interval of time that we use in our procedure as a “step
time” is the transit time, τ ¼ L

vd
. During this interval of time, the

net change of the electron and hole densities is

Δn ¼ n0 Γe þ Gλ þ Gv , (1)

Δp ¼ p0 Γ p þ Kλ, (2)

where Γe and Γ p are the electron and hole transmission coefficients,
respectively. Gλ and Kλ are the electron and hole photogeneration
coefficients, respectively, and Gv is the coefficient of electron release
by traps.

In Fig. 2, processes (1) and (2) denoted as Av and Ar , are the
electron capture and the e-h recombination coefficients, respec-
tively. On the other hand, during the transit time τ, an amount
Ar n0 of electrons will recombine with holes. The net change of
neutral vacancy concentration per time interval τ is

ΔV0 ¼ Av n0 � Gv: (3)

B. Calculus of the electron photogeneration coefficient
(Gλ) using IEM

As an illustration of the IEM, we describe in this subsection
the procedure to obtain the differential equation for the transport
coefficient, Gλ, and its solution. The rest of the coefficients can be
evaluated using the same procedure.

We recall that Gλ evaluates the increment in the electron con-
centration in a time interval τ. The typical procedure in IEM is to
take the sample thickness as the integration variable in the differen-
tial equations for probabilities. In this scheme, dGλ is the differential
increase of Gλ(L) corresponding to a differential increase of
length, dL. Photogenerated electrons that reach the end of the
sample contribute to the final electron current density. Using the
usual procedure, at the end of the sample, we add a differential
layer dL (see Fig. 3) and then proceed to evaluate Gλ(Lþ dL),

Gλ(Lþ dL) ¼ Gλ(L)(1� sdL)þ gλdL, (4)

where s is the probability of absorption of electrons and gλ is
the factor of photogeneration, both per unit length in a time
interval τ. The first term in the right side of Eq. (4) is the proba-
bility of generating an electron in the sample of size L, Gλ(L),
multiplied by the probability that it passes through the layer dL
without suffering absorption and leaving the sample at the end.
The second term is the probability that an electron photogenerated

FIG. 1. The scheme shows a simple band structure proposed for a semicon-
ductor. The processes considered in the model are: (a) electron release from a
donor impurity to CB, (b) CB electron capture by donor impurity acting as an
electron trap, (c) electron–hole (e)–(h) pair photogeneration, and (d) electron–
hole recombination. Vo(t0) indicates the initial concentration of neutral defects.
Black circles indicate electrons and white ones, holes.

FIG. 2. The scheme shows the basic paths of the carriers as passing through
the sample. Full lines indicate the trajectory of electrons, while dotted lines indi-
cate the trajectory of holes. The asterisk marks the process that contributes to
the initial current in the next step (t þ τ) (see the text).

FIG. 3. Probable paths of photogenerated electrons in a sample of length
“Lþ dL.”
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inside the layer dL leaves the sample at the end. Using Eq. (4) is
straightforward to obtain

dGλ(L)
dL

¼ sGλ(L)þ gλ, (5)

Gλ(L) ¼ gλ
s
(1� exp(�s L)): (6)

Then, Gλ(L) is used to calculate the change of carrier density
due to the electron photogeneration in each interval τ, and its units
will be (particles=cm3). Thereby, the units of factor gλ will be
particles=cm4. Here, it is necessary to clarify that although the coeffi-
cients are deduced as functions of L, it is obvious that the sample
length is not a variable. Instead, these functions depend on factors
such as g and s, which, in turn, depend on time, so the coefficients
are function of time. For simplicity, we will express the coefficients as
a function of its characteristic factors as Gλ(gλ, s).

C. Expressions for the coefficients related to
generation and absorption

Using a similar procedure as the one used to calculate the
Gλ(L) coefficient in Sec. II B, we can calculate the absorption coef-
ficients: Av and Ar , and the generation coefficients: Gv and Kλ.
The transmission coefficients will be calculated in Sec. II D.

Electron capture by impurities:

Av(s, sv) ¼ sv
sL� 1þ exp(�sL)

s2L

� �
: (7)

Electron–hole recombination:

Ar(s, sr) ¼ sr
sL� 1þ exp(�sL)

s2L

� �
: (8)

Electron release by impurities:

Gv(gv , s) ¼ gv
s
(1� exp(�sL)): (9)

Hole photogeneration:

Kλ(gλ, s p) ¼ gλ
s p

(1� exp(�s pL)), (10)

where sr and s p are the probabilities of recombination for electrons
and holes, respectively. sv is the probability of capture of electrons.
Then, s ¼ sr þ sv is the total probability of absorption of electrons.
gv is the rate at bulk trap release electrons. All these probabilities
are per unit length.

In the previous scheme, two processes were neglected, one is
that an electron is photogenerated and captured by a trap, Aλv , and
the other is that an electron released by a trap recombines with a
hole, Bvr , both cases within the time interval τ. If these processes
are appreciable, the following cross coefficients must be added:

Aλv(gλ, s, sv) ¼ gλsv
s2

(exp(�s L)þ sL� 1), (11)

Bvr(gv , s, sr) ¼ gvsr
s2

(exp(�s L)þ sL� 1): (12)

D. Transmission coefficients

Consider an initial concentration of CB electrons n0, at
time t0, that passes through a sample of volume V as previously
described. If the medium absorbs particles with a probability s per
unit length, the total number of carriers N1 ¼ n1V reaching the
end of the sample and, therefore, that contribute to the electrical
current in the next step at time t0 þ τ will be

N1 ¼ Γe n0 V ¼ n0 A
ðL
0
e�xsdx ¼ n0 A(1� e�Ls)=s, (13)

where x is the coordinate along the sample and A is the sample
cross section. We can express

Transmission coefficient for electrons

Γe(s) ¼ 1� exp(�L s)
L s

, (14)

Transmission coefficient for holes

Γ p(s p) ¼ 1� exp(�s pL)

s pL
: (15)

It is worth remarking that unlike the generation coefficients,
the transmission, absorption and cross coefficients are dimension-
less. The latter three express the fraction of the total number of
carriers that have different destinations at each step τ. The picture
described here has the advantage of great explanatory power, but
its inconvenience is that transport coefficients are not normalized
in seconds. However, this problem is solvable under the assump-
tion that there is no appreciable change in the charge concentration
during any other time interval greater than τ. Under this condition,
there is a direct linear relationship between non-normalized and
normalized probabilities per unit of time and length.

E. Electrodynamical consistency of the transport
equations

In order to ensure the electrodynamical consistency of
the equations, charge conservation and uniform carrier density
throughout the sample are necessary conditions. In this picture,
charge carrier’s density in both bands are uniform in space because
they are delivered (or extracted) with space independent rates
(g or s) in such a way that the probability of absorption or genera-
tion of carriers is the same along the sample. Carriers reaching the
end of the sample contribute to measurable current. The continu-
ous temporal changes of electrical transport parameters are repre-
sented by a quasistatic process, a succession of steady state steps
that preserve the form of electrical transport equations.

III. APPLICATION TO A REAL CASE: ZINC OXIDE
MICROWIRE

We will apply the procedure described in Sec. II to fit the
time-dependent conductivity measured in a ZnO microwire using a
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simplified band and defect structure model. We choose this mate-
rial to apply the IEM because it has persistent photoconductivity.

A. Experimental details and measurement results

The sample measured is a ZnO microwire (MW) of length
L ¼ 125 μm and diameter f ¼ 55 μm. For details of fabrication
and characterization, see Refs. 17 and 22. Ohmic electrical contacts
were made with indium soldering for conductivity measurements.
An excitation voltage of 5 V was used, and the electrical current
was measured with a resolution of 0.5 nA. Measurements were
carried out at room temperature in a standard cryostat equipped with
an optical window and a 1000W Xe lamp plus a Oriel monochroma-
tor with an estimated flux density of 10 μWcm�2 in the UV range.
The wavelength of the light used for excitation was 370 nm. Before
the measurement, the sample was kept in the dark at ambient pres-
sure for 24 h.

Figure 4 shows the result of the variation of the conductivity
with time for the three stages, where the conductivity was normal-
ized using the value, σ0 ¼ 1:75� 10�4 Ω�1 cm�1. This value was
obtained from R0 ¼ 3:0� 106 Ω, the final value of equilibrium in
vacuum and dark and an electron mobility28 μe ¼ 205 cm2=V s.
The corresponding carrier concentration is n0 ¼ 5:34� 1012 cm�3,
which is expected for a highly crystalline sample with low defect
concentration. Also, the carrier concentration will be normalized
using this value.

In the first stage, that we call the pre-excitation stage, the
vacuum pump was turned on with the sample still in the dark.
After 2:4� 104 s (�6:7 h), the sample appears to reach a stable
conductivity value. At this time, the excitation stage starts when the
UV lamp is turned on, during this stage, the conductivity grows
approximately five times. At 8:2� 103 s (�2:3 h), the UV lamp is
turned off and the recuperation stage begins. We measured the con-
ductivity for around 8:4� 104 s (�23:3 h), until it approximates
the initial value of the excitation stage.17,27

B. Model for the defect energy levels of the ZnO
microwire

In order to apply the IEM to explain and fit the behavior of
the photoconductivity of the MW, it is necessary to assume a
model for the energy level of defects present in the band structure.
Based on the literature on defects in ZnO,17,18,21,26,28 we assume
three types of defects: (i) bulk oxygen vacancies of concentration ρ,
(ii) surface oxygen vacancies of variable concentration, and (iii) a
concentration, ζ , of defects with energies closer to the VB top, that
act as hole traps18 (see Fig. 5).

In the stage of pre-excitation, the initial conductivity of the
sample is due to electrons present in the CB due to the thermal
ionization of bulk oxygen vacancies.21–26 In this stage, we observe
an increase of conductivity in the dark. Our model attributes this
change in the conductivity to the generation of surface oxygen
vacancies.19,20 Let us consider that each surface oxygen is linked to
two zinc atoms by two-electron bonding. When a surface oxygen is
released, a surface vacancy is formed with two electrons in energeti-
cally shallow levels. Then, these levels deliver electrons to the CB,
producing the change in conductivity on time. The degree of
surface oxidation falls from the equilibrium value corresponding to
ambient pressure to a new equilibrium value corresponding to the
final vacuum pressure.

In the excitation stage, the sample is irradiated with UV light,
pumping electrons from the VB to the CB, supplying charge car-
riers to both bands. In this stage, we assume that the surface was
completely deoxidized in the previous stage, so we neglect the
change of the surface oxygen concentration. A higher concentra-
tion of free electrons and holes will cause a competition between
e-h recombination and UV generation of these carriers. We will
consider e-h recombination only as a direct band to band process.
Also, we assume a negligible exciton lifetime, so the effect of excitons
in the whole process will not be taken into account. Additionally, the
UV light ionizes the hole traps, pumping electrons directly to CB
(see Fig. 5). Besides, the hole traps can be ionized by the thermal
effect, trapping a VB hole, or can be neutralized by releasing one.
Then, the effective concentration of charge carriers in both bands is
determined by the exchange of particles between both bands and
with another two reservoirs: the bulk oxygen vacancies and the hole

FIG. 4. Variation of normalized conductivity of ZnO microwire in the three
stages. The stage of excitation starts at 24 000 s and the recuperation one
starts at 32 200 s. The theoretical curve is in red, experimental one in black.

FIG. 5. Transitions considered in the stage of excitation: (a) electron release by
donor neutral levels, (b) electron capture by donor ionized levels, (c) e-h pair
generation, (d) e-h recombination, (e) hole release by acceptor ionized levels,
(f ) hole capture by acceptor neutral levels, and (g) UV ionization of acceptor
neutral levels.
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traps. Under the action of the UV light, these four reservoirs will
tend to a new dynamical equilibrium with a higher density of elec-
trons and holes in the bands and a higher rate of ionization of
defects than in the dark.

After turn off the UV light, i.e., during recuperation stage, the
transport process is dominated by the trend of the whole system to
the equilibrium state in the dark. In this way, the ionization rate of
bulk oxygen vacancies and hole traps tend to recuperate its dynam-
ical thermal equilibrium, and the recombination between electrons
and holes decreases the charge carriers density in both bands.
This process continues until VB holes disappear and CB electron
density recuperates its “thermal level.” In this model, we include
the different mobility of electrons and holes by means of an
adjustable parameter f ¼ μ p

μe
(where μ p is the VB hole mobility),

then the conductivity is calculated as σ(t) ¼ [n(t)þ f p(t)] e μe.
Finally, changes in the temperature of the sample due to the Joule
effect are neglected in all stages.

C. Fitting the data using IEM coefficients

The model established in Sec. III B provides a preliminary
explanation of the time-dependent conductivity for the three stages
at room temperature. The physical parameters such as CB electron
density n(t), VB hole density p(t), concentration of neutral and
ionized defects, and conductivity σ(t) will be calculated as a func-
tion of time by means of iterations. The fitting was designed to
adjust simultaneously all three stages using lmfit package from
Python29 with 15 parameters. For convenience, we take the iteration
step as τstep ¼ 1 s, thereby all parameters and coefficients will be
defined in seconds, under the assumption that, during the interval
τstep ¼ 1 s, the change in the carrier’s concentration is neglectable
and thereby the transport coefficient expressions are applicable.

Iterative calculations for stage of pre-excitation:
During the pre-excitation process, the normalized electron

concentration changes from the initial value ni ¼ 0:572 until the
final value n0 ¼ 1 (calculated from the data of Fig.5). We attribute
this difference to the electrons provided by surface deoxidation, then
the change of conductivity is governed by the deoxidation rate. Here,
we assume the condition p(t) ¼ 0 over this period of time.

The following expressions will be iterated, where for simplicity,
the coefficients are expressed as a function of time:

n(t þ τstep) ¼ Γe(t) n(t)þ Gs(t)þ Gv(t), (16)

So(t þ τstep) ¼ So(t)� Gs(t)� Asv(t)þ As(t) n(t)þ 2
dξ
dt

τstep, (17)

Vo(t þ τstep) ¼ Vo(t)� Gv(t)þ Av(t) n(t)þ Asv(t): (18)

In the right member of Eq. (16), we consider the transmitted
electrons [Eq. (14)] plus the electrons released by bulk traps [Eq. (9)],
and we add the electrons released by oxygen surface vacancies,

Gs(gs, s) ¼ gs
s
(1� exp(�sL)): (19)

Here, So(t) [Eq. (17)] stands for the neutral surface vacancy concen-
tration, where Asv(t) is the cross coefficient due to exchange of

electrons from surface to bulk vacancies,

Asv(gs, s, sv) ¼ gssv
s2

(exp(�s L)þ sL� 1), (20)

Here, As(t) is the electron capture by oxygen surface vacancies,

As(s, ss) ¼ ss
sL� 1þ exp(�sL)

s2L

� �
: (21)

Also, the term 2 dξ
dt τstep is the surface vacancy concentration (two per

atom) generated in the iteration step τstep. We propose the following
function of time for the surface oxygen vacancy concentration:

ξ(t) ¼ ξ0 1� c exp � t
τ1

� �
� (1� c) exp � t

τ2

� �� �
, (22)

where ξ0=0.4246. Finally, Eq. (18) for Vo(t) calculates the neutral
bulk vacancy concentration as a function of time.

The probabilities that involve the latter coefficients are
defined as

sv(t) ¼ kv (ρ� Vo(t)), (23)

ss(t) ¼ ks (2ξ(t)� So(t)), (24)

gs(t) ¼ bs(2δc � n(t))So(t), (25)

gv(t) ¼ bv(2δc � n(t))Vo(t), (26)

where sv depends on simply ionized vacancy concentration,
ρ� Vo(t) (ρ is the total oxygen vacancy density) and ss depends
on the concentration of ionized surface oxygen vacancies
2ξ(t)� So(t). As an example, the constant kv is

kv ¼
v χv n0 τstep

L
, (27)

where χv is the cross section of capture of the bulk traps and v is
the velocity of carriers. gv and gs depends on the respective con-
centration of neutral oxygen vacancies and the density of available
states in the CB: 2δc � n(t), where δc is the effective density of
electron states in the CB.

Expressions for excitation and recuperation:
In the stage of excitation, it is possible to determine the CB

electron density, n(t), the neutral bulk oxygen defect concentration,
Vo(t), the VB hole density p(t) and the ionized hole trap concentra-
tion, Vz(t). The expressions used for iteration are

p(t þ τstep) ¼ Γ p(t)p(t)þ Kλ(t)þ Kz(t)� Bλr(t)� Bvr(t)� Bμr(t),

(28)

n(t þ τstep) ¼ Γe(t)n(t)þ Gλ(t)þ Gv(t)þ Gμ(t)� Aλr(t)� Azr(t),

(29)
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Vo(tþ τstep)¼ Vo(t)�Gv(t)þAv(t)n(t)þAλv(t)� Bvr(t)þAμv(t),

(30)

Vz(t þ τstep) ¼ Vz(t)þ Gμ(t)� Kz(t)þ Bz(t)p(t)

� Azr(t)þ Bλz(t)þ Bμr(t)þ Aμv(t): (31)

The additional coefficients, besides Γ p(s p), which were previ-
ously defined in Eq. (15), are the following:

Hole capture by traps: Bz(sz , sh) ¼ sz
shL� 1þ exp(�shL)

s2hL

� �
:

Trap capture of holes photogenerated in the interval τstep:

Bλz(gλ, sh, sz) ¼ gλsz
s2h

(exp(�sh L)þ shL� 1):

Electron generation : Gj(g j, s) ¼
g j
s
(1� exp(�s L)):

Hole recombination with electrons generated in the interval τstep:

B jr(g j, s, sr) ¼ g jsr
s2h

(exp(�sh L)þ shL� 1)

Hole generation: Ki(gi, sh) ¼ gi
sh
(1� exp(�shL)

Electron recombination with holes generated in the interval τstep:

Air(gi, sh, s p) ¼
gis p
s2h

(exp(�sh L)þ shL� 1):

Vacancy capture of electrons generated in the interval τstep:

Akv(gk, s, sv) ¼ gksv
s2h

(exp(�sh L)þ shL� 1),

with j ¼ λ, v, μ, i ¼ λ, z, and k ¼ λ, μ, where λ refers to electrons
and holes photogenerated, v to electrons released by oxygen vacan-
cies, μ by hole trap photoionization, and z refers to holes thermi-
cally released by traps.

The corresponding probabilities for the coefficients are

s p(t) ¼ κn(t), (32)

sr(t) ¼ κ p(t), (33)

sz(t) ¼ kz (ζ � Vz(t)), (34)

gv(t) ¼ bv(2δc � n(t))Vo(t), (35)

gz(t) ¼ bz(2δv � p(t))Vz(t), (36)

gλ(t) ¼ λ(2δc � n(t))(2δv � p(t)), (37)

gμ(t) ¼ bμ(2δc � n(t))(ζ � Vz(t)): (38)

with sh ¼ s p þ sz and s ¼ sr þ sv . Here, sz is the probability per
unit length of hole capture by a trap that depends on ζ � Vz(t)

(neutral trap concentration). gλ, gμ, and gz are the rates per unit
length of generation of hole-electron pairs, trap ionization, and
hole release by neutral traps, respectively. Figure 4 shows the
result of the fitting of the experimental values of the normalized
conductivity for the three stages. Table I shows the values of the
fitted parameters.

D. Characteristic parameters obtained from the
fitted values

The procedure presented in this work serves for the determina-
tion of characteristic transport parameters of a particular material.
In this case, some of the fitted parameters converted to the values
with their corresponding units are shown below:

• Oxygen vacancy concentration: ρ ¼ 7:62� 1013 cm�3:
• Neutral oxygen vacancy density (thermal value at room tempera-
ture and vacuum): Vo(t0) ¼ 7:1� 1013 cm�3:

• Hole trap defect concentration: ζ ¼ 4:88� 1012 cm�3:
• Effective energy state density in the CB: δc ¼ 5:28� 1013 cm�3:
• Effective energy state density in the VB: δv ¼ 7:95� 1013 cm�3:
• Surface oxygen vacancy density corresponding to the maximum
oxidation: ξ0 ¼ 2:267� 1014 cm�2:

Using these values, it is possible to obtain parameters related to the
efficiency of the traps,

• Recombination cross section for electrons: χe ¼ 5:67� 10�25 cm2.
• Recombination cross section for holes: χ p ¼ 8:7� 10�25 cm2.
• Vacancy capture cross section for electrons: χv ¼ 1:29� 10�24 cm2.
• Trap capture cross section for holes: χz ¼ 6:29� 10�24 cm2.
• Hole mobility: μ p ¼ 0:127μe.

In relation to bulk oxygen vacancies, we have considered a unique
level (1st level of oxygen vacancies), whose energy is about 0.88 eV
below the CB minimum.23 Considering this energy level and the
value Vo=ρ ¼ 0:93 obtained in the present work, it is possible to

estimate the Fermi level using f (Ed) ¼ Vo
ρ ¼ 1þ g exp Ed�E f

kb T

� ��1

TABLE I. The 15 fitted parameters.

c = 0.213
τ1 = 2326.8 s Deoxidation function constants
τ2 = 29 623 s
ρ = 14.29 Normalized density of oxygen vacancies
ζ = 0.913 Normalized density of hole traps
Kv = 1.296 Unitary probability of electron capture by a bulk

oxygen vacancy
Kz = 4.08 Unitary probability of hole capture by a trap
λ = 1.54 × 104 Photocarrier generation efficiency
bz = 8.86 × 104 Hole trap ionization efficiency
bμ = 4.7 × 106 Bulk oxygen vacancy ionization efficiency
bs = 3.67 × 108 Surface oxygen vacancy ionization efficiency
f = 0.127 Electron–hole mobility relation
κ = 0.57 Unitary probability of electron–hole recombination
δc = 19.79 Effective normalized density of BC electron states
δv = 26.77 Effective normalized density of BV electron states
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with g ¼ 1=2 for ZnO30 at room temperature. Our calculation pre-
dicts a value for E f of 0:93 eV, below the CB minimum.

The results obtained in this work are strongly dependent on the
value used for electron mobility. This value determines the density of
carriers and, therefore, the remaining parameters. However, the esti-
mated concentration of defects (oxygen vacancies and hole traps) is
consistent with the initial hypothesis of high crystallinity and low
density of charge carriers for the ZnO MW. In the case of capture
cross sections, the values found in the literature vary up to 12 orders
of magnitude. Such dispersion is indicative of the approximate and
indirect nature of the methods used to determine this parameter.
The values obtained in this work are halfway within the range
covered by previous estimates.31,32

The parameters related to the generation of photoelectrons
will be subject to further analysis in the future work.

E. Population of bands and concentration of
ionized traps

Figure 6 shows the temporal variation of hole and electron
concentration at the three stages. The CB electron concentration,
corresponding to thermal equilibrium, at room temperature and
vacuum pressure, is indicated by the horizontal line. During the
process of recuperation, the CB electron concentration asymptoti-
cally tends to n0 ¼ 1, while the VB hole concentration, which is
considered negligible in the first stage, falls asymptotically to zero.
Also, we can evaluate the rate of vacancy ionization or the concen-
tration of neutral vacancies during the different stages. Figure 7
shows the variation of neutral vacancy concentration Vo(t)� Vo(to)
and the variation of ionized hole trap concentration, Vz(t) for the
whole process. The reference value corresponding to thermal equi-
librium concentration is marked by the horizontal line. When UV
light is turned on, the concentration of neutral vacancies and

electrons in the CB grow above their thermal level. When UV light
is turned off, the e-h generation stops but the concentration of elec-
trons in CB falls off slowly since the neutral vacancies start to
release electrons slowly to the CB to reach their thermal level con-
centration. On the other hand, UV excitation causes the ionization
of the defects that act as hole traps, capturing holes. Both phenom-
ena retain charge carriers from both bands, and when excitation
ceases, they release the charge carriers with their characteristic time
delaying the e-h recombination.

IV. DISCUSSION ABOUT THE SCOPE OF THE METHOD

Calculations based on our method can be used to refine the
band and defect structure of a particular material and to estimate
important transport parameters. Kim et al.15 also make use of IEM
to describe the transport coefficients of waves in one-dimensional
random dielectric media considering the possibility of absorption
or amplification. They obtain numerically results solving a large
number of coupled algebraic equations (3720 equations for wave
transport). Also, they argued that the method is applicable to the
electron transport problem in disordered quasi-one-dimensional
solids. However, the several processes of photogeneration, recombi-
nation, electron and hole capture and release by impurities, described
in this work, are hard to take into account considering Kim’s proce-
dure. On the other hand, the standard method for obtaining infor-
mation on photoconductivity curves is the adjustment that uses sum
of time-dependent exponentials. This method is purely phenomeno-
logical and, therefore, the microscopic causes of the measured
changes remain veiled, which hinders the physical interpretation of
the transport processes and the characterization of the material.
A limitation of our method is that the equations of the transport
coefficients are valid as long as the carrier concentration does not
change appreciably during the time interval used as an iteration step.
In the present work, we have applied the equations to a sample
whose conductivity changes a maximum of 5 times. Also, it was

FIG. 6. Variation of carrier concentration. CB electron normalized concentration
in black and VB hole normalized concentration in red.

FIG. 7. Variation of ionized hole traps Vz(t) and neutral vacancy Vo(t) densities.
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assumed that the temperature of the sample is constant during the
experiment, considering that the Joule effect is negligible. However, if
the Joule effect were not negligible, this variation can be included in
the equations.

V. CONCLUSIONS

In this work, we propose a method to describe the macroscopic
nonsteady transport of particles through a material as a transmission
problem. We use the Invariant Embedding Method to obtain a set of
analytical expressions for the coefficients of transmission, generation,
and absorption of particles. We apply this method to evaluate the
electrical transport on a ZnO microwire with persistent photocon-
ductivity. From a proposed energy band scheme for the microwire,
we successfully fitted the time variation of the conductivity of the
three stages: pre-excitation, excitation, and recuperation. This
allowed us to obtain 15 parameters related to deoxidation of the
surface; concentration of neutral and ionized traps; capture proba-
bilities of the traps; photocarrier generation efficiency; ionization
efficiency of different defects; electron–hole mobility relation; the
probability of e-h recombination, and density of states at BC and
VB. Using these parameters, we can obtain the recombination
cross section of electrons and holes and capture cross sections of
defects for electrons and holes. Also, this method allowed us to
evaluate the time variation of the concentration of carriers in the
bands and the variation of the concentration of neutral and
ionized defects. All these make the proposed procedure a useful
tool for verifying semiconductor band structure models and for
characterizing a material from nonsteady electrical transport
measurements.
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