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Cubic monoatomic nanoframes of Ag, Au, and Pt were modeled in terms of their evolution with temper-
ature. Using an approximate quantum method for the energetics, Monte Carlo atomistic simulations were
performed to determine the critical temperatures at which the nanoframe evolves from its original shape
to either a cluster of nanoparticles after all sides of the frame are broken, or to a large cluster after
collapsing onto its own internal void. The mechanisms by which these two behaviors take place are dis-
cussed within the framework of a simple rule which determines the relationship between the structural
factors (side and width) that characterize the transition from one to the other.

� 2014 Elsevier B.V. All rights reserved.
1. Introduction

Considerable research efforts are being made in the develop-
ment of nanoparticles with hollow interiors and specific external
structure (both in shape and composition) [1–5]. Their physical
and optical properties seem to be a consequence of such particular
atomic distributions [6], leading to remarkable catalytic properties
[7–9] and a wide range of possible applications in the medical field
[10]. Such is the case for gold nanocages which, due to their
biocompatibility, have been the subject of numerous studies for
their application in photothermal therapy, cancer cell imaging,
and radiotherapy [11–16].

Hollow nanostructures of noble metals have been effectively
prepared through the galvanic replacement reaction developed
by Sun and Xia [17]. Special efforts were made to determine means
to meet desired requirements in terms of their shape and size, as
well as porosity, resulting in specific optical properties. The most
successful approach is to prepare Ag nanostructures with the
desired size and shape as a template, and then replace the Ag
atoms with a less reactive metal such Au, Pd, or Pt [18–22]. The
Ag templates can be easily synthesized by reducing AgNO3 with
ethylene glycol in the presence of poly(vinylpyrrolidone) which
serves as a protective coating for the metallic nanocubes. The reac-
tants proportions, reaction times and temperature in this so called
polyol method [17], are crucial to control the size of the Ag nano-
structures formed, ranging from 20 nm to 250 nm [22]. For exam-
ple, Lu et al. [18] fabricated Au nanocages with controlled wall
thickness and porosity by dealloying Ag/Au nanocubes with
Fe(NO3)3 or NH4OH. Recently, preparation of Pt and Pd nanocages
with outstanding electrocatalytic activities has been reported by
Wu and co-workers, achieving size and shape control by modifying
the sizes of Ag nanocube templates and their reaction tempera-
tures [23].

Thermal behavior of nanoframes is important not only from the
point of view of synthesis, but also for application purposes. In
drug delivery applications, drugs hold and release is regulated
through light-induced temperature changes [24]. The interaction
of light with the nanocages results in an increase in temperature
as absorbed photons induce vibrations in the lattice, and therefore
changing their overall structure [25,26]. Chen et al. demonstrated
that exposing Au nanocages to a flash camera can increase the local
temperature beyond their melting point, transforming the nano-
cages into almost spherical nanoparticles [25]. Due to the interest
in biomedical processes, it is necessary to avoid reaching the melt-
ing point of the metallic nanocages, and instead restrict the local
increase in temperature to the point where only targeted cancer
cells are affected. Such photothermal therapy could constitute a
novel treatment for cancer, as an alternative to the much more
aggressive traditional chemotherapy.

The catalytic efficiency of noble metals nanostructures is
strongly dependent on the size and composition of the nanocage.
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Such correlation was the subject of the work by Mahmoud et al.
[27]. In their work, it was found that the catalysis takes place in
the nanocage cavity, effectively acting as a nanoreactor. In addi-
tion, the study by Zhang et al. on the catalyzed oxidation of CO
in excess hydrogen shows an increase in catalytic efficiency for
smaller nanocages, which are expected to be more fragile than big-
ger ones [28]. Many catalyzed reactions are carried out at relatively
high temperatures, suggesting that the thermal stability of nano-
cages is an important feature to take into account.

However, while there is some agreement on how to develop
nanostructures with specific characteristics (size, thickness, com-
position, etc.), most of the current knowledge is based mostly on
experimental evidence [1–28]. The general lack of basic informa-
tion on the properties of such structures, even ideal ones, could
limit their applicability, as few features, either desirable or not,
can be controlled during the formation process. Relevant theoreti-
cal and modeling work has been done on structures that are related
to those described in this article [29–36]. Atomistic simulations of
nanotubes and spheres [30,31] and nanocages [32,33] have shown
how their mechanical and structural properties are dependent on
their size, shape and wall thickness. The effect of increasing tem-
perature on the nanostructures properties and atomic distribution
was studied mainly through molecular dynamics simulations
[30–36]. In most cases, the temperatures at which the structure
collapses were found to be lower than the melting temperature
of the corresponding bulk material. This paper aims at adding to
the current body of work by addressing these basic issues for the
specific case of cubic nanoframes, providing some fundamental
hints on what to avoid and what to look for in the process of nano-
frame formation, in terms of their stability as a function of temper-
ature and original dimensions [30,31].

Therefore, a systematic study of several monoatomic nano-
frames based on atomistic simulations was performed, where
atomic interactions were modeled by means of the Bozzolo–Ferr-
ante–Smith (BFS) method for alloys [37,38]. This approach has
been successfully implemented for a number of cases dealing with
nanoparticles, as well as nanoscale properties in alloy systems with
several elements [39–44], raising the necessary confidence for the
current application to nanocages. Previous studies include the mul-
tiphase nanostructure formation in a 5-element Ni–Al–Ti–Cr–Cu
alloy [39] as well as surface alloying and the nanoscale formation
Co–Cu surface patterns on a Cu(111) surface [40]. In a recent study
[41], the method was used to simulate the diffusion-driven carbon
nanotube growth and their structural stability. In agreement with
experiment, the study highlights the relevance of the order of
deposition of a binary catalyst layer, thus showing that the BFS-
based methodology constitutes an appropriate tool for studying
catalyst particles and their relevance in the growth of carbon nano-
tubes. A study by Negreiros Ribeiro et al. [42] focused on the for-
mation of Ag–Au nanoparticles, using the method for studying
the formation process, and shedding light on the competing pro-
cesses resulting in a specific final shape, size, and structure. They
also showed how the relative relevance of each process depends
on the participating elements and their relative proportions,
obtaining as a result an excellent agreement with experiment.
Other BFS-based studies include ordering and segregation proper-
ties in Fe–Pt nanoparticles [43] and the formation of nanowires on
stepped surfaces [44].

As demonstrated in Refs. [29–36], similar detailed modeling of
hollow nanostructures may be performed with other theoretical
and numerical approaches. However, their reliance on a limited
number of available potentials and/or parameters, limits their
application to multicomponent systems with two or more arbi-
trary elements, a limitation which, as discussed above, makes their
analysis with other techniques less feasible as the complexity of
the system increases, but that may be easily avoided by using
the BFS method. Based on this extensive background, it can be
assumed that the BFS method is an appropriate technique for the
study and development of nanostructures with specific character-
istics. For the particular case of nanoframes, the method may prove
to be useful for obtaining basic information on their formation pro-
cess and thermal stability.

Although the simple structures described in this paper may be
readily described by alternative techniques, the intention to extend
this work to more complex systems warrants, from the beginning,
the use of BFS, due to its lack of limitations on the number and type
of elements [29–36].
2. Methodology

The BFS method [37,38] is a physically sound and computation-
ally efficient technique for addressing issues that usually fall
outside the realm of other modeling techniques, such as multicom-
ponent systems and structures with low symmetry [39–44]. Its
simplicity is mainly due to the underlying concept that individual
atoms contribute to the total energy of the system separately. Fur-
ther simplification is achieved by splitting the energy contribution
of each individual atom into two unrelated components describing
structural and chemical features, respectively. These two compo-
nents are then linked by a coupling function in order to restore
the equivalency between the modeled process and the actual pro-
cess of alloy formation. As a result, the net contribution of each
individual atom i to the total energy of formation can be written as
ei ¼ eS
i þ gi eC

i � eC0
i

� �
ð1Þ

The computation of the strain energy contribution, eS
i , which

accounts solely for structural effects, is done with Equivalent Crys-
tal Theory [45], which relies on three single-element properties:
the cohesive energy (Ec), the equilibrium lattice parameter (a),
and the bulk modulus (B0). The chemical energy contribution, eC

i ,
describes the effects of mixed composition, and it is treated as a
defect in an otherwise monoatomic crystal. As it deals with pairs
of atoms of different species, it relies on two parameters (perturba-
tion on the otherwise monoatomic equilibrium electron density),
DAB and DBA, which describe changes in the electron density
between them due to the different chemical species. To avoid the
introduction of structural effects in the chemical energy term, a
reference chemical energy, eC0

i , is included. Both terms, strain and
chemical energies, are finally linked by a coupling function, gi, so
that the appropriate volume dependence and the resulting weight
of the chemical contribution is taken into account. The single-
element parameters may be obtained from theory as well as from
experiment. The chemical interaction parameters, however, can
only be determined by means of first-principles calculations. For
this work, all parameters (including the single-element parame-
ters) were computed using the Linearized Augmented Plane Wave
method [46]. This was done by computing the zero temperature
equation of state for each one of the individual pure solids (for
the determination of the cohesive energy, lattice parameter, and
bulk modulus), and by computing the energy of formation of fcc-
based Ag–Au, Ag–Pt and Au–Pt bulk alloys as a function of volume
(for the determination of the interaction parameters, even though
they are not needed for this work). It should be noted, however,
that in the initial phase of this study of nanocages, only the sin-
gle-element parameters are needed, as all nanocages are mono-
atomic. As a result, the chemical component of the total energy
is zero, making the total energy of the system equal to the strain
energy component. Details on the BFS method, the calculation,
meaning, and role of each parameter, and the general procedure
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for implementing the method to specific applications, can be found
in previous BFS studies of multicomponent and nanoscale systems
[39–44].

In all cases, the simulations started at T = 0 K with a rigid mono-
atomic cubic nanoframe with N atoms on each side, varying the
width W, where W is defined as the number of parallel planes of
a fcc lattice, as shown in Fig. 1. Given the chosen (100) orientation
of the cells, W = 1 corresponds to a side width of half a lattice
parameter, while W = N would then describe a bulk solid cube.
Being that the lowest surface energy orientation for fcc surfaces
is (111), choosing the (100) plane as a cutoff plane ensures that
all surface sites are energetically high, thus ensuring visible reac-
commodation of all surface atoms. The initial lattice parameters
were 0.4086 nm for Ag, 0.4068 nm for Au and 0.392 nm for Pt.

Each cell was then subjected to a simulation cycle of steadily
increasing temperatures up to approximately the melting temper-
ature (Tm) of the bulk crystal, from T = 0 to T = 1400 K (for Ag and
Au, with Tm = 1235 K and 1337 K, respectively) and up to
T = 1900 K (for Pt, with Tm = 2045 K). At each temperature cycle,
the lowest total energy state was then taken as the initial state
for the next temperature cycle. The cell, forced to retain the fcc
symmetry, was allowed to breathe (i.e., isotropic compression or
expansion) until the optimum (uniform) lattice parameter was
determined.

Two simulation algorithms were used in each case, as in previ-
ous applications of BFS to other systems [39–44,47,48]. The first is
the traditional Monte Carlo–Metropolis method, heretofore
referred to as MCAS, as in Ref. [47], where all possible exchanges
between atomic sites are considered. Whether they are accepted
or not, depends on a probabilistic factor e�

DE
kT , where DE is the

change in energy before and after the exchange. The atomic distri-
bution obtained at the end of each temperature step is consistent
with results that would be obtained with infinite annealing time,
as all types of atomic exchanges are considered. This approach
yields accurate results in terms of what the lowest energy state
is, but inaccurate in terms of comparison with experiment. It is
appropriate, however, to describe the underlying trends of the sys-
tem in the sense of what final distribution is most likely for a given
atomic configuration.

For the purpose of this work, where simulations are only meant
to illustrate and expand on the results obtained from the spectral
analysis, it is convenient to introduce an alternative approach to
aid in the understanding and interpretation of some features that
characterize the results of the standard Monte Carlo–Metropolis
procedure. While traditionally used for the determination of
ground state properties, the MCAS approach does not necessarily
provide the best means for comparison with experiment, due to
Fig. 1. Sketch of the computational cell for N = 8 and W = 3.
its unrealistic treatment of atomic interdiffusion. The unlimited
range of the atomic exchanges allows for ordering at very high
temperatures, thus proving highly inefficient for a proper analysis
of order–disorder transitions or any other structural change.

These limitations can be avoided, within the framework of an
approximate variation of the standard Monte Carlo–Metropolis
algorithm, solely designed to focus on the modeling of the low
temperature behavior of individual atoms. A second simulation
approach is therefore implemented, particularly designed to avoid
these limitations. In this algorithm, which we denote BANN [47],
we limit the range of atomic exchanges to pairs of atoms located
at nearest-neighbor sites (NN). Moreover, we modify the probabil-
ity criterion by defining it in terms of the ratio between the energy
necessary for the exchange, DE, and the available thermal energy.

In this approach, the actual ground state of the system is not
necessarily reached, as different atoms could eventually get
‘trapped’ at low temperatures, thus unable to reach their true equi-
librium positions. Together, MCAS and BANN simulations supple-
ment each other, providing insight not only on the nature of the
thermodynamic ground state (MCAS) but also on the most likely
features observed experimentally (BANN). We stress, however,
that the BANN approach does not rely on a rigorous statistical
mechanics foundation as MCAS does. It is, at best, a simple but
approximate way to model the evolution of the system and there-
fore illustrate the consequences of the basic features of the energy
spectrum that is obtained from the analytical calculations (i.e.,
small energy gaps between the low-lying energy levels). Besides
the obvious benefit of visualizing the resulting atomic distribution,
the results of either type of simulation, MCAS or BANN, provide
useful information regarding the distribution of bonds in the final
state.
3. Results and discussion

The BFS method was applied to the study of monoatomic cubic
nanoframes of Ag, Au, and Pt. Being all monoatomic systems, the
only relevant quantity is then the strain energy. As a representative
example, Fig. 2 shows the BANN results for the evolution of the
strain (total) energy with temperature for the N = 10 case and for
several values or W, for pure Ag nanoframes. At low temperatures
(generally below room temperature) all curves are relatively flat.
Any fluctuations present in that temperature range are due to a
very small number of atoms that migrate along the surface to high
surface energy points, such as the corners of the cell, where atoms
with the lowest coordination are located. This process of surface
diffusion kicks off in earnest as the temperature increases, trigger-
ing changes in the shape of the nanoframe for temperatures ever
closer to room temperature, as the width W increases.

In what follows, the example N = 10 (Ag) is again used as a ref-
erence for the discussion. It is reasonable to expect a distinction in
the evolution of the nanoframes for cases with small or large val-
ues of W, for a given value of N. For small values of W, most atoms
on the sides are surface atoms. Their migration should be favored
with increasing temperature, leading to diffusion to the corners,
which in turn would rearrange themselves in order to alleviate
the high energy corner and edge sites, inducing the formation of
small patches of low surface energy (111) planes. As a result, the
sides would debilitate and tend to break and the corners would
adopt a more bulk-like nature, with enough faceting so as to
resemble small individual nanoclusters.

For W = 2, the breakdown of the sides is nearly complete by
T = 800 K. For higher temperatures, any reduction in energy is
due to faceting in the corners which have now partitioned into
individual nanoclusters. Due to the small size of these clusters
(392 atoms), it is reasonable to expect the melting temperature



Fig. 2. Total energy (in eV) as a function of temperature for Ag nanoframes with
width W.
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of these structures to be much lower than that of the bulk material.
Here, the terms ‘‘melting temperature’’ are used in a very approx-
imate way, representing the temperature at which the energy of
the solid rises due to disorder leading to the evaporation of some
atoms. That is the case for W = 2, where the reduction in energy
suddenly ends at T = 1100 K, once evaporation starts. Some
differences are already apparent for W = 3, due to the fact that
the surface to volume ratio in the sides (as well as in the corners)
of the nanoframe decreases rapidly as the thickness of the sides
increases. A minor decrease in energy is already apparent below
room temperature, due to minor deformation of the corners and
weakening of the sides. This process accelerates for 600 K < T
< 900 K for BANN simulations, which could be taken as a good
indication of what is to be expected experimentally. No sides are
actually broken until T = 900 K, but numerous atoms migrate to
the corners, inducing faceting. Evaporation is again present, but
at a slightly higher temperature than in the W = 2 case, indicating
the growing size (808 atoms) and stability of the now isolated cor-
ner clusters. The W = 4 case (1312 atoms) hints at changes in
behavior due to the increasing thickness of the sides. While the
processes (i.e., deformation of the corners, weakening of the sides)
are essentially similar, they occur at higher temperatures than in
the W = 3 case. Breakdown of the sides starts now at T = 1000 K.
Once it starts, the consolidation of the corner clusters is quick
and complete, with a rapid evolution towards perfectly faceted
nanoclusters.

The case W = 5 (1848 atoms) is the first for which the sides
remain whole for all temperatures in spite of an overall decrease
in width and increased deformation at the center of the sides. By
T = 900 K, the nanostructure adopts its final form, with largely
faceted corners and weak (narrow) sides. Evaporation takes over
above T = 1000 K. The case W = 6 (2376 atoms) shows reinforce-
ment of the evolution seen in the W = 5 case, but diffusion along
the smaller internal surface of the structure leads to slower
debilitation of the sides, with the overall nanoframe behaving
more collectively, as a single unit. For this width, the difference
between corner and side sites is blurred, so no particular region
of the cell provides an energetically distinct advantage.

By W = 7 (2840 atoms), the transition to a different type of
regime is clear. In this case, the internal void is very small, and
while the characteristic temperatures remain nearly the same as
in previous cases (i.e., below room temperature for the onset of
deformation and T = 900 K for the onset of evaporation), the pro-
cess now favors the filling of the internal gap and the formation
of a compact single nanoparticle, with no remnants of the sides
or any other feature characterizing the initial nanoframe. Similar
conclusions can be drawn for the W = 8 (3200 atoms) and W = 9
(3400 atoms) cases, where the formation of a single nanocluster
is the immediate result of any atomic migration triggered by the
rising temperature. Due to the smaller surface to volume ratio
for the single cluster, the lattice parameter tends to be larger than
that of the smaller clusters that originate from the corner sites in
smaller nanoframes.

Summarizing, all nanoframes in this example follow the same
path: (1) stability below room temperature, (2) onset of surface
diffusion towards the high surface energy sites at or below room
temperature, (3) ensuing deformation of the sides with bulking
and faceting of the corners, (4) breakdown of the sides and transi-
tion to smaller clusters (for W < 6) or collective faceting and nucle-
ation of a bigger nanoparticle (for W > 6) at T = 900 K, and (5)
evaporation for temperatures lower than the melting temperature
of the bulk material.

Simulations using the MCAS algorithm yield similar behavior in
terms of trends, but quite different in terms of the temperature at
which each process starts or ends, as it is to be expected due to the
unrestricted diffusion implicit in the algorithm. It is, however, a
good depiction of what the cell would look like should the
exchange process have no such constraint. It could be said that
while BANN depicts what all atoms tend to do in an experimental
situation, MCAS gives a clearer picture of how atoms behave if they
are free of any restriction. To illustrate this point, Fig. 3 shows
some intermediate stages of the MCAS simulation results for Ag
nanoframes with W = 3 and 7 cases for N = 10, and the W = 13
and 8 cases for N = 20, highlighting the effect of the processes
described above.

Not surprisingly, the results for Au nanoframes are generally
similar to those found for Ag. The main difference is a slightly
higher resistance to all of the processes present in the Ag case, with
slightly higher temperatures for the onset of the characteristic low
temperature processes (migration, faceting, thinner sides for small
W, clustering for large W), and a clear transition from between
regimes (breakdown into several clusters against coalescence into
a single nanoparticle) for W > 6. To a certain extent, it can be said
that this type of differences are somewhat proportional to the
small gap in the values of the melting temperature for the corre-
sponding solids.

Much more noticeable differences can be seen in the case of Pt
nanoframes. All initial structures remain practically unchanged up
to high temperatures (T � 900 K), with little or any hint of any of
the processes detailed above for the Ag case, found also in the Au
case. This is more remarkable in frames with high W, which remain
stable up to T = 1600 K. The critical width (W = 6) observed in Ag
and Au nanoframes is not present in the Pt case. It is only in MCAS
simulations that the underlying trend can be seen: high W nano-
frames, with negligible changes in shape, tend to form a single
nanoparticle with many vacancies, indicating that the low surface
energy of these clusters offsets the tendency to coalesce into a solid
cluster. It can be concluded that the only relevant differences
between Ag, Au, and Pt are the temperatures for which each behav-
ior is observed. This is illustrated in Fig. 4, where MCAS and BANN
results for N = 10 and W = 7 for Ag, Au, and Pt are shown. The MCAS



Fig. 3. Intermediate states of the MCAS computational Ag cell for (left column) N = 10 and W = 3, (center column) N = 10 and W = 7, (center column) N = 20 and W = 8 and
(right column) N = 20, W = 13, for (top row) T = 0 K, (center row) T = 300 K, and (bottom row) T = 1400 K.

Fig. 4. Total energy (in eV) as a function of temperature for Ag, Au, and Pt
nanoframes with N = 10 and W = 7, as obtained from MCAS and BANN simulations.
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results (open symbols), due to what can be understood as infinite
diffusion, settle rapidly into their final state, while the correspond-
ing BANN results highlight the process of atomic migration with
increasing temperature, as the nanocage evolves from its initial
to final form. Similar features to the BANN curves shown in Fig. 2
can be seen, although the differences between Ag, Au, and Pt are
now apparent.

As discussed above, the results of the simulations reveal two
distinct behaviors depending on their original shape and size.
Nanoframes with thin sides (W� N) tend to break into smaller
clusters generated from the migration of side atoms to the corners,
while those with thicker sides tend to coalesce and form a large
particle. Clearly, the surface to volume ratio is higher for the cor-
ners than for the sides, especially for small values of W, triggering
a migration of side atoms to the corners, which are more bulk-like.
Conversely, for large values of W, the sides become shorter (and
stronger) and the internal void much smaller, reversing the trend
and leading the particle to behave as a porous bulk structure.

In spite of the complexity of this problem, simple guidelines for
the description of the observed features can be obtained by simply
counting the number of side and corner atoms for different values
of N (number of atoms from corner to corner) and the side width
W. Doing so yields a simple expression for the number of corner
atoms, nc, as an increasing function of W, given by

nc ¼ 4 W3 þ n0

� �
ð2Þ

where n0 = 0 or 1 for even or odd values of W, respectively. How-
ever, the corresponding expression for the number of side atoms,
nS, given by

nS ¼ 6W2ð2N � 1Þ � 12W3 þ d ð3Þ

where d = 0 when W is even and d = �6 when W is odd, exhibits a
single maximum for even or odd values of W when

Wmax ¼
2N � 1

3
ð4Þ

This indicates the existence of a critical value of W (for a given
N) for which the number of side atoms has a maximum: below this
value, side atoms outnumber corner atoms, while the opposite is
true beyond the maximum. This, manifested in the behavior of
the total energy shown in Fig. 2, is valid as well for Au and Pt
although, as mentioned above, such processes occur at different
temperatures for all three elements. This simple rule predicts a
critical value for W between 6 and 7 for the N = 10 case which is
clearly supported by the results of the simulations. Fig. 3 illustrates
this behavior. The two cases shown for N = 10 correspond to



Fig. 5. Total energy (in eV) as a function of width (W) for different values of the temperature T (in K) for Ag. (a) 0 6 T 6 100, (b) 100 6 T 6 300, and (c) 300 6 T 6 900.
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widths below and above the critical value predicted by Wmax. In the
W = 3 case, the sides eventually disappear forming bulk-like
nanoclusters from the remnants of the corners, while the W = 7
case shows the implosion that characterizes the high W cases.
The last column shows the evolution of the nanoframe (for
N = 20, 22,984 atoms) for the exact Wmax value. In this case, both
trends are present, manifested by a slight deformation of the sides
and an overall tendency towards implosion.

These two regimes can also be seen in the evolution of the total
energy (see Fig. 2). However, clearer features emerge when plot-
ting the total energy as a function of width, E(W), for different tem-
peratures, as shown in Fig. 5. As Fig. 2 shows, not much happens
below room temperature. This is reflected in Fig. 5a, which shows
nearly identical curves for all values of T between 0 and 100 K. The
only distinctive feature is that all curves display a maximum
slightly to the right of W = 6. Minor changes can be seen in the
range 100 6 T 6 300 K (Fig. 5b), illustrating the different values
for which the total energy decreases in Fig. 2. Not surprisingly,
the only noticeable changes are in nanoframes with small values
of W, representing the fact that in these cases there is a rapid deg-
radation of the sides of the frame.

Above room temperature, major changes take place, as can also
be seen in Fig. 5c. The single maximum for E(W) for T < 300 K per-
sists at higher temperatures, but the curves deform to either side of
this maximum showing the formation of a shallow minimum for
lower widths, and a much deeper one for higher widths. This could
be interpreted as a measure of the stability of the two different
behaviors/trends seen in Fig. 3. For low W, once the frame disinte-
grates, several clusters are generated but they are still unstable,
due to the slow process of faceting and reconstruction of the
resulting nanoclusters. For high W, a single nanocluster forms
which, due to its smaller surface to volume ratio, stabilizes more
rapidly. The values of W around the critical value continue to
exhibit an energy barrier between these two regimes. Fig. 5c also
reaffirms the concept that the critical range of temperatures
(almost independently of width) for the transition from the explo-
sive (several small clusters) to implosive (one large cluster) regime
is in the range T = 700–800 K, which could be considered as an
approximate value for the ‘melting temperature’ of Ag nanoframes.
A similar range is valid for Au nanoframes, and a much higher tem-
perature range (1100–1200 K) for Pt can be also taken as approxi-
mate values for such transition.

4. Conclusions

A modeling approach, using Monte Carlo–Metropolis simula-
tions and the BFS method for the energetics for the study of the
behavior of nanoframes, shows potential for providing information
on this type of structures and establish general guidelines on their
evolution with temperature and their structural properties. The
results of the simulations reveal two distinct behaviors: nano-
frames with thin sides (W� N) tend to break into smaller clusters
generated from the migration of side atoms to the corners, while
those with thicker sides tend to collapse onto their own internal
void and form a large particle. The critical value of the width, W,
at which the transition between regimes occurs can be calculated
through a simple counting rule that relates the values of W and
N with the critical width, Wmax, via a simple expression valid for
any atomic species. The onset of evaporation and the subsequent
increase in energy is in the range of T = 700–800 K for Ag and Au
nanoframes and much higher (1100–1200 K) for Pt, substantially
lower than the known bulk values for the melting temperature.

However, in spite of the useful information that can be
extracted from this initial modeling attempt, most nanoframes
developed experimentally can hardly be considered monoatomic,
and in this sense it is important to point out that proper doping
of otherwise pure frames with other elements could strongly affect
the final evolution with temperature and its structural properties,
as outlined in this paper. A downselection of possible combinations
done by means of the present modeling technique has the
potential of providing the necessary information (in terms of
composition and concentration) needed to achieve the desired
nanoframe with well-defined properties. Therefore, future work
will concentrate on binary nanoframes [22] and while generally
the same behavior could be expected, the interaction between
different atomic species should introduce changes that arise from
segregation or ordering trends.
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