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Abstract

This chapter reviews the application of classical and quantum-mechanical

atomistic simulation tools used in the investigation of several relevant issues

in nitric oxide reactivity with globins and presents different simulation strate-

gies based on classical force fields: standard molecular dynamics, essential

dynamics, umbrella sampling, multiple steering molecular dynamics, and a

novel technique for exploring the protein energy landscape. It also presents

hybrid quantum-classical schemes as a tool to obtain relevant information

regarding binding energies and chemical reactivity of globins. As illustrative

examples, investigations of the structural flexibility, ligand migration profiles,

oxygen affinity, and reactivity toward nitric oxide of truncated hemoglobin N of

Mycobacterium tuberculosis are presented.
1. Introduction

Computational techniques for modeling large biological molecules
have emerged during the last decades as important tools to complement
experimental information. The in silico-generated models and the informa-
tion obtained by these studies are essential to complement the structural,
energetic, and kinetic data of biological systems obtained through experi-
mental methods and to shed light onto the relationships between structure
and function. Computer simulations also afford a systematic and economical
tool to analyze the dependence of the property of interest not only on the
static structure (e.g., amino acid sequence), but also on dynamic behavior.
Moreover, because of the increase in computer power and the accuracy of
the models, in silico experiments are valuable to propose new hypothesis and
to draw biologically relevant conclusions about the molecular mechanisms
that operate in biological systems (Karplus and Petsko, 1990; Leach, 2001).

Modeling of biological processes that do not involve formation and/or
breaking of chemical bonds can be achieved by employing classical force
fields. Among the most widely used biomolecular force fields are AMBER
(Perlman et al., 1995) and CHARMM (MacKerell et al., 1998). Although
the timescales accessible in atomistic simulations with present hardware
technology are still limited to the nanosecond/microsecond range, the
predictive power of simulation schemes applied to biomolecules has
increased by the development of enhanced sampling techniques.

However, reactive processes are a key ingredient in understanding nitric
oxide (NO) physiology. In these cases, one has to resort to quantum
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mechanical (QM)-based schemes. There are two main strategies for the
investigation of reactive chemical processes in biomolecules. The first
one consists of performing QM electronic structure calculations on adequate
model systems, which are chosen to represent the main features of the active
site and eventually the most relevant region of the surrounding environment.
The second strategy is to employ hybrid quantum mechanical/molecular
mechanical (QM-MM) schemes (Capece et al., 2006; Crespo et al., 2003;
Elola et al., 1999; Friesner and Guallar, 2005; Guallar and Friesner, 2004;
Warshel and Levitt, 1976), which represent the chemically relevant part of
the system at the QM level using different strategies (valence bond theory,
semiempirical, or Hartree–Fock methods and density functional theory),
whereas the rest of the system is treated at the less expensive MM level.

This work describes the implementation of several computational methods
partly developed by our groups, based on the schemes mentioned earlier, to
investigate the molecular basis of NO reactivity with heme proteins. Selected
examples are given to illustrate the capabilities of these methods. Finally,
a critical analysis of the described computational schemes is presented.
2. Molecular Dynamics (MD) Methods

Molecular dynamics simulations have become a powerful tool in
computational biology and are widely used to obtain information about
processes involving conformational changes. In MD simulations, atoms are
treated as charged spheres connected by springs and the whole system is
described by a potential energy function, that is, the so-called force field,
composed of various terms, each of which represents a portion of the
interactions present in the system. The basic terms describe bond distances,
angles, dihedrals, electrostatic (Coulombic), and other nonbonded interac-
tions between atoms, and there might be also additional terms used to
describe specific interactions such as hydrogen bonds or nuclear magnetic
resonance restraints.

The AMBER package (Perlman et al., 1995), for example, uses a simple
but very efficient potential energy function, given by
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In Eq. (24.1), the first three terms describe the so-called bonded inter-
actions, namely bond stretching, angle bending, and dihedral torsions,
respectively. The last two terms correspond to van der Waals and electro-
static potentials, the so-called nonbonded interactions. The parameters Kr,
Ky, and Vn represent the force constants for stretching and bending of
bonds, and the barrier for torsional angles, respectively. The subindex eq
specifies the values of bond length and angle at the equilibrium geometry,
whereas n and g denote the periodicity and phase angle of torsions. Finally,
A and B represent van der Waals parameters, q denotes the atomic partial
charges, E is the permittivity, and Rij stands for interatomic distances.
Particles in a given system must be defined with fixed parameters to account
for the complete set of bonded and nonbonded interactions.

Given a set of coordinates for the particles of the system, the dynamic
behavior can be examined from the trajectory obtained by solving New-
ton’s equations of motion numerically with finite difference methods
(Leach, 2001).
2.1. Setup of the system

When starting the study of a given protein through MD simulations, one
has to choose the starting structure and the force field. The starting structure
is typically taken from the crystal structure of the protein, when available.
When several structures are available, that solved at the highest resolution is
usually the best choice. However, care must be taken in selecting the
structure that most likely represents the desired simulation conditions. For
example, myoglobin (Mb) is found crystallized in several oxidation and
coordination states (FeIII, FeII, FeII-O2, Fe

II-CO, FeII-NO, among others)
(Brunori et al., 2004, Chu et al., 2000, Copeland et al., 2003, 2006), and the
best choice for simulation of the nitrosyl protein would be the crystallized
Mb-NO structure (Copeland et al., 2003). If the precise desired state is
unavailable, the most similar structure should be taken as the starting point,
and the desired state is built through in silico modification. If the crystal
structure of the system is not available, homology modeling is an option
(Blundell, 1987). For a biochemical study, however, the level of identity/
similarity in the active site needs to be of the order of 70–80%.

Once the initial structure and the force field have been chosen, the next
step consists in setting up the system. As X-ray techniques usually do not
provide information about the hydrogen atoms, positions, they have to be
added to the experimental structure. Most MD packages have an automated
H-adding function, although some user specifications are needed. Of
particular relevance in globins is the histidine case, as this residue has three
representations in most force fields. Two of them are neutral, one proto-
nated in the NE and the other protonated in the Nd, whereas the third form
is a positively charged doubly protonated histidine. Many globins such as
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Mb or hemoglobin (Hb) have two conserved histidines: the proximal
histidine F8 is nonprotonated, as NE is coordinated to the iron of the
heme group, and the distal histidine E7 is a protonated residue with
the NEH group capable of forming a hydrogen bond with ligands. Clearly,
this suffices to remark that a close inspection of the possible interactions is
essential to describe the system properly.

The last step in the setup of the system is the choice of the solvent,
typically water, and the addition of ions to mimic a given ionic atmosphere.
MD packages are able to perform MD simulations in different solvation
conditions, such as implicit water with the generalized Born approximation
(Onufriev et al., 2004), a cluster of explicit water models, and the insertion
of the protein in a box containing water molecules, employing periodic
boundary conditions to represent the bulk solvation.
2.2. Equilibration

The equilibration protocol is critical to allow for initial relaxation and
thermalization yielding an equilibrated structure at the desired simulation
temperature. Most equilibration protocols perform an initial optimization
of the system, followed by a slow heating up to the desired temperature
using, for instance, the Berendsen thermostat (Berendsen et al., 1984).
Similarly, the pressure can be kept fixed at a given value by coupling the
system to a barostat (Berendsen et al., 1984). In our simulations, heating is
generally performed in about 100 to 200 ps at constant volume. Once the
system is equilibrated, the different MD runs are performed at constant
temperature and pressure (NPT ensemble), as these conditions resemble the
typical experimental situation.
2.3. Essential dynamics

This technique determines the essential motions of the simulated system
that explain most of the structural variance detected during the trajectory
(Amadei et al., 1993). Technically, this implies diagonalization of the
covariance matrix of the positional deviations given in Eq. (24.2), which
affords a set of 3N (N ¼ number of atoms in the system) eigenvectors and
their associated eigenvalues:

C ¼ covðxÞ ¼ hðx� hxiÞðx� hxiÞTi; ð24:2Þ
where x denotes a 3N-dimensional vector of all atomic coordinates, and
<>stands for an average over time.

The eigenvectors can be considered to be 3N-dimensional vectors
representing the nature of the essential motions. Each eigenvalue represents
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the percentage of structural variance explained by each motion. By using
harmonic approximations, eigenvalues can be translated into frequencies,
which indicate the softness of a given essential motion. The eigenvectors of
one trajectory can be compared with those of another trajectory, deriving
quantitative measures of the similarity between the essential motions of two
independent trajectories [Eq. (24.3)]:

gAB ¼ 1

n

Xn
j¼1

Xn
i¼1

ðnAi �nBj Þ2; ð24:3Þ

where n stands for the minimum number of eigenvectors, which explain
more than a given threshold of the variance.

Essential dynamics calculations are very useful in identifying structural
fluctuations in MD simulations. However, caution is needed in the analysis,
as the technique is very sensitive to the extension of the trajectory and to
numerical errors in the calculations and can neglect important local distor-
tions in favor of general but perhaps less relevant movements. Additional
sources of error exist in the definition of a common reference system for
the trajectories and on the elimination of translational and rotational degrees
of freedom of the molecule. It is very important to keep in mind that
essential motions are detected only if they occur in the MD trajectory,
but slow motions might be difficult to detect in current ‘‘state-of-the-art’’
simulations (5–10 ns). Caution and common sense are then necessary for a
reasonable use of the very powerful essential dynamics tool.
2.4. Free energy profile calculations

In the study of proteins through MD, relevant information about a given
process is obtained from the mean force potential (PMF) associated with
the process (Leach, 2001). Examples of the potential applications of this tool
are ligand migration through the protein matrix (Bidon-Chanal et al., 2006)
or the conformational change of the side chain movement of a residue
between two different stable conformations (Marti et al., 2006a). The PMF
can be compared directly related to the experimental results, as it takes into
account thermal and entropic effects.

If the free energy barriers are of the same magnitude as the thermal
fluctuations, it is feasible to obtain the free energy profiles associated with a
given process directly from classical MD simulations. In these cases, an
adequate sampling of the relevant configurations may be achieved in
accessible simulation times, and the free energy profile can be obtained
by computing the probability distribution along the selected reaction
coordinate, P(x):
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�bAðxÞ � ln½pðxÞ�; ð24:4Þ

where b�1 ¼ kBT is the Boltzmann constant times the temperature and A is
the free energy.

To have an appropriate sampling in 5- to 10-ns simulation times, the
barriers should be �2 kcal/mol. In cases where barriers are suspected to be
higher, biased sampling is required to obtain the PMF. Two different biased
sampling methods are now presented: umbrella sampling and steered
molecular dynamics.
2.4.1. Umbrella sampling
This method (Torrie and Valleau, 1977) attempts to overcome the sampling
problem by modifying the potential function so that the unfavorable states
are sampled sufficiently. The potential function is modified by adding a
weighting function that usually takes a harmonic form according to

E0ðrÞ ¼ EðrÞ þ kðx� xoÞ2; ð24:5Þ

where E(r) is the potential energy of the protein for a given configuration,
denoted by r, and x denotes a specific reaction coordinate.

For configurations that are far from the equilibrium state, the weighting
function assumes large values and so the simulation using the modified
energy function E0(r) is biased along the reaction coordinate. An umbrella
sampling calculation involves a series of stages (called simulation windows),
each characterized by a particular value of the reaction coordinate. The
PMF is then obtained by superposing the results obtained for all the series of
windows. To obtain the PMF in the unbiased simulation, the PMF
obtained from the simulation is corrected by subtracting the contribution
due to the weighting function. Although the method itself seems to be
implemented easily in multiprocessor parallel computers, several technical
details must be taken into account: (i) two consecutive windows must
overlap in order to correctly superimpose them, (ii) the force constant for
each stage has to be chosen carefully in order to make an efficient sampling
of the potential energy surface, and (iii) the initial thermalization simulation
must be performed for all the windows.
2.4.2. Multiple Steering Molecular Dynamics (MSMD)
The multiple steering molecular dynamics approach, originally proposed by
Jarzynski (1997) is based on the following relation between nonequilibrium
dynamics and equilibrium properties,
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exp½�DAðxÞ=kBT � ¼ hexp½�W ðxÞ=kBT �i; ð24:6Þ

where W ðxÞ is the external work performed on the system as it evolves
from the initial to the final state along the reaction coordinate x.

In MSMD, the original potential is modified by adding a time-
dependent external potential, usually harmonic, to the potential energy
that moves the system along the reaction coordinate by varying the potential
well according to

E0ðrÞ ¼ EðrÞ þ k½x� ðxo þ vDtÞ�2; ð24:7Þ

where v is the pulling speed that moves the system along the reaction
coordinate.

The PMF is obtained by performing several MSMD runs, collecting the
work done at each time step, and then averaging it properly, according to
Jarzynski’s equation [Eq. (6)]. Usually, the pulling speed is chosen so that the
system moves smoothly, but faster than in a true reversible simulation
(Crespo et al., 2005a; Hummer and Szabo, 2001; Park and Schulten,
2004; Xiong et al., 2006).
2.5. Protein energy landscape exploring

Although MD simulations have been widely used to study biomolecular
systems, the modeling of long time dynamics still remains a challenge. In the
last decade, there has been a significant effort toward the development of
theoretical methods for protein structure prediction based on the use of
rotamer libraries (Dwyer et al., 2004). Jacobson and colleagues (2002) have
developed a program for protein modeling using specialized sampling
algorithms for side chain prediction. The sampling algorithms include the
use of highly detailed rotamer state libraries for side chain conformational
searching, hierarchical screening methods based on steric overlap and
approximate electrostatics to rapidly eliminate obviously incorrect confor-
mations, and a multiscale minimization algorithm, one to two orders of
magnitude more efficient than conventional approaches. Using these tech-
nological advances in protein structure prediction methods, a new approach
to study the protein energy landscape exploration (PELE) associated with
long time dynamics events has been developed (Borrelli et al., 2005). The
heuristic algorithm for the PELE method involves consecutive iteration of
three main moves: localized perturbation, side chain sampling, and
minimization.
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2.5.1. Local perturbation
The procedure begins with the generation of a local perturbation. When
studying ligand diffusion in a protein, this first step involves a ligand perturba-
tion. Initially, the ligand is treated as a rigid body. Hundreds of perturbations
are generated within seconds and the one with the best energy is selected.

2.5.2. Side chain sampling
The algorithm proceeds by placing all side chains local to the atoms perturbed
in step 1 using the algorithms described earlier ( Jacobson et al., 2002).

2.5.3. Minimization
The last step in every move involves minimization of a region including, at
least, all residues local to the atoms involved in steps 1 and 2.

These three steps compose a move that is accepted (defining a new
minima) or rejected based on a Metropolis criterion for a given tempera-
ture. The collection of accepted steps forms a stochastic trajectory. The
changes are propagated to the nonlocal environment by means of diffusion
of the local perturbed area and by intercalated longer range (larger local area)
steps. Many trajectories are typically run in parallel with a collective task.
Processors ahead in the collective task will spawn the coordinates to those
left behind. The task protocol allows for the simulation of reaction coordi-
nates or to focus any search in a given trajectory.

2.6. Heme group parameters

A critical point in MD simulations of heme proteins is the parameters
associated with the heme group. Typically, all bonded and Lennard–Jones
parameters can be obtained from the force field. However, it is crucial to
select the atomic charges very carefully because they are essential to obtain
accurate results, taking into account the different states of the heme group.
Typically, partial charges for the heme moiety in the different coordination/
oxidation states are obtained according to the standard protocol, which
consists in performing Hartree–Fock or density functional theory (DFT)
calculations for the isolated heme group and subsequently deriving electro-
static potential-fitted charges (Wang et al., 2000). Other electronic structure
methods can also be used to determine the electrostatic potential.

3. Quantum Mechanical-Molecular Mechanical

Methods

Several electronic structure computations can be used to study reactive
processes in proteins. This chapter shows results obtained with a QM-MM
scheme at the DFT level with the SIESTA code. DFT is, to our knowledge,
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the method with the best cost-benefit ratio, as it provides quite accurate
results at a reasonable computational cost (Soler et al., 2002). The SIESTA
code has shown excellent performance for medium and large systems,
including biomolecules, and heme models in particular (Capece et al.,
2006; Crespo et al., 2003, 2005b; Fernandez et al., 2005; Marti et al., 2004,
2005, 2006a,b). Basis functions consist of localized (numerical) pseudo-
atomic orbitals, projected on a real space grid to compute the matrix
elements. In the examples presented in this chapter, basis sets of double
zeta plus polarization quality were employed for all atoms. Calculations were
performed using the generalized gradient approximation to the exchange-
correlation energy proposed by Perdew and colleagues (1996). Such a
combination of exchange-correlation functional, basis sets, and grid para-
meters has been widely validated for heme models (Capece et al., 2006;
Crespo et al., 2005b; Fernandez et al., 2005; Marti et al., 2004, 2005,
2006a,b).
3.1. Selection of the QM subsystem

Selection of the QM subsystem in simulations of NO reactivity with globins
is quite intuitive. In order to take into account the chemical reactivity of the
heme group, the iron porphyrinate and the bound ligands, e.g., the proximal
histidine and the distal O2, NO, etc., must be selected as the quantum
subsystem. In cases where other residues play a relevant role in the chemical
reaction, they should also be included in the QM subsystem. The rest of the
system is treated at the MM level, and the interface between QM and MM
portions is treated using several formalisms, such as the scaled position link
atom method (Eichinger et al., 1999), adapted to the SIESTA QM-MM
code. This method completes the valence of the QM system with hydrogen
atoms placed along the QM carbon atom–MM carbon atom bond.
3.2. Quantum mechanical-molecular mechanical
optimizations

The computational cost of QM-MM calculations limits the feasibility to
explore the dynamics of the system. Instead, geometry optimizations of the
whole system are less expensive and afford the energy of the potential
energy minimum. To obtain an initial structure representative of the pro-
tein conformation in physiological conditions for QM-MM optimization, a
conformational trapping protocol is performed. This is done by starting
from an equilibrated snapshot of the protein obtained in a classical MD run
and cooling the system down slowly to 0 K. As shown later, this method
must be used starting from different snapshots to obtain representative
structures of the protein. The cooling process is followed by QM-MM
geometry optimizations using a conjugate gradient algorithm. Because we
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are only interested in the changes that take part in the active site, only
residues located less than 10 Å apart from the heme reactive center are
allowed to move freely in QM-MM runs. This protocol yields structures of
the protein–ligand complex that can be compared with experimental data.
3.3. Binding energy calculations

A relevant feature of a globin is its ligand-binding properties, which can be
examined by the ligand-binding energy (DEL) determined from Eq. (24.8).
Using Eq. (24.8), no entropy contribution is included in calculations.
However, for comparative analysis, it can be omitted in a first approxima-
tion, and the QM-MM interaction energies are then expected to be useful.

DEL ¼ Eprot�L � ðEprot þ ELÞ; ð24:8Þ

where Eprot-L is the energy of the ligand–protein complex obtained from a
QM-MM optimization, Eprot is the QM-MM energy of the free protein,
and EL is the QM energy of the isolated ligand.

It is worth mentioning that the DFT at the generalized gradient approx-
imation level exhibits a bias in the description of the spin-state energetics of
iron-porphyrins, in general favoring low-spin configurations. In particular,
DFT energies for the free heme, whose electronic structure corresponds to a
high-spin state, are somehow overestimated with respect to the ligand-
bound form, which presents a low-spin ground state (Deeth and Fey,
2004, Franzen, 2002). However, even though the estimates for DE may
be sometimes above the experimental values, the predicted trends are in
agreement with the experimental results.
3.4. Reaction pathway search

As noted earlier, QM-MM calculations permit identifying the minimum
energy point on the potential energy surface through geometry optimiza-
tions. However, much chemical interest lies in the free energy barrier
between stable minima or for a given chemical reaction between reactants
and products. The energy barrier is defined as the maximum energy along
the minimum energy path (i.e., the reaction path) that connects the two
minima. The conversion of one minimum energy (reactants) into another
(products) may sometimes occur primarily along just one or two coordi-
nates, denoted reaction coordinates. In such cases, an approximation to the
reaction pathway, called restrained minimization, can be obtained by
changing these coordinates gradually, allowing the system to relax at each
stage while keeping the chosen coordinates fixed. The point of higher
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energy on the path is an approximation to the transition state, and structures
generated during the course of the calculation can be considered to repre-
sent a sequence of points on the interconversion pathway (Leach, 2001).

To carry out restrained minimizations, an additional term is added to the
potential energy, as noted in Eq. (24.9):

VR ¼ 1

2
kðx� x0Þ2; ð24:9Þ

in which k is an adjustable force constant, x is the value of the reaction
coordinate, and x0 is the value of the reaction coordinate for a particular
configuration.

The path is constructed by (i) unrestrained minimization of reactant or
product to generate an initial configuration for the reaction path, (ii) adding
VR to the potential energy, varying x0, and finally (iii) performing a series of
energy minimizations at each step. The actual energy of each configuration
along the reaction path is obtained by subtracting the restraint term from the
total energy.
4. Illustrative Examples

4.1. Structural flexibility of globins as studied by MD
simulations: Mycobacterium tuberculosis truncated
hemoglobin N

Flexibility of proteins can play an important role in modulating ligand
diffusion and binding to the active site. This is the case of the truncated
hemoglobin N (trHbN) from M. tuberculosis, which is a small globin that
presents NO-dioxygenase activity in its oxygenated form (Ouellet et al.,
2002). Thus, the protein contributes to the detoxification of NO through
the conversion to nitrate anion [Eq. (24.10)]:

FeðIIÞO2 þNO ! FeðIIIÞ þNO�
3 : ð24:10Þ

To carry out the reaction, the protein must ensure the presence of
oxygen in the active site before entrance of NO. This is achieved by
means of a dual-path ligand-induced regulation mechanism underlying
diffusion of both O2 and NO through two distinct branches of the ligand
migration tunnel. It has been proposed that this mechanism might control
diatomic ligand migration to/from the heme as the rate-limiting step in NO
conversion to nitrate (Bidon-Chanal et al., 2006). The short branch of
the tunnel (around 8 Å) is mainly defined by residues pertaining to helices



Figure 24.1 Long and short tunnel branches inM. tuberculosis trHbN. Helix names are
indicated in capital letters.
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G and H, and the large branch (around 20 Å) is mainly formed by residues in
helices B and E (Milani et al., 2001)(Fig. 24.1).

Binding of O2, which accesses the heme cavity through the short
branch, modulates the specific pattern of hydrogen-bonded contacts
between residues TyrB10 and GlnE11, which in turn alters the global
dynamics of the protein, favoring the relative displacement of helices B
and E. The combined effect of both local conformational changes in the
TyrB10–GlnE11 pair and global structural changes in the protein facilitates
the conformational transition. This transition then leads to opening of the
tunnel long branch, which consequently allows the diffusion of small ligands
(NO) to the O2-bound heme.

Inspection of the essential dynamics of the oxygenated and deoxy-
genated forms of trHbN shows clear differences that can be related to the
distinct migration pathways of O2 and NO (Crespo et al., 2005b). As shown
in Fig. 24.2, the major motions affect helixes C, G, and H in deoxy-trHbN.
In contrast, the major motions in oxy-trHbN involve the relative displace-
ment of helices B and E, which largely contribute to delineate the shape of
the tunnel long branch. Finally, the difference in the main structural
fluctuations of deoxy-trHbN and oxy-trHbN can be measured by means
of a similarity index, which takes into account not only the nature of the
essential movements, but also their contribution to the structural variance of
the protein. Thus, for the 10 most relevant essential motions of the back-
bone skeleton in the core region of trHbN, which account for around 70%
of the structural variance, the similarity index between deoxy and oxy forms
of trHbN only amounts to 0.17. Overall, these findings reveal the different
nature of the motions in the oxygenated and deoxygenated forms of the
protein (Crespo et al., 2005b).



Figure 24.2 Representation of structural distortions in the peptide backbone of
trHbNassociatedwith the first essential motion in (left) oxygenated and (right) deoxy-
genated forms of the protein.
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5. Ligand Migration Profiles from MSMD and

PELE Simulations: Exploring Ligand Entry

Pathways in M. tuberculosis trHbN

From the plain MD simulations mentioned earlier, we observed two
states for the long tunnel branch, where PheE15, which acts as a gate, adopts
two conformational states corresponding to open and closed forms of the
tunnel. Interestingly, the open state was only found in the oxygenated
protein. Using MSMD, we computed the free energy profile for ligand
migration along the two branches of the tunnel in the oxy and deoxy forms
of trHbN (Bidon-Chanal et al., 2006). As an illustrative example, results for
the open and closed states of the tunnel long branch in the oxy-trHbN are
shown later (see Fig. 24.3).
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Figure 24.3 Free energy profiles for ligand diffusion along the tunnel long branch in
open and closed states defined by the orientation of PheE15 in oxy-trHbN.
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In the closed state, access of the ligand to the heme cavity is impeded by
PheE15, whose side chain protrudes into the channel, and the ligand
remains preferably in the secondary docking sites. However, in the open
state, where the benzene ring of PheE15 lies parallel to the axis of the
tunnel, the ligand is directed toward the active site, as the highest barrier is
around 1.5 kcal/mol. The opening of the tunnel long branch in oxy-trHbN
allowed us to explain why the NO detoxification rate, determined by NO
migration into the oxy protein, is around 100 times faster than O2 binding
to the deoxy protein, as observed experimentally (Bidon-Chanal et al.,
2006).

As already mentioned in the computational methods section, an alterna-
tive strategy for the study of migration processes is to use the PELE
algorithm. Figure 24.4 displays results for the carbon monoxide migration
in deoxy trHbN. The CO migration was studied with 10 different runs.
Each run produced a complete escape of the CO from the active site to the
solvent and took about 120–192 CPU hours. Results show that the ligand
first spends a large amount of cycles in the active site until Phe32 allows it to
move into a cavity defined by Phe32 and Phe62. From this point, the CO
Figure 24.4 COmigration inM. tuberculosis trHbNas determined by the PELE algo-
rithm.The heme group and relevant Phe residues are shown as sticks. Each CO position
accepted by the algorithm along the run is shown as a dot.The arrows indicate the two
migrationpaths.
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ligand can escape through different pathways, shown in Fig. 24.4 with
arrows and numbers 1 and 2. These exit pathways are in good agreement
with the crystallographic and MSMD results mentioned previously.
5.1. Oxygen affinity of wild-type and mutant M. tuberculosis
trHbN as compared to myoglobin

Quantum mechanical-molecular mechanical calculations provide useful
information about structural features. The comparison of structures for
different proteins, or between wild-type and single residue mutants, is useful
in gaining insight into the relationship between structure and function. A
key issue in globin function is ligand affinity, which is modulated by the
association (kon) and dissociation (koff) rate constants (Olson and Phillips,
1997; Scott et al., 2001).

The theoretical investigation of the ligand association process is rather
complex. However, ligand release is mainly controlled by the Fe-ligand
bond breaking and is therefore intimately related to the calculated DE of
ligand release (Marti et al., 2006b). As an example of how to study the
structure and ligand affinity characteristics of several globins, Fig. 24.5 and
Table 24.1 show the structural features and the binding energy of the oxy
complexes of wild-type and mutant trHbN, as compared with those of Mb.

We selected the TyrB10!Ala mutant in trHbN and the HisE7!Gly
mutant in Mb, as wild-type residues are the main residues affecting the
complex structure and oxygen affinity. Thus, Fig. 24.5 clearly shows that
TyrB10 in trHbN and HisE7 in Mb are the main hydrogen bond donors to
the oxygen ligand. Mutation of these two residues reduces the oxygen
Figure 24.5 Optimized structures of the active site of (right) wild-type trHbN and
(left)myoglobin.



Table 24.1 Geometrical parameters (angstroms and degrees), charge received by
the O2 (DqO2) and donated by the proximal HisF8 Dqprox (in e), O2 binding energy DE
(kcal/mol), and oxygen dissociation rate constant koff (s

�1)

trHbN
trHbN
TyrB10!Ala

Wild-type
Mb

HisE7!Gly
Mb

d Fe-O 1.84 1.86 1.84 1.76

d O-O 1.31 1.31 1.30 1.29

dFe-NeHisF8 2.06 2.09 2.18 2.18

dFe-NeHisF8

(free protein)

2.13 2.10 2.194 2.190

DqO2 –0.360 –0.35 –0.214 –0.219

Dqprox 0.160 0.160 0.146 0.142

DE 37.2 29.8 27.7 18.2

koff 0.2a 45a 12b 1600b

a From Ouellet et al. (2002)
b From Scott et al. (2001)
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affinity (see Table 24.1), which agrees with experimental data (Scott et al.,
2001). However, in trHbNTyrB10!Ala the affinity is still similar to that of
wild-type Mb because of the presence of GlnE11, which now interacts
strongly with the bound ligand. The presence of two hydrogen bond
donors in trHbN (TyrB10 and GlnE11) also explains the higher O2 affinity
as compared to Mb. Another important finding is that hydrogen bond
interactions and p-backbonding effects produce a net increase in the oxygen
negative charge, DqO2. The p-backbonding effect is also different in both
proteins, being more important in trHbN, probably because of a closer
proximal histidine (HisF8) (Capece et al., 2006).
5.2. Chemical reactions between NO and globins:
NO detoxification in M. tuberculosis trHbN

The toxic effects of NO can be reduced or even eliminated by the devel-
opment of resistance mechanisms, which consist of the oxidation of nitric
oxide with heme-bound O2 to yield the harmless nitrate ion. NO scaveng-
ing functions have been observed in red blood cell hemoglobin, muscle Mb
(Blomberg et al., 2004; Eich et al., 1996), neuroglobin within neuronal cells,
and leghemoglobin, as well as in flavohemoglobins and truncated hemoglo-
bins (Gardner et al., 2000, 2006). The study of the chemical reaction itself in
the protein environment requires a hybrid QM-MM treatment. This
section shows results obtained through this methodology for the heme-
controlled oxidation of NO in M. tuberculosis trHbN (Crespo et al., 2005a).



494 Marcelo A. Marti et al.
We start by performing QM-MM optimizations of the oxy-trHbN with
NO located in the active site. The resulting structure shows that NO is close
to O2 and interacts with Tyr33 and Gln58. Starting from this structure, we
performed reaction pathway searches for the three reactions steps involved
in the detoxification mechanism. In the first step, a peroxynitrite ion is
formed from the attack of NO to the coordinated O2, as noted in
Eq. (24.11). Subsequently, the metal center catalyzes the two-step isomeri-
zation of peroxynitrite to nitrate through an iron-oxo intermediate
[Eqs. (24.12) and (24.13)]:

FeðIIÞ �O2 þNO ! FeðIIIÞ½�OONO� ð24:11Þ
FeðIIIÞ½�OONO� ! FeðIVÞ ¼ OþNO2 ð24:12Þ

FeðIVÞ ¼ OþNO2 ! FeðIIIÞ½NO�

3 � ð24:13Þ

The selected reaction coordinates for describing reactions (11), (12),

and (13) were the O2–NNO distance, the O1–O2 distance, and the
O1–NNO2 distances, respectively (O1 is the Fe-bound O2 oxygen atom,
and O2 is the distal O2 oxygen atom). For comparative purposes, calcula-
tions were performed for the isolated model system (vacuum), for the same
model system solvated in aqueous solution (by using a cluster of 1061 water
molecules), in the wild-type protein, and in the Tyr33!Phe mutant.
Results indicate that the protein catalyzes the chemical reactions, leading
to the formation of nitrate with no significant contributions of the protein
environment, as the potential energy profiles were almost barrierless in
vacuum, in the aqueous solution, and in the protein (Crespo et al.,
2005b). This suggests that the rate-limiting process is ligand diffusion to
the heme, as can be seen from the experimental bimolecular rate constant
(745 mM�1s�1) (Ouellet et al., 2002) typical of an almost diffusion-
controlled process.
6. Conclusions

The present results make apparent the contribution of computational
classical, quantum mechanical, and hybrid quantum-classical techniques to
the investigation of NO reactivity with globins. In particular, it has been
shown how structural and conformational features and ligand migration
paths can be investigated with classical MD simulations in combination with
advanced sampling tools to yield information about free energy barriers and
possible secondary docking sites. However, it was shown that QM-MM
schemes are specially suited to investigate ligand binding and other chemical
processes. By covering different time and space scales, these two
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frameworks, classical MD and QM-MM, complement each other in
providing a complete picture of the protein function. The agreement
with experimental data, when available, constitutes a stringent test to the
reliability of these approaches. Computational simulation is a valuable tool
even if it is often used to validate and contrast experimental observations
because it offers a microscopic view, sometimes resolved in real time, that is
very difficult to attain with any other method. With refinement of the
methodology and available computers, classical and QM-MM simulations
will be more and more at the center of the stage in this field, likely to
become independent tools with the same hierarchy as any experimental
technique.
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