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Abstract Total electron content (TEC) predictions made with
the GPS-based la plata ionospheric model (LPIM) and the
International Reference Ionosphere (IRI95) model were com-
pared to estimates from the dual-frequency altimeter onboard
the TOPEX/Poseidon (T/P) satellite. LPIM and IRI95 were
evaluated for the location and time of available T/P data,
from January 1997 to December 1998. To investigate tempo-
ral and spatial variations of the TEC bias between T/P and
each model, the region covered by T/P observations was di-
vided into ten latitude bands. For both models and for all
latitudes, the bias was mainly positive (i.e. T/P values were
larger); the LPIM bias was lower and less variable than the
IRI95 bias. To perform a detailed analysis of temporal and
spatial variability of the T/P-LPIM TEC bias, the Earth’s sur-
face was divided into spherical triangles with 9◦-sides, and a
temporally varying regression model was fitted to every tri-
angle. The highest TEC bias was found over the equatorial
anomalies, which is attributed to errors in LPIM. A signifi-
cant TEC bias was found at 40◦N latitude, which is attributed
to errors in the T/P Sea State Bias (SSB) correction. To sep-
arate systematic errors in the T/P TEC from those caused by
LPIM, altimeter range biases estimated by other authors were
analysed in connection with the TEC bias. This suggested that
LPIM underestimates the TEC, particularly during the South-
ern Hemisphere summer, while T/P C-band SSB calibration
is worse during the Southern Hemisphere winter.

Keywords Total electron content (TEC) · GPS ·
TOPEX/Poseidon

C. Brunini (B) · A. Meza
Facultad de Ciencias Astronómicas y Geofı́sicas,
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1 Introduction

Satellite beacon techniques based on dual-frequency obser-
vations have proven their usefulness for remotely sensing
the Earth’s ionosphere. The leading ionospheric parameter
recovered from transionospheric dual-frequency signals is
the total electron content (TEC), i.e. the electron density
integrated along the entire path of a signal (e.g., Leitinger
and Putz 1988). TEC is measured in total electron content
units (TECU; 1 TECU being 10 16 electrons/m2). Depending
on local time, solar activity, geomagnetic conditions, region
of the Earth, etc., the vertical TEC varies from about 1 to
180 TECU. Over the last decade, both the global position-
ing system (GPS) and the TOPEX/Poseidon (T/P) mission
played a key role in TEC studies. Nevertheless, the crucial
problem to assess the reliability of both TEC estimates is still
not completely understood.

Global positioning system satellites broadcast two signals
at frequencies of 1.575 GHz (L1) and 1.228 GHz (L2). The
sensitivity of the ionospheric range delay to the TEC for the
L1 signal is 162 mm/TECU (Langley 1996). Hence, the range
delay for this signal can reach as much as 90 m for a low ele-
vation satellite. Errors in the GPS-derived vertical TEC arise
from different problems (Manucci et al. 1999). GPS signals
provide slant satellite-to-receiver TEC estimates that must be
converted into vertical TEC. It involves approximations such
as representing the whole ionosphere by a spherical layer of
infinitesimal thickness, neglecting the horizontal gradients
of the electron density distribution, etc. Moreover, GPS slant
TEC estimates have to be calibrated, because they are con-
taminated by carrier-phase ambiguities and hardware biases
in the satellites and receivers. In addition, the computation of
vertical TEC global maps requires interpolation of the ver-
tical TEC far away from the points where the GPS signals
pierce the ionospheric shell.

Since 1992, T/P has provided precise estimates of sea-
level height. T/P operates a primary signal in the KU-band
(13.6 GHz) and a secondary signal in the C-band (5.3 GHz)
(Fu et al. 1994). It was the first dual-frequency altimeter,
thus allowing an accurate correction for the ionospheric range
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delay error and, as a by-product, a direct estimation of theTEC
(Imel 1994). The sensitivity of the range delay to the TEC for
the primary frequency is 2.2 mm/TECU. Hence, the range de-
lay for this signal can vary from 2 cm to 40 cm. The precision
of the KU-band range delay correction is believed to be 1.1 cm
(i.e., 5 TECU), in 1-s averages of T/P data (Zlotnicki 1994;
Imel 1994). Because this error arises from instrumental noise,
Imel (1994) and Zlotnicki (1994) recommend low-pass fil-
tering the corrections over 15–25 successive measurements,
thereby reducing the effects of noise by a factor of four to
five.

It should be noted that the overall accuracy of the T/P
range delay correction is more difficult to assess, because sys-
tematic errors may affect the correction. An error that would
bias both the TEC and the sea-level height estimates is the
Sea-State Bias (SSB) (Chelton et al. 2001), because of its
frequency-dependent behaviour. Actually, the SSB correc-
tion is empirically estimated and assembles corrections for
the electromagnetic and the skewness biases. The first arises
because the power per unit surface area backscattered from
wave troughs is greater than wave crests, thus biasing the
measured sea-level toward wave troughs; the second accounts
for the difference between the mean and the median scattering
sea surfaces.

The problem of assessing the accuracy of different TEC
estimates was addressed by comparing different estimates
from different techniques. Several studies have found the T/P
TEC to be greater than GPS-derived vertical TEC. This is a
paradoxical result because GPS estimates are for the full ion-
osphere (Ciraolo and Spalla 1997), whereas T/P samples only
the portion from the sea surface to the 1336-km altitude of the
satellite. It is believed that above the T/P altitude, the plasma-
sphere adds a contribution that can be 10–20% of the TEC
(Bilitza et al. 1999; Craven and Comfort 1988). This contri-
bution is obviously not sampled by T/P, but it is also not well
accounted for by the GPS vertical TEC derived from a single
layer ionospheric model. Chelton et al. (2001) pointed out the
possibility that this relative TEC bias indicates a systematic
error in the T/P range correction.

Comparisons between T/P- and GPS-derived TEC are
performed in the worst scenario for GPS, because GPS ver-
tical TEC has to be interpolated far away from the observing
sites. Over recent years, the global GPS tracking network has
steadily expanded, but large oceanic areas are still uncovered.
During the early period of the T/P mission, Christensen et al.
(1994) found that GPS and T/P estimates of the KU-band
range correction agreed to better than 1 cm when T/P flew
directly over GPS receivers. However, Imel (1994) found a
global RMS difference between both TEC estimates of 8 cm,
with the worst cases south of 35◦S latitude, where the dis-
tribution of GPS receivers was very poor. Schreiner et al.
(1997) estimated the ionospheric range correction along the
T/P ground track by ingestion of GPS vertical TEC into the
Parameterizsed Real-time Ionospheric Specification Model
(PRISM) (Daniell et al. 1995). They found that the adjusted
PRISM and the T/P TEC estimates were almost identical
when theT/P ground track passed near a GPS station. However,

a few hundred kilometres away from the piercing point of
GPS measurements, discrepancies typically exceeded 2 cm,
and were sometimes as large as 8 cm. Ho et al. (1997) and
Manucci et al. (1998) arrived at a similar conclusion. They
found an overall RMS difference between GPS and T/P de-
rived TEC ranging from 5.8 TECU (≈ 0.9-m range delay
at the L1 frequency) within 100 km of a GPS station, to
12.5 TECU (≈ 2-m range delay at the L1 frequency) at a
distance of 4,000 km from a GPS station. Errors were larger
in the equatorial region and Southern Hemisphere than in the
middle- and high-latitudes of the Northern Hemisphere.

In recent times, Hernández-Pajares (2003) compared GPS-
based vertical TEC and T/P TEC estimates. GPS TEC was
computed by five different centres belonging to the Interna-
tional GPS Service (IGS) Ionospheric Working Group: Jet
Propulsion Laboratory (JPL) (Manucci et al. 1998), Euro-
pean Space Agency (ESA) (Feltens 1998), Centre for Or-
bit Determination in Europe (CODE) (Schaer 1999), Uni-
versidad Politécnica de Cataluña (UPC) (Hernández-Pajares
et al. 1999), and Energy Mines and Resources of Canada
(EMR) (Gao et al. 1994). These centres used different algo-
rithms, but almost the same database. The averaged T/P-GPS
TEC biases and the corresponding standard deviations, all in
TECU, were −1.0±5.6 (JPL), +3.1±9.1 (ESA), +1.4±6.5
(CODE), +0.8 ± 5.6 (UPC), and +4.8 ± 10.4 (EMR). The
biases showed a latitudinal dependence with extreme values
of –4 and +16 TECU. This result also exemplifies the current
consistency of GPS TEC.

Comparisons between T/P TEC and vertical TEC esti-
mates from the DORIS (Doppler Orbitography and Radio-
positioning Integrated by Satellite) system onboard the T/P
satellite again showed systematically lower values for DORIS
than T/P. Zlotnicki (1994) showed an example where DORIS
ionospheric range corrections differed from T/P estimates by
more than 2 cm over an along-track distance of more than
6,000 km. Moreover, he showed examples of 2–3 cm discrep-
ancies over large geographical regions spanning entire ocean
basins. Imel (1994) found that DORIS TEC was on average
4.5 TECU lower than T/P TEC. Codrescu et al. (2001) found
a similar result.

In our previous paper (Meza et al. 2002), we performed
a systematic comparison of GPS-derived TEC, the Interna-
tional Reference Ionosphere (IRI95) (Bilitza 1997) and the
Bent model (Bent and Llewellyn 1973), with T/P estimates.
To derive the GPS TEC, we used the La Plata Ionospheric
Model (LPIM) (Brunini et al. 2003). Comparisons were per-
formed on a global scale (within ±66◦ of latitude covered by
T/P). We found systematic TEC biases of 2.5–3.0 TECU for
T/P–LPIM, 1.7–3.0 TECU for T/P–IRI95 and 0.8–2.2 TECU
for T/P–Bent. The biases were greater during equinox than
during solstice periods. The current paper highlights a LPIM
limitation to represent the vertical TEC in the equatorial
anomaly region, which worsens for increasing solar activity.
Problems in the T/P C-band SSB correction are also high-
lighted. We hope that this analysis yields a better insight into
the individual contributions of both techniques to the relative
TEC bias. In addition, any progress toward identifying a bias
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in the T/P range correction can be useful not only for TEC
but also for sea-level height studies.

2 TEC determinations

2.1 IRI and GPS-derived TEC

Semi-empirical ionospheric models like IRI (Bilitza 1997)
are properly termed “climatologic”, because they aim to pre-
dict average conditions and quasi-periodic variations, but
they lack accuracy to describe the “weather of the day”. Bil-
itza et al. (1999) assessed the accuracy of the IRI model using
comparisons with GPS-derived vertical TEC. To better ac-
count for the plasmasphere contribution, a two-layer (instead
of a single-layer) ionospheric model was adopted to derive
the GPS vertical TEC. GPS data from all the available IGS
(Beutler et al. 1999) stations were processed from 1991 to
1997 (more than half of the solar cycle), but the comparisons
were restricted to quiet geomagnetic conditions. The agree-
ment between the daily mean vertical TEC derived from GPS
and IRI was 2 TECU, for TEC values lower than 20 TECU.
For higher TEC values, they found larger discrepancies; up
to 20 TECU and more. The GPS-derived vertical TEC was
generally less than the IRI prediction.

To derive TEC from GPS data, we have used the LPIM
(Brunini 1998; Brunini et al. 2003), which was validated
by comparisons with other customary TEC estimates (Meza
et al. 2002). The TEC is obtained using the so-called geo-
metry-free linear combination of dual-frequency carrier-phase
observations (e.g. Lanyi and Roth 1988). In a pre-processing
stage, we reduce the ambiguities from the linear carrier-phase
combination in a four-stage procedure: (1) time series of the
geometry-free linear combination for every satellite-receiver
pair are computed from both carrier-phase and P-code obser-
vations; (2) jumps in every carrier-phase time series are iso-
lated and the data are grouped in continuous arcs; (3) a shift
for every continuous arc is estimated, averaging the differ-
ences between carrier-phase and P-code data; (4) the shift
is subtracted from the carrier-phase data. In this way, every
continuous arc of carrier-phase observations is “levelled” (on
average) to the P-code observations and the ambiguities are
removed.

LPIM approaches the whole ionosphere by a spherical
shell of infinitesimal thickness located 450 km above the
Earth’s surface (see Fig. 1). Signals coming from a satel-
lite to a receiver pierce the shell at the so-called piercing
point, where the zenith distance is z′. The slant TEC along
the path of the signal is related to the vertical TEC at the
piercing point by the approximate mapping function cos z′.
The two-dimensional vertical TEC distribution on the shell
is described by a spherical harmonic expansion up to degree
12 and order 8, dependent on the solar-fixed longitude and
[spherical] geographic latitude. The coefficients of the expan-
sion are estimated by least squares using observations from
the IGS global network. The observations are processed on a
daily basis to simultaneously estimate: (1) a set of expansion

Fig. 1 Geometry of the infinitesimal-thickness spherical shell iono-
spheric model; the shell is 450 km above the Earth’s surface (the figure
is not to scale); a signal coming from a satellite arrives at a ground
receiver with zenith angle z, and crosses the shell at the piercing point
with zenith distance z′

coefficients for every 2-h UT interval [0–2), [2–4), . . . , [22–
24); and (2) a daily calibration offset for each receiver and
each satellite (the so-called differential code biases; Coco
et al. 1991; Sardon and Zarraoa 1997). The estimated coeffi-
cients allow us to compute the vertical TEC for any location
and time.

Small circles in Fig. 2 show the location of the GPS
receivers used in this research. The sites were selected to
achieve a worldwide coverage as homogeneous as possible
(a few representative stations were selected in USA, Europe
and Japan). In spite of this, large data gaps over ocean re-
gions were insurmountable. Increasing the maximum degree
and order of the spherical harmonic expansion improves the
representation of mesoscale TEC structures in those regions
that are well covered by the GPS observations, but it can pro-
duce fictitious values over oceans and other regions poorly
covered by the observations. The coverage of the observa-
tions (in the solar-fixed coordinate system) can be improved
by increasing the length of the 2-h UT intervals, but it reduces
the capability of LPIM to cope with temporal TEC variations.
Therefore, it is necessary to find a compromise between the
maximum degree and order of the expansion and the length
of the UT intervals. Bearing in mind that we are going to
compare LPIM and T/P TEC in ocean regions (i.e., far away
from the GPS observing sites), we adopted a rather conser-
vative compromise of maximum degree and order equal to
12 and 8 respectively and a time resolution of 2 h.

We assessed the accuracy of the LPIM vertical TEC by
means of inter- and intra-technique comparisons. The re-
sults of inter-comparisons with IRI95 and Bent models, and
with T/P estimates, were discussed by Meza et al. (2002),
and have been briefly reviewed in the Introduction to this
paper. Brunini et al. (2003) discussed the results of intra-
technique comparisons between LPIM and the vertical TEC
delivered to the IGS Ionospheric Working Group by the JPL
(Manucci et al. 1998) and CODE (Schaer 1999). The com-
parisons were made for 1999, under geomagnetic conditions
varying from very quiet to very disturbed (including the larg-
est geomagnetic storm of 1999). We found a global average
difference of 1.0 TECU for LPIM-CODE and 4.8 TECU for
LPIM-JPL (1 TECU ≈ 16-cm range delay at the GPS L1
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Fig. 2 Spatial distribution of the LPIM vertical TEC error after the least squares estimation (values are in TECU). The map is presented in
sinusoidal projection; dashed lines represent the modified dipolar latitude equator and the ±30◦ and ±60◦ parallels; small circles depict the
location of the observing GPS receivers

frequency). The discrepancies between the TEC estimates
worsen during the geomagnetic storm by about 50%. We con-
cluded that the LPIM vertical TEC is in overall agreement to
the values estimated by other research groups.

2.2 Ionospheric refraction effects on T/P observations

Hereafter, fK = 13.6 GHz and fC = 5.3 GHz denote the
frequencies of the primary and secondary T/P altimeter sig-
nals, respectively. After Chelton et al. (2001), the T/P range
estimates are obtained in three steps: firstly, the individual
T/P range estimates R̂(fK)and R̂(fC) are computed from
KU- and C-band radar signals, respectively; then R̂(fK) and
R̂(fC) are separately corrected for the SSB, which are non-
random frequency-dependent range corrections; finally, the
KU-band ionospheric range delay correction is computed and
removed from R̂(fK). According to Chelton et al. (2001), the
ionosphere-corrected range is

R = R̃ + ε̃R , (1)

where R̃ is the combined range estimate from the dual-fre-
quency altimeter

R̃ = aK · R̂(fK) − aC · R̂(fC) , (2)

and ε̃R is the combination of the errors ε̂(fK) and ε̂(fC) orig-
inated in both frequencies by all other sources excluding the
ionosphere

ε̃R = aK · ε̂(fK) − aC · ε̂(fC) , (3)

where aK = f 2
K

f 2
K−f 2

C

= 1.18 and aC = f 2
C

f 2
K−f 2

C

= 0.18.
Using the approximate inverse relation of proportionality

between the TEC and the square of the frequency, the TEC
from dual-frequency range estimates R̂(fK) and R̂(fC) is

TEC = TẼC + ε̃TEC , (4)

where TẼC is the combined TEC estimate from the dual-fre-
quency altimeter

TẼC = aC

βK

·
[
R̂(fC) − R̂(fK)

]
, (5)

and ε̃TEC is the combined error

ε̃TEC = aC

βK

· [
ε̂(fC) − ε̂(fK)

]
, (6)

where βK = 40.25×1016

f 2
K

= 0.0022 m/TECU.
From Eqs. (3) and (6), it is apparent that any range esti-

mates error will contaminate the ionosphere-corrected range
estimate, but only frequency-dependent errors will affect the
TEC estimate. The sea state bias (SSB) is a frequency-depen-
dent error (Walsh et al. 1991). Therefore, any error in the KU-
and/or C-band SSB correction will affect the TEC estimate.
The SSB correction, �RSSB, is assumed to be proportional
to the significant wave height (SWH), H1/3 (Chelton et al.
2001)

�RSSB = −b · H1/3 , (7)

where b is a positive dimensionless coefficient. Typical SWH
values range from about 1 m to 5 m; the lowest waves are
close to the equator and the highest are in the southern sub-
polar ocean. The uncertainty in the SSB correction has been
recognized as one of the leading sources of error in satellite
altimetry.After Chelton et al. (2001), it remains at the level of
about 1% of the SWH. Considering the above typical SWH
values, this uncertainty can lead to errors as large as 5 cm
in absolute sea-surface height and almost 5 TECU in TEC
estimates.

The T/P-derived TEC dataset used in this study was
provided by the Centre National d’Etudes Spatiales (CNES)
through the AVISO facility (AVISO 1996). It is worth
mentioning that since the launch of T/P satellite, AVISO
provides an effective link between the mission and users,
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ensuring quality control of data and dissemination of techni-
cal and scientific information (http://www-aviso.cls.fr). The
SSB correction in the AVISO dataset was computed using
the so-called parametric model. In this model, the b coeffi-
cient of Eq. (7) is formulated parametrically as a quadratic
function on wind speed, U , plus a linear dependence on the
SWH (Gaspar et al. 1994; Christensen et al. 1994)

b = a0 + a1 · U + a2 · U 2 + a3 · H1/3 . (8)

A different parameter set, a0, . . . , a3, is adopted for the
KU- and C-band. The SWH and the wind speed are both
obtained from the altimeter measurements. For the sake of
completeness, it is also worth mentioning that Gaspar and
Florens (1998) proposed a different approach to compute
SSB correction, based on a non-parametric formulation of
the b coefficient of Eq. (7).

3 Data processing

We compared T/P TEC estimates with vertical TEC obtained
from our GPS-based LPIM and the IRI95 semi-empirical
model. Depending on the performance of the IGS network,
dual-frequency GPS observations from 70 to 90 globally dis-
tributed sites were used to estimate a set of spherical harmonic
coefficients, describing the global vertical TEC distribution
for every 2-h UT interval. Figure 2 shows the distribution of
the observing sites for a typical day. The TEC derived from
climatologic models like IRI is assumed to be less precise
than GPS-derived TEC, because these models are intended
to predict monthly average condition and quasi-periodic var-
iation, but they lack accuracy when describing the weather of
the day. In spite of this, we decided to perform comparisons
against IRI95 because it provides a TEC estimate totally inde-
pendent of GPS observations. We used the IRI95 software
provided via ftp by the National Space Science Data Centre
(NSSDC). The integration of the electron density profile was
extended up to the height of the T/P satellite.

The LPIM and the IRI95 models were evaluated for the
location and time of each available T/P data and the TEC
biases, BTEC = TECT/P −T ECMODEL, between T/P and the
corresponding model were computed. The T/P dataset used
in this paper was provided by AVISO (1996). It extends from
January 1997 (T/P cycle 158) to December 1998 (T/P cycle
230) and covers a rising portion of the last solar cycle.

4 Discussion

Our initial assumption is that systematic errors of both the
T/P and the LPIM TEC estimates might contribute to the
TEC bias. Based on dual-frequency altimeter observations
(Imel 1994), T/P provides a direct estimation of the verti-
cal TEC over the oceans, up to a height of 1336 km. The
T/P TEC might be biased by systematic errors of the model
used to correct the KU- and C-band SSB. It seems feasible
that these corrections would be affected by temporal and/or

spatial varying uncertainties, because a wide range of sea-
state conditions are effectively ensemble-averaged into their
empirical estimates. Since these corrections depend princi-
pally on the SWH (Eqs. 7 and 8), we think that any contribu-
tion of T/P to the TEC bias will be significant in those regions
of large SWH.

La Plata Ionospheric Model errors may arise from several
causes: systematic errors of the elevation-dependent mapping
function used to convert slant into vertical TEC; omission
and commission errors due to limitation of the time-depen-
dent spherical harmonic expansion to represent the actual
vertical TEC distribution; and systematic errors in the cal-
ibration of the differential code bias for the GPS receivers.
We know that the contribution of LPIM to the TEC bias is
large for low magnetic latitudes (Meza et al. 2002), where
TEC variations are strong and fast and where the TEC dis-
tribution has large horizontal gradients. At magnetic mid-lat-
itudes, the ionosphere is rather stable and easier to predict,
thus we expect a smaller contribution of LPIM to the TEC
bias at these latitudes. It is also important to bear in mind
that any mis-model problem will produce worse TEC esti-
mates in open ocean regions, where the coverage of the GPS
observations is always deficient. To illustrate this problem,
Fig. 2 shows the formal errors of the vertical TEC estimates
by least squares, for one particular period of two hours. The
contour lines in Fig. 2 show the error propagation to those
regions with poor data coverage.

From the previous discussion, we conclude that the TEC
bias should have a rather complex spatial and temporal vary-
ing pattern arising from the combination of errors correlated
with oceans and ionosphere parameters such as SWH, wind
speed, solar activity, electron distribution gradients, etc. The
next sub-sections discuss the outstanding features of this pat-
tern and attempts to separate the T/P and the LPIM contribu-
tions to the TEC bias.

4.1 Temporal variation of TEC bias for different latitudes

Our first attempt was devoted to identify a possible depen-
dence of the TEC bias on latitude. We divided the region cov-
ered by T/P observations into ten latitudinal bands of approxi-
mately 13◦ width each, and computed the corresponding aver-
ages for both T/P-LPIM and T/P-IRI95 biases. The averages
and their formal errors were computed assuming equally pre-
cise and uncorrelated observations. The width of the bands
was chosen as narrow as possible to ensure that at least 5%
of the observations would fall inside each one. From Table 1,
we conclude: (a) the average bias is always positive (i.e. T/P-
TEC is greater than LPIM-TEC and IRI95-TEC); (b) the bias
is generally lower for LPIM than IRI95; and (c) the latitudinal
variability of the biases seams to be statistically significant
respect to the estimated errors.

To get an insight into the TEC variability, we plotted the
time series for the different latitudinal bands and extracted
their striking behaviours. Apart from the latitudinal-varying
average bias previously discussed, we identified a roughly
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Table 1 Average TEC biases and their errors (in TECU) for different latitudes. The number of data used for the computation is also indicated

Latitude # Obs TOPEX-LPIM TOPEX-IRI95

+52.8◦ < φ < +66.0◦ 65629 3.79 ± 0.01 4.35 ± 0.01
+39.6◦ < φ < +52.8◦ 74984 3.13 ± 0.01 4.28 ± 0.01
+26.4◦ < φ < +39.6◦ 87178 1.56 ± 0.01 3.44 ± 0.02
+13.2◦ < φ < +26.4◦ 100562 2.34 ± 0.02 3.06 ± 0.03
+0.0◦ < φ < +13.2◦ 102554 2.77 ± 0.02 2.98 ± 0.03
−26.4◦ < φ < −13.2◦ 119502 2.62 ± 0.02 2.69 ± 0.02
−39.6◦ < φ < −26.4◦ 139113 2.64 ± 0.01 3.91 ± 0.01
−52.8◦ < φ < −39.6◦ 184368 4.11 ± 0.01 4.41 ± 0.01
−66.0◦ < φ < −52.8◦ 213252 3.92 ± 0.01 4.80 ± 0.01

quadratic trend and a one-year periodic signal. In order to
deal with these features, we smoothed the time series by per-
forming a weighted moving average with a Gaussian win-
dow of 30 days’ width. In this way, one smoothed value per
day was computed for each latitudinal band and plotted in
Fig. 3. It shows, once again, that both T/P-LPIM and T/P-
IRI95 biases are mainly positive (i.e., T/P-TEC higher than
LPIM- and IRI95-TEC) for all latitudes. Besides this, it is
also noticeable that: (a) the LPIM values are smaller and less
variable than the IRI95 values; (b) a clear annual variation can
be recognized at mid-north latitudes; (c) a roughly quadratic
trend is present in the equatorial and southern regions.

4.2 Temporal variation of TEC bias for different
geographical regions

To perform a more detailed analysis of the temporal and
spatial variability of the T/P–LPIM TEC bias, we divided
the region covered by T/P observations into 985 equilateral
spherical triangles with 9◦ sides. For every triangle, the least
squares fitted a temporal-varying regression model

BTEC(t) = α0 + α1 · t + α2 · t2 + αC · cos(w · t)

+αS · sin(w · t), (9)

where t is the time in years, w = 2π/year is the angular
frequency for a seasonal signal and α0, . . . , αS are unknown
coefficients to be estimated by the least squares method. The
polynomial part of Eq. (9) was included to account for pos-
sible systematic errors in LPIM that behave proportionally
to the TEC. This is because the intensity of the ultraviolet
solar radiation (measured by the F10.7 index available at the
NSSDC) grew in a roughly quadratic form, from about 60
Solar Flux Units (SFU) at the beginning of 1997, to 130 SFU
at the end of 1998. Driven by the increasing solar activity,
the a00 coefficient of the LPIM spherical harmonic expan-
sion (the constant part of the expansion) grew in a similar
fashion (a00 is proportional to the globally averaged vertical
TEC). Accordingly, the 10-day averaged ionospheric range
correction for the T/P primary frequency went down in a
roughly quadratic form, from 25 mm for cycle 158, to 65 mm
for cycle 230 (Ablain et al. 2004, Fig. 16). The annual sig-
nal was included in Eq. (9) to account for possible system-
atic errors in both LPIM- and T/P-TEC estimates, produced
by seasonal changes in the sea state conditions and/or equi-
noxes/solstices ionospheric variability.

There are approximately 106 T/P data in our dataset. If
they were homogeneously distributed among the 985 trian-
gles, there would be on average 103 data per triangle. How-
ever, the data distribution is not homogeneous and there are
triangles with less than 103 data. To get a reliable estimation
of the coefficients in Eq. (9), we only considered those tri-
angles with more than 250 data (25% of the average). This
caused the rejection of 91 triangles (less than 10% of triangles
rejected), leaving 894 usable triangles.

The goodness of the fit was evaluated applying two statis-
tical tests. Firstly, the complete model of Eq. (9) was reduced
step-by-step to smaller models, removing alternatively the
seasonal, linear and/or quadratic predictors. The statistical
significance level of the different predictors was evaluated
applying an analysis of variance scheme based on a Fisher’s
test (Weisberg 1980), with a 99% confidence level. The small-
est model not rejected by the test was adopted to represent
the temporal variability inside each triangle. The outcome of
this analysis was that the complete polynomial part of Eq.
(9) was never rejected, while the seasonal signal was not sig-
nificant for 225 from the 894 usable triangles. Examples of
triangles with and without significant seasonal signals are
shown in panels (a) and (b) of Fig. 4, respectively. The loca-
tions of these triangles are depicted in Fig. 5a. Both of them
are in the low-latitude western Pacific Ocean region. The sec-
ond statistical test was performed to evaluate the goodness
of fit of the adopted model. It consisted of a Chi-square test
(Weisberg 1980) with a significance level of 99%. No cases
were rejected by this second test.

The results obtained are presented in Fig. 5. The 91 trian-
gles rejected by the previously discussed minimum obser-
vation criterion were filled in by interpolation. Figure 5a
shows the mean values for the analysed period, 〈BTEC〉 =
1
T

∑
i

BTEC(ti) · �ti , T being the two-year interval from the

beginning of 1997 to the end of 1998. Figure 5b shows the
mean linear trends for the same period, 〈ḂTEC〉= 1

T

∑
i

ḂTEC

(ti) · �ti , ḂTEC being the derivative with respect to time.
Figures 5c and 5d respectively show the amplitudes and the
phases of the seasonal signals (depicted only for those trian-
gles where the amplitude is greater than 1 TECU; i.e. 0.16 m
at L1 frequency and 2 mm at KU frequency). Finally, Fig. 5e
shows the standard deviation of the fits. To facilitate the fol-
lowing discussion, Fig. 5 includes the Equator and parallels
at ±30◦ and at ±60◦ of modified dipolar (Modip) latitude



Temporal and spatial variability of the bias between TOPEX- and GPS-derived total electron content 181

Fig. 3 Smoothed TEC bias (in TECU) for T/P–LPIM (solid line) and T/P–IRI95 (doted line); the X-axis shows the time (in days) since 1997.0.

(Rawer 1984) that roughly delimit the low- and mid-latitude
ionosphere. Figure 5 shows elongated structures that delin-
eate the well-known “camel back” shape of the equatorial
anomalies, the ionospheric region where we expect the larg-
est systematic errors of LPIM (Meza et al. 2002).

The rather high standard deviation in the anomaly region
(Fig. 5e) clearly reflects the inability of LPIM to represent

the strong temporal variability that characterizes the iono-
sphere at low magnetic latitudes. As a counterpart, equato-
rial oceans are characterized by rather small SWHs (Lefevre
and Cotton 2001). Therefore, no large systematic errors are
expected there for T/P TEC estimates. The highest waves pre-
dominate at mid-latitudes in the North Atlantic and Pacific
Oceans, particularly, south of the latitude 40◦S, where a broad
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Fig. 4 Observed (dots) and fitted (solid line) T/P–LPIM TEC bias (in TECU) for triangles a with and b without significant seasonal signal; the
X-axis shows the time (in days) since 1997.0

Fig. 5 T/P-LPIM TEC bias: a mean; b trend; c seasonal signal amplitude; d seasonal signal phase; and e standard deviation (all values in TECU,
except the phase, which is in months). The maps are presented in sinusoidal projection; dashed lines represent the modified dipolar latitude equator
and the ±30◦ and ±60◦ parallels
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Fig. 5 (Contd.)
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band of high waves extend all over the longitudes. Since
we do not expect large systematic errors for LPIM at mid-
latitudes, the outstanding features of the TEC bias in those
regions may reflect the presence of systematic errors in the
SSB corrections.

The mean TEC bias (Fig. 5a) reaches the highest val-
ues, up to 4–8 TECU (0.65–1.30 m at L1 frequency, 9–18 mm
at KU frequency) in the equatorial anomalies. Beyond these
anomalies, values between 3-4 TECU (0.49–0.65 m at L1
frequency, ≈ 7–9 mm at KU frequency) are noticeable north
and south of latitudes ±40◦. If we attribute this bias to a
differential error between the KU- and C-band SSB correc-
tions, the error might range between approximately 2–5 cm
(see Eq. 6). The trend (Fig. 5b) also reaches the largest values
(3–5 TECU/year ≈ 0.49–0.81 m/year at L1 frequency, ≈ 7–
11 mm/year at KU frequency) in the equatorial anomalies. A
region with relatively high values of 2–4 TECU/year (0.32–
0.65 m/year at L1 frequency, 4–9 mm/year at KU frequency)
extends from the south equatorial anomaly (approximately
–30◦ of Modip latitude) to –50◦ of geographic latitude, all
over the Pacific Ocean.

This trend may be associated with the previously dis-
cussed increase of solar activity from the beginning of 1997
to the end of 1998, and could be explained by systematic
errors of LPIM that are proportional to the TEC. The ampli-
tude of the seasonal signal (Fig. 5c) shows several highlights
of 2–4 TECU (0.32–0.65 m at L1 frequency, 4–9 mm at KU
frequency) along the equatorial anomalies and values greater
than 1 TECU (0.16 m at L1 frequency, 2 mm at KU frequency)
at mid-latitudes regions. The phase of the seasonal signal
(Fig. 5d) shows that the maximum is roughly in-phase with
the local summer (September–March in the Southern Hemi-
sphere and March–September in the Northern Hemisphere).
The seasonal variation of the TEC and the SWH are, in gen-
eral, in phase opposition: greater TEC and lower SWH can
be expected for local summer than for local winter. We then
presume that the seasonal signal described below is mostly
produced by a systematic underestimation of the TEC by
LPIM. Another region with amplitude greater than 1 TECU
(0.16 m at L1 frequency, 2 mm at KU frequency) is noticeable
over the mid-latitude Indian Ocean, but the maximum there
takes place during local wintertime. We presume that this
signal is mostly due to errors in the SSB corrections rather
than in the LPIM.

4.3 Temporal variation of TEC bias based on the tide
gauges data

To separate systematic errors in the T/P TEC from that com-
puted by LPIM, we used an independent information source:
the T/P range bias. Moore (2001) assessed the T/P range bias
by comparing sea level heights derived from T/P and from
the Global Sea-level Observing System (GLOSS) tide gauge
network. In that work, the altimeter range bias was computed
from cycle 1 to 273, but we restricted our attention to cycles
158–230. We computed the T/P-LPIM TEC bias for those

T/P observations within a radius of 150 km around the tide
gauges. This radius was adopted as a compromise between:
(1) to be close to the tide gauges, and (2) to have observations
enough to get a reliable value. Therefore, we work with two
different biases: the bias between sea-level height estimated
by T/P and by tide gauges, BSLH = hT/P − hT G, and the
TEC bias defined before, BTEC = T ECT/P − T ECLPIM. We
assume that these biases are both attributed to residual errors
δ�RSSB(fK)and δ�RSSB(fC) in the SSB corrections applied
to the T/P range estimates and to LPIM errors, BMODEL. Using
Eqs. (1) and (2)

BSLH = hT/P − hT G = −ε̃R = −aK · δ�RSSB(fK)

+aC · δ�RSSB(fC), (10)

and using Eqs. (3) and (4)

BTEC = TECT/P − TECREF = −ε̃TEC + BMODEL

= − aC

βK

· [δ�RSSB(fC) − δ�RSSB(fK)] + BMODEL .

(11)

From Eqs. (10) and (11) δ�RSSB(fK)and δ�RSSB(fC) can
be written as functions of BSLH and BTEC

δ�RSSB(fK) = −βK · (BTEC − BMODEL) − BSLH , (12)

and

δ�RSSB(fC) = −βC · (BTEC − BMODEL) − BSLH , (13)

where βC = 40.25 × 1016/f 2
C = 0.0143 m × TECU−1. The

term 1 + aC = aK was used to derive Eqs. (12) and (13).
To analyse the TEC bias over the tide gauges, we used

the same tide gauges employed by Moore (2001). Of the
approximately 80 stations distributed around the world, 30%
are located at geographic latitude higher than 20◦, 11% are
located at geographic latitude lower than 20◦ and 59% are
located at geographic latitude between 20◦ and 20◦ (Fig. 6).
For each tide gauge station, we computed the mean TEC bias

B̄TEC(ϕi, λi) = 1

ni

ni∑
j=1

BTECj , (14)

where ϕi and λi are the latitude and longitude of the tide
gauge and ni is the total number of T/P measurement within
150 km around the tide gauge. Then, we calculated the sim-
ple average of B̄TEC(ϕi, λi) for every cycle, µB̄TEC

, as well as
its error, ε̄µTEC , from cycle 158 to 230

µB̄TEC
(cycle) =

ntg∑
j=1

B̄TECj

ntg

ε̄µTEC(cycle) = ±

√√√√√√
ntg∑
j=1

(
B̄TECj

− µB̄TEC
(cycle)

)2

ntg − 1
, (15)

where ntgis the total number of tide gauges.
Figure 7a shows µB̄TEC

values (in TECU) for each cycle
(solid line). Based on the results in Sect. 4.2, the following
function is fitted and represented (dashed line)

µB̄TEC
(cycle) = a1 + a2t + a3 cos (2πt) + a4 sin (2πt) ,(16)
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Fig. 6 Map of tide gauge locations used in the calibration of T/P (after Moore 2001)

Fig. 7 a Simple average of BTEC(in TECU) using LPIM for every cycle (solid line), fitted curve (dashed line); b T/P – tide gauge sea level
difference (in mm) for every cycle using Moore’s (2001) results (solid line), fitted curve (dashed line)

where t is the time in years since cycle 158, and µB̄TEC
(cycle)

is given in TECU.
In Moore (2001), the altimeter range bias was obtained

every cycle, µBSLH,Moore(cycle) (Fig. 7b) with an uncertainty
of about 5 mm (Fig. 5, after Moore 2001). Over the same
plots is fitted the function used for VTEC differences (Eq.
16). Table 2 shows the values obtained for the unknowns and
their uncertainties. We evaluate the goodness of fits using a
Chi-square test (e.g., Weisberg 1980) with a confidence level
of significance of 99%.

Assuming that the SSB correction,�RSSB, is proportional
to the SWH, we have to take into account the SWH behav-
iour in KU- and C-bands to separate the bias produced for
LPIM model and for T/P measurements. Let us conjecture
that the C-band SSB correction is responsible for the error in
the SSB correction (Menard and Haines 2001; Ablain et al.
2004). Therefore, we may neglect the term µδ�RSSB(fK), and
using Eq. (11) and the values of Table 2, we obtain

µBTEC = aC

βK

(
µδ�RSSB(fC) − µδ�RSSB(fK)

) + µB̄MODEL
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Table 2 Values of the unknown parameters and their uncertainties of the temporal-varying model that are fitted to the average of µBSLH (a1, a2, a3
and a4) and to the average of µBTEC (a′

1, a′
2, a′

3 and a′
4)

a1/a
′
1 a2/a

′
2 a3/a

′
3 a4/a

′
4

µBTEC 1.90 ± 0.99 (TECU) 0.53 ± 0.88 (TECU) 0.13 ± 0.66 (TECU) −0.15 ± 0.71 (TECU)
µBSLH,Moore −0.08 ± 1.2 (mm) 1.14 ± 1.1 (mm) −1.84 ± 0.8 (mm) 2.68 ± 0.9 (mm)

µBTEC = aC

βK

µδ�RSSB(fC) + µB̄MODEL

1.90 + 0.55 t − 0.13 cos(2πt) − 0.15 sin(2πt)

≈
(

0.18

2.2

)
µδ�RSSB(fC) + µB̄MODEL

≈ 0.081µδ�RSSB(fC) + µB̄MODEL
. (17)

Then, from Eq. (10) and the values of Table 2, µδ�RSSB(fC)

we obtain (in mm)

µδ�RSSB(fC) =0+6.33 t−10.22 cos(2πt)+14.88 sin(2πt).
(18)

From Eqs. (17) and (18), we obtain (in TECU)

µB̄MODEL
= 1.90 + 0.03 t + 0.7 cos(2πt) − 1.35 sin(2πt).

(19)

The mean C-band SSB correction error (averaged for the tide
gauge network) has a secular component and an annual vari-
ability, with a maximum of 20–25 mm (about 1.4–1.8 TECU)
in April–May. This seasonal signal could explain the TEC
bias observed over mid-latitude Indian Ocean (Sect. 4.2).
Otherwise, the mean LPIM model error has a constant and
annual signal, and its maximum value is 3.4 TECU (48.6 mm
at C-band) during the Southern Hemisphere summer. This is
in agreement with the fact that LPIM has its worst represen-
tation in the local summer and in the Southern Hemisphere
where the data coverage is poor.

An important point to take into account is that the abso-
lute value of TEC obtained by T/P depends on the T/P altim-
eter calibration. This means that 3 mm as a constant term in
the altimeter range bias (Eq. 16) produces a constant effect
of 16.6 mm in µδ�RSSB(fC) (Eq. 18), so its contribution to the
constant bias in µBTEC would be 1.4 TECU, and µB̄MODEL

would
only contribute with 0.5 TECU. We also emphasize that these
results are obtained after taking an average of the differences,
either of the TEC or of sea-level height, “over the tide gauges”
distributed around the Earth as globally as possible (Fig. 6).

5 Conclusions

We compared vertical TEC estimates derived from T/P with
the corresponding estimates derived from the IRI model and
the GPS-based LPIM (Sect. 2). The comparisons were per-
formed at a global scale (for the ocean regions covered by T/P
observations) and for the years 1997–1998 (increasing solar
activity). The results showed that, in general, IRI and LPIM
underestimate the TEC respect to T/P. The TEC bias using
LPIM is lower and less variable than using IRI. Beside this,
the outstanding features of both biases are not significantly
different.

The spatial and temporal variability of the TEC bias using
LPIM was analysed in terms of a constant, a linear, a qua-
dratic, and a seasonal term components. The highest values
of the TEC bias delineate the equatorial anomalies. We inter-
pret this as an indication of systematic errors mainly in the
LPIM model. Among these errors, we consider that the most
important are:

• Errors due to the old, but still commonly used, thin-
layer ionosphere model and the mapping function used
by the LPIM. The core of this approach is to assume that
there is no horizontal variation of the electron distribu-
tion along the optical path of the signal from the satel-
lite to the receiver. This approximation may worsen for
the equatorial ionosphere, especially for observations
at low-elevation angles and during local dusk times.

• Limitations of the time-varying spherical harmonic ex-
pansion to represent the spatial and temporal variabil-
ity of the TEC in the equatorial anomaly regions. The
spatial resolution of LPIM is defined by the maximum
degree (12) and order (8) of the expansion. The tem-
poral resolution is 2 h (i.e., the spherical harmonics
coefficients are computed every 2 h). The relatively low
degree and order of the expansion and temporal resolu-
tion can excessively smooth the peaks of the equatorial
anomalies, underestimating the TEC in these regions.
The spherical harmonic expansion represents the ion-
osphere very well at mid-latitude regions but it is less
effective in the equatorial region.

• Using geographic latitude may reduce the effective-
ness of LPIM to cope with the spatial and temporal
ionospheric variability. It should be noted that LPIM
averages the variability within each 2-h period. More-
over, to avoid unrealistic variations (including nega-
tive TEC values) in regions with poor data coverage,
the expansion coefficients of consecutive periods are
constrained to be the same, within a given empirical var-
iance.These approaches might perform better if the geo-
graphic latitude were substituted for the geomagnetic
or, even better, for the modified DIP latitude,
because the TEC variability is smoother when it is rep-
resented as a function of these coordinates. We believe,
however, that changing the latitudinal coordinate does
not significantly change the conclusion of this paper. A
preliminary research showed that the use of modified
DIP latitude reduces the overall difference between the
T/P and LPIM derived TEC by only 10%, and by less
than 20% in the equatorial anomaly region (Azpilicueta
F and Radicella SM, personal communication).

• Dual-frequency GPS observations provide precise deter-
minations of the slant TEC but the accuracy strongly
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depends on the calibration of the receivers’ code differ-
ential biases. These biases are simultaneously adjusted
with the spherical harmonic coefficients, thus suffering
from any mis-model problem. It is possible that these
biases absorb part of the spatial variation of the TEC
for receivers located in low-latitude.

• Comparisons against T/P are performed in open ocean
regions, where the coverage of GPS data is always poor.

The TEC bias using LPIM (especially the mean) also shows
significant values around geographic latitude 40 ◦N. These
are regions of rather quiet and predictable ionospheric con-
ditions but with the highest SWH. We believe, therefore, that
the TEC bias in those regions reflects some systematic error
in the SSB correction model used by AVISO.

The analysis of the average temporal values of the TEC
bias based on selected tide-gauge data evidences a constant
bias of LPIM that produces an underestimation of the com-
puted TEC, and the worst representation is near summer in
the Southern Hemisphere. In the analysis of the residual error
in the C-band SSB correction, the worst calibration problem
is near winter in the Southern Hemisphere. Therefore, the
TEC bias is the result of two effects: LPIM mis-modelling
and T/P calibration error. Both are always present, and the
bias is mostly positive due a combination of LPIM under-
estimation of TEC (more evident at low latitudes) and T/P
altimeter calibration error (more evident at mid-latitudes).
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