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Single spin resonance driven by electric modulation of the g-factor anisotropy
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We address the problem of electronic and nuclear spin resonance of an individual atom on a surface driven
by a scanning tunneling microscope. Several mechanisms have been proposed so far, some of them based on
the modulation of exchange and crystal field associated with a piezoelectric displacement of the adatom driven
by the radio frequency (RF) tip electric field. Here we consider another mechanism, where the piezoelectric
displacement modulates the g-factor anisotropy, leading both to electronic and nuclear spin flip transitions.
We discuss thoroughly the cases of hydrogenated Ti (S = 1/2) and Fe (S = 2) on MgO, relevant for recent
experiments. We model the system using two approaches. First, an analytical model that includes crystal field,
spin orbit coupling, and hyperfine interactions. Second, we carry out density-functional-based calculations. We
find that the modulation of the anisotropy of the g tensor due to the piezoelectric displacement of the atom is
an additional mechanism for scanning tunneling microscopy (STM)-based single spin resonance that would be
effective in S = 1/2 adatoms with large spin orbit coupling. In the case of hydrogenated Ti on MgO, we predict
a modulation spin resonance frequency driven by the DC electric field of the tip.
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I. INTRODUCTION

The quest of single spin electron paramagnetic reso-
nance (EPR) driven with a scanning tunneling microscope
(STM) has been pursued for many years [1,2]. The first
report of STM-EPR of individual adatoms on a surface of
MgO(100)/Ag [3] has been followed by several dramatic
breakthroughs in the study of spin physics of individual mag-
netic atoms [4–13]. This technique permits one to carry out
absolute measurements of the magnetic moment of individual
atoms [4,5]. The spectral resolution achieved so far, down
to a few MHz, has made it possible to resolve the hyperfine
structures of Fe, Ti, and Cu atoms [8,10]. In the case of Cu
adatoms, the electrical driving of nuclear spin flip transitions
that preserve the electronic spin has been demonstrated as well
[10]. Thus, STM-EPR permits one to drive the electronic and
nuclear spins of individual atoms on surfaces, as well as arti-
ficially created structures, such as dimers [6,9]. Importantly,
the STM-EPR technique is being now implemented in several
different laboratories, at higher temperatures [14] and higher
driving frequencies [15].

An important question in the STM-EPR context [3–12],
and also for experiments reporting electric control of individ-
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ual nuclear spin in single molecule transport [16,17], is the
understanding of how electric fields couple both to electronic
and nuclear spin degrees of freedom. This question has also
been addressed in other systems. The idea of electric dipole
spin resonance was proposed in 1960 by Rashba [18]. Electri-
cal control of spin qubits has been reported in semiconductor
nanostructures, based both on modulation of the g factor [19]
and on inhomogeneous magnetic fields [20,21]. Electric fields
have been used to drive spin resonance of itinerant electrons
in InSb [22] and localized magnetic dopants in ZnO [23].

In the seminal paper of Baumann et al. [3], where a STM-
EPR experiment was carried out with Fe atoms on an MgO
surface, a mechanism was proposed to account for the cou-
pling of the STM voltage to the electronic spin that depended
on the specific details of the microscopic Hamiltonian of that
system. The mechanism is based on the assumption that the
radio frequency (RF) field induces a vertical piezoelectric
displacement of the adatom, δz ∝ eVRF, that in turns modifies
the crystal field Hamiltonian of the d orbitals of Fe. This
modulation, together with spin orbit coupling and a strong
in-plane Zeeman field, would lead to spin transitions between
the two lowest energy states of the S = 2, Sz = ±2 of Fe, a
non-Kramers doublet integer spin system [24].

Other mechanisms have been proposed to account for the
driving of the surface spin by the tip bias voltage [2,25–28].
For instance, in Ref. [26] we proposed a mechanism based
on the modulation of the exchange interaction between the
magnetic tip and the magnetic adatom that originates also
from the piezoelectric distortion of the adatom.

Here we propose another complementary mechanism, that
can coexist with the others, based on the electric modulation
of the g tensor associated with the piezoelectric distortion of
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the adatom. As in the case of the crystal field [3] and ex-
change [11,26] mechanisms, we also assume that the magnetic
adatom undergoes a piezoelectric displacement. In turn, this
modulation changes the crystal field parameters that control
the anisotropy of the electronic spin interactions that leads
to an anisotropic g factor and to a renormalization of the
hyperfine coupling. As we show below, these modulations
lead both to electronic and nuclear spin flip transitions.

The rest of this paper is organized as follows. In Sec. II, we
present a general argument to show that an anisotropic time-
dependent modulation of the g tensor of a S = 1/2 system
leads to electronic spin transitions. In Sec. III, we briefly
present a single-particle Hamiltonian for a d1 adatom with
C4 symmetry, valid for hydrogenated Ti (Ti-H) adatom on
the oxygen site of MgO(001). In Sec. IV, we present our
description of the Ti-H adatom on MgO based on density
functional theory (DFT) calculations and how this connects
with the crystal field Hamiltonian presented in the previous
section.

In Sec. V, we derive analytical expressions for the g tensor
anisotopy of Ti-H on MgO, based on the model of Sec. III. The
g tensor obtained depends on the Ti spin orbit coupling and
the crystal field parameters that can be obtained from DFT.
In Sec. VI, we discuss how the g factor can be modulated
for Ti-H on MgO by application of an electric field between
tip and surface and we compute the associated Rabi energy.
In Sec. VII, we briefly present the analogous piezoelectric
modulation for Fe on MgO. In Sec. VIII, we discuss how
the contact hyperfine interaction become anisotropic due to
the g-factor anisotropy and how the g-factor modulation could
induce nuclear spin flip transitions. In Sec. IX, we discuss the
role of both the g tensor anisotropy of the adatom and the mag-
netic anisotropy of the tip in the efficiency of the exchange
modulation [26] mechanism. In Sec. X, we show that the DC
component of the tip-surface electric field induces a shift of
the transition energy of the adatom due to the modification of
the g tensor. Finally, in Sec. XI, we present some limitations of
our models and we list our main conclusions. The Appendixes
describe technical steps of some results used in the main text.

II. SPIN TRANSITIONS DRIVEN BY ANISOTROPIC
MODULATION OF THE g TENSOR

For a free electron in vacuum, the interaction with a mag-
netic field is perfectly isotropic, in the sense that the energy
splitting is the same regardless of the direction of the magnetic
field �B. This results leads to the isotropic Zeeman interaction,
gμB �S · �B. In contrast, for a general class of systems, the inter-
play between the spin orbit coupling �� · �S, the orbital coupling
to the magnetic field �� · �B, and the crystal field splitting leads
to an anisotropic Zeeman interaction. For instance, in the
case of S = 1/2 adatoms, such as Ti-H [6,8–11] and Cu [10]
on a 001 MgO surface, the interplay between the spin orbit
coupling and the crystal field splitting leads to an anisotropic
Zeeman interaction with different off-plane (z) and in-plane
xy [29]:

HZ = gxμBBxSx + gzμBBzSz = μB�b0 · �S, (1)

where �b0 = (gxBx, 0, gzBz ).

As we show below, the tip ac electric field modulates the gx

and gz coefficients, resulting in a time-dependent perturbation:

V (t ) = (δgxμBBxSx + δgzμBBzSz ) cos(2π f t ). (2)

This equation can be written down as

V (t ) = cos(2π f t )μB�b1 · �S, (3)

where �b1 = (δgxBx, 0, δgzBz ). This perturbation can induce
spin transitions between the two eigenstates of H0 if �b0 and
�b1 are noncollinear, |�b1 × �b0| �= 0. This yields

δgz

gz
�= δgx

gx
. (4)

Thus, the perturbation (2) induces spin transitions if the
relative modulations of the g factor are different. If we express
the perturbation Hamiltonian in the basis of eigenstates of
HZ |±〉 = ±�Z

2 |±〉,
V (t ) = �g cos(2π f t )(|+〉〈−| + |−〉〈+|), (5)

where the Rabi coupling �g is given by particularly simple
equation, derived in Appendix A,

�g = �Z

4
sin 2θ

(
δgz

gz
− δgx

gx

)
, (6)

where �z ≡ μB|�b0| is the Zeeman splitting, then θ is the
polar coordinate of �b0 defined in Eq. (1) [see also Eqs. (A2),
(A12), and (A13)]. From Eq. (6), we immediately infer that
the Rabi coupling created by the modulation of the g factor
scales linearly with the magnitude of the magnetic field and
has a very strong dependence on its orientation relative to the
normal of the surface.

III. A MODEL HAMILTONAN FOR Ti-H on MgO

We now consider a model that describes a single electron
occupying a d shell with a crystal field splitting with C4

symmetry for rotations in the xy plane around the z axis. This
permits one to obtain closed analytical expressions for the g
tensor in terms of the crystal field parameters and the spin
orbit coupling. In addition, our DFT calculations, discussed
below, show that the model provides a fairly good description
of hydrogenated Ti adatoms on the oxygen site of an MgO
surface, relevant for STM-EPR experiments [6,8–11].

Ti2+ on MgO has two electrons in the d shell, and our
DFT calculations show it has S = 1, in contrast with the
experimental results [6,8–11]. It has been proposed that the
reason why Ti/MgO has S = 1/2 is because it chemisorbs
a hydrogen atom [6]. Our DFT calculations back up this
assumption [6]. They show that hydrogen sits on top of Ti, al-
most colinear with the oxygen-Ti line that goes perpendicular
to the surface. In that geometry, the s orbital of H hybridizes
both with dz2 and s orbitals of Ti and forms a molecular
bonding-antibonding pair that hosts two electrons. This leaves
only a single electron in the d shell, that occupies the x2-y2

orbital, so that the Ti-H system effectively has S = 1/2. We
use the following Hamiltonian for the outermost electron of a
single S = 1/2 electron in a d shell, that includes crystal field
terms, spin orbit coupling, and Zeeman interaction:

H0 = −|D|�2
z + F ((�(+) )4 + (�(−) )4)

+ λ�S · �� + μB �B · (g�S + ��). (7)
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FIG. 1. Scheme of the STM-EPR experimental setup [3–12] with
the atomic structure of Ti-H on the oxygen site of MgO. �B is the
external magnetic field applied during the experiment (with an angle
θB measured with respect to the surface) and �nT shows the direction
of the magnetic moment of the tip. Red balls represent O atoms, blue
balls are Mg atoms, the violet ball is for the Fe atom, the green ball
indicates the H atom, and the orange one is for the Ti atom.

Here, � is the single particle angular momentum operator for
the d electrons and �S are the spin-1/2 matrices. Notice that
Baumann et al. [3] used a mathematically similar expression
for a multielectronic Hamiltonian multiplet with L = S = 2,
valid for Fe on MgO. The crystal field terms account for the
electrostatic interactions of the first neighbor charged ions
of the Ti adatom (see Fig. 1). The Mg atoms are positively
charged ions that reduce the energy of the xy and x2-y2 orbitals
compared to the xz, yz, and z2 orbitals. Oxygen atom is
negatively charged and it increases the energy of the z2 orbital.
The D term accounts for these effects. In addition, the F term
accounts for the C4 symmetry of the surface and discriminates
between the xy and x2-y2 orbitals, as one of them points
toward the positively charged Mg ions, reducing the energy
of that orbital, whereas the other points toward the oxygen
atoms. The lowest energy orbital should be the x2-y2 [if we
take the oxygen atoms in the (10) and (01) directions].

IV. DENSITY FUNCTIONAL CALCULATIONS
FOR HYDROGENATED Ti

In this section, we focus on the electronic properties
of individual hydrogenated Ti adatoms at MgO on top of
oxygen, as described with density functional theory (DFT)
calculations. With this aim, we have employed QUANTUM

ESPRESSO [30], using projected augmented wave pseudopo-
tentials, Perdew-Burke-Ernzerhof exchange correlation func-
tional and 50–70 Ry of plane wave energy cutoff, as described
elsewhere [30–32]. We performed calculations in a structure
formed by a bilayer of MgO, as shown in Fig. 1, consisting of
36 O atoms (red balls) and 36 Mg atoms (blue balls) together
with the hydrogenated Ti (orange ball) with one H (green
ball). In order to check some results, we also performed a
few number of calculations using a bigger supercell with 64
O atoms, 64 Mg atoms, and the hydrogenated Ti. The main

FIG. 2. (a) DFT calculations for the spin-unpolarized density
of states projected over d and s orbitals of Ti and the s orbital
of hydrogen. The gray shadow shows the total density of states.
(b) Energy level cartoon.

distortions created by the adatom in the MgO bilayer are (i)
an upward displacement of the closest oxygen(s) to adatoms
and (ii) a downward distortion of the Mg atoms located below
the Ti-bonded oxygen atoms. Our DFT calculations found
that a hydrogenated Ti atom shows S = 1/2 [6,8]. The spin
density of hydrogenated TiO (with the Ti and H atoms located
collinear along the z axis) is consistent with a filling of the
dx2−y2 orbital, since we are assuming that the Mg atoms’ first
neighbor are in the x and y axes.

Figure 2(a) shows the projected density of states over d
orbitals for the hydrogenated Ti at MgO on top of oxygen,
computed with no spin polarization. DFT yields x2-y2 and a
hybrid orbital z2-s as the lowest energy orbitals, within the d
manifold. The z2 of the Ti d shell is strongly hybridized with
the hydrogen 1s orbital. As a result, the z2 and the s are split
in energy and altogether host two electrons. The xy orbital
comes next in energy and is empty. The orbital doublet xz and
yz lies higher up in energy. Calculations show that x2-y2 hosts
exactly one electron. It is apparent that the Hamiltonian model
Eq. (7) with �z = ±1,±2 describes the four orbitals x2-y2, xy,
xz, and yz.

A. Connection between DFT and model Hamiltonian

We now explain how to obtain a rough estimate of D and
F parameters that enter in the crystal field Hamiltonian (7).
The method amounts to fit the energy difference of the peaks
in the density of states obtained from a spin-unpolarized DFT
calculation to those obtained from Eq. (7):

Ex2−y2 − Exy = 48F, (8)

2Exz − Ex2−y2 − Exy = 6|D|, (9)

Using these equations, from inspection of the density of states
we infer the values D � −255 meV and F � 7.50 meV. This
crude approximation is enough for the scope of this work.

We can also obtain an estimate for the modulation of the
crystal field parameters, D and F , as the length of the Ti-O
bond is changed from its equilibrium position. The calculation
is carried out moving Ti atom and relaxing the four closest
neighbor Mg atoms, the O atom below and the H atom,
keeping all the others fixed. The results of the parameters D
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and F , obtained with this procedure, allow us to obtain the
following relation of D, F , and the strain:

dF

dz
= −6

meV

Å
, (10)

dD

dz
= +188

meV

Å
. (11)

These values are used later on to estimate how the piezo-
electric displacement of the Ti-O bond modulates the crystal
field values F and D that in turn modulate the g tensor.

B. Calculation of the g tensor from DFT

We have calculated the g tensor components from our
DFT calculations using gauge including projector augmented
waves (GIPAW). GIPAW is a DFT-based method to calculate
magnetic resonance properties [33], where spin orbit coupling
is implemented in a perturbative way. Our calculations for
the structure in equilibrium δz = 0 give us a diagonal g
tensor with components gx = gy = 1.974 and gz = 1.881. As
we discuss now, the model Hamiltonian Eq. (7) provides
physical insight on the origin of the anisotropy and very good
agreement with the values obtained from DFT.

V. CALCULATION OF THE g TENSOR FROM THE MODEL

We now use the model Hamitlonian Eq. (7) to compute
the g tensor. We do this at two levels of approximation.
First, we obtain analytical approximate expressions from the
model Hamiltonian. Second, we obtain the g tensor from the
exact numerical solution of the model. Both the analytical
and numerical approaches permit us to relate the g-tensor
components with the crystal field parameters D and F and
the spin orbit coupling λ. On account of the C4 symmetry
of the Hamiltonian, the g tensor is diagonal and has gx = gy.
Therefore, we only need to compute gz and gx.

A. Calculation of gz

We first consider the response of the electron in the x2-y2

state to a magnetic field in the z direction. For that matter,
we need to consider the space of four states with �z = ±2
and Sz = ±1/2. Within this subspace, spin orbit coupling only
acts through the Sz�z term. Therefore, Sz is conserved, and the
Hamiltonian for each Sz is given by

HSz (Bz ) =
(−λ�zSz + �−(Bz ) 24F

24F λ�zSz + �+(Bz )

)
, (12)

where �±(Bz ) = μBBz(gSz ± �z ) with �z = 2. Hamiltonian
Eq. (12) can be written as

H(Sz ) = gμBBzSz + �h(Sz ) · �σ , (13)

where

�h(Sz ) = [24F, 0,−�z(μBBz + Szλ)]. (14)

We thus have ε2(Sz,±) = −4|D| + E (±)(Sz ), where

E (±)(Sz ) = gμBBzSz ±
√

(24F )2 + �2
z (μBBz + Szλ)2.

FIG. 3. Dependence of gx and gz on spin orbit coupling λ, for
Ti-H on oxygen, obtained in two ways: solution of full model
Eq. (7) with D = −255 meV and F = 14 meV (symbols) and using
analytical results ignoring �z �= 2 manifolds [Eqs. (15) and (22)]
(lines). DFT results are shown for reference as dashed lines.

We now Taylor expand the ground state of the E− states
around Bz = 0:

E (−)(Sz ) = −
√

(24F )2 + λ2 + gμBSzBz + δgzSzμBBz,

where

gz = g + δgz = 2 − 4λ√
(24F )2 + λ2

. (15)

Interestingly, there are no higher order corrections to δgz,
coming from mixing with the �z = ±1 manifold. This is
confirmed by the comparison of Eq. (15) with the results
obtained from exact diagonalization of the complete model
(7). As a result, we can use Eq. (15) for obtain the ratio F

λ
=

1.4 that gives gz, in agreement with the DFT result gz = 1.881
The dependence of gz on λ, F , and D is shown in Fig. 3. Note
that, as shown in Fig. 4, gz does not depend on D and we can
use F/λ = 1.4 to ensure that gz = 1.881.

B. Calculation of gx

We now obtain an analytical expression for gx for the
x2-y2 ground-state manifold of Hamiltonian Eq. (12). For that
matter, we represent the operator μBBx(gSx + �x ) in the basis
of eigenstates of H(σ ):

|ψ−(↑)〉 = cos
α

2
|−2,↑〉 − sin

α

2
|+2,↑〉,

|ψ−(↓)〉 = cos
α

2
|+2,↓〉 − sin

α

2
|−2,↓〉,

where the angle α is defined as

�h(Sz ) = |�h(Sz )|(sin α(Sz ), 0, cos α(Sz )) (16)

and �h is defined in Eq. (14). In this subspace, the matrix
elements of �x are zero and the only nonzero matrix element
of Sx reads

〈ψ−(↑)|Sx|ψ (−)(↓)〉 = − 1
2 sin α. (17)
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FIG. 4. Dependence of gx and gz on crystal field parameters F
(a) and D (b) for Ti-H on oxygen, obtained from full model Eq. (7)
(solid points in both panels), DFT (dashed lies), and analytically
(solid lines) [Eqs. (15) and (22)]. In both panels, we take λ =
10 meV. (a) D = −255 meV. (b) F = 14 meV.

For Bz = 0, we have

sin α = 24F√
(24F )2 + λ2

, cos α = −|2Sz|λ√
(24F )2 + λ2

. (18)

Thus, the eigenvalues of the Hamiltonian are

ε2(Bx ) = −3|D| −
√

(24F )2 + λ2 ± g

2
μBBx sin α. (19)

We thus have

g(1)
x = g sin α = g

24F√
(24F )2 + λ2

. (20)

We now consider the contributions to gx that arise from the
virtual transitions to the � = ±1 levels. These are driven by
the combined action of the μB�xBx and the flip-flop part of the
spin orbit interaction. This additional contribution gives

δg(2)
x = − 2λ

3|D| + 24|F | + |λ| (21)

so that the gx factor is given by

gx = g
24F√

(24F )2 + λ2
− 2λ

3|D| + 24|F | + |λ| . (22)

The anisotropy of the g tensor arises ultimately from the
fact that the �z = ±2 states have a strong additional orbital
response only when B is applied in the z direction. This extra
contribution is quenched by the F crystal field term that leads
to states with equal weight on the two �z = ±2 states but
promoted by the spin orbit coupling. The resulting anisotropy
is thus controlled by the competition between λ and F . In
addition, gx has also a contribution that arises from virtual
coupling to the �z = ±1 states. For the values of D, F, λ

adequate to describe Ti-H on MgO, the dominant contribution
to the deviation of gx from the value g = 2 arises from the
virtual coupling to � = ±1.

So, for F = 0 we have g(1)
x = 0, because the spin orbit

coupling correlates Sz and �z so that spin flips entail mo-
mentum flips that are forbidden, and gz = −2 because of the
dominant orbital contribution. In the opposite limit of λ = 0,
we recover gx = gz = 2. If we repeat the analysis for gy, we
obtain gx = gy, as expected from the C4 surface’s symmetry.

In Figs. 3 and 4, we show the predictions for gx and gz, as
functions of λ, D, and F , obtained using both the analytical
formulas Eqs. (15) and (22) and the exact solution of the
complete Hamiltonian Eq. (7). The DFT results are shown
as dashed horizontal lines. In Figs. 3 and 4(a) we take D =
−255 meV, roughly estimated from DFT, using Eq. (9), which
gives a single particle spectrum, in agreement with the results
of DFT. In Fig. 4(b), we take λ = 10 meV and F = 14 meV,
also inferred from comparison with DFT. In Fig. 4, we fix
λ = 10 meV and F = 1.4λ so that we obtain values very close
to those obtained with DFT. Finally, Fig. 4(b) shows that the
dependence of gx on D is small and gz does not depend on D.

Summing up, the results of this section show how, for a
model with the symmetry adequate for a TiH on top of an
oxygen on an (001) MgO surface, the g factor is anisotropic,
gz �= gx = gy, and how gz and gx depend on the crystal field
parameters F , and to a lesser extent, on D. Our analytical
model is able to give gx and gz, in agreement with the values
obtained from DFT.

VI. PIEZOELECTRIC MODULATION
OF g FOR Ti-H on MgO

We have shown that a modulation of the g-factor anisotropy
would induce spin-flip transitions [Eq. (6)], and we have
computed how the g-factor components depend on the crystal
field parameters F and D. We now argue that an electric
field applied perpendicular to the surface of MgO modulates
F and D, and thereby the g-factor anisotropy, resulting in
spin transitions between the two states of the lowest energy
Kramers doublet of Eq. (7).

Our DFT calculations show that crystal field parameters
D and F are functions of the adatom-oxygen distance, z:
D(z), F (z) [see Eqs. (10) and (11) and Fig. 5]. We denote the
equilibrium position by zeq. The electric field across the gap
between the STM and the MgO surface, E = Vtip/d , where d
is the tip-MgO distance, induces a force on the adatom, F =
qadatomVtip/d on account of its charge qadatom [3,11,26]. This
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FIG. 5. Schematic showing a magnetic atom (orange) on MgO
and an Fe atom (violet) attached to the apex of the STM tip. The
solid (orange and violet) arrows indicate the orientations of the
respective magnetic moments (�S and �Stip). The exchange interaction
J is indicated by the red curve and the piezoelectric displacement
is represented with a red arrow. A radio-frequency voltage drives the
ESR of the magnetic atom. The external magnetic field Bext is applied
out of the plane of the substrate (with a small angle).

force is compensated by a restoring elastic force F = −kδz.
Thus, the adatom equilibrium position is displaced by [26]

δz(t ) = qadatomVtip(t )

kd
. (23)

This equation is valid for a time-dependent Vtip as long as its
Fourier components are away from the mechanical resonance

frequency of the stretching mode,
√

k
M , where M is the mass

of the adatom. According to our DFT calculations [11,26], this
frequency is up in the THz range, as long as we ignore the con-
tributions coming from the off-plane (flexural) phonons of the
MgO. In the following, we assume Vtip(t ) = V 0

RF cos(2π f t ) so
that we have

δz(t ) = qadatomV 0
RF(t )

kd
cos(2π f t ) ≡ δz0 cos(2π f t ). (24)

From our DFT calculations for Ti-H on MgO [11], we
obtain k = 290 eV nm−2, so that for RF tip voltages values
ranging from eV 0

RF = 10 meV to eV 0
RF = 20 meV and d = 5Å,

the piezoelectric displacement amplitude goes from δz0 =
0.07 pm to δz0 = 0.14 pm.

The modulation of crystal field parameters F and D with
the Ti-O bond length leads to a modulation of the g tensor:

δga =
(

∂ga

∂F

∂F

∂z
+ ∂ga

∂D

∂D

∂z

)
δz(t ). (25)

It must be noted that this equation is also valid in the DC limit.
We now proceed to estimate the magnitude of the Rabi cou-

pling associated to the modulation of the g factor. We do that
using two different methods that, as we discuss below, give
the same result. The first method consists of using Eq. (6). In
the second method, we evaluate directly the matrix elements

FIG. 6. (a) Rabi coupling due to g-factor modulation as a func-
tion of the angle θB between �B and surface calculated with two
methods: Eqs. (6) and (27). λ = 10 meV, F = 1.4λ = 14 meV, D =
−255 meV, B = 1T , VF = 20 meV, STM-surface distance d = 5Å,
k = 290 eV/nm2. (b) Dependence of �g on λ, keeping all the other
constants the same and θB = 45 deg.

of the crystal field operators, using the same approach used in
previous works [3,26].

A. Rabi coupling from the g-factor anisotropy

In order to compute the Rabi coupling from Eq. (6), we
need to compute Eq. (25). For that matter, we obtain ∂ga

∂F

and ∂ga

∂D from our model Hamiltonian, and we use ∂F
∂z , ∂D

∂z
calculated from DFT calculations in Sec. IV A.

We are now in position to estimate �g, combing Eqs. (6),
(10), (24), and (25). We now take V 0

RF = 20 meV, d = 5 Å,
and k = 290 eV/nm2 (taken from DFT calculations). This
yields a strain of the Ti-O distance of δz0 = 0.14 pm. In
Fig. 6(a), we plot the magnitude of the Rabi coupling so
obtained, as a function of the angle between the magnetic field
and the surface, θB for B = 1 Tesla. The first thing to note is
that the magnitude of �g is between one and two orders of
magnitude smaller than the experimental values reported in
our previous work [11]. Therefore, other mechanism, most
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likely exchange modulation [26], has to be involved in the
electric field driving of the spin for EPR-STM for Ti-H/MgO.

The magnitude of �g scales linearly both with the applied
field B and with the RF electric field VRF

d . The optimal angle
to maximize �g is close to 45 deg. In contrast, the exchange
mechanism is independent of B and scales exponentially [11]
with d . Whereas the g-factor modulation is not dominant for
Ti-H on MgO, it could be the dominant factor in heavier
adatoms. To show this, in the bottom panel of Fig. 6(b) we plot
�g ramping λ, keeping all the other parameters the same and
taking θB = 45. It is apparent that, for a wide range, �g scales
linearly with spin orbit coupling. Expectedly, �g vanishes for
λ = 0, as the g-factor anisotropy is driven by λ.

B. Rabi coupling from crystal field matrix elements

We now carry out a sanity check. Given that the electronic
spin flip transitions described by the effective S = 1/2 model
of Eqs. (1) and (2), arise ultimately from the modulation of
the crystal field operators of the parent Hamiltonian of Eq. (7),
we have computed the Rabi coupling using the parent model
as well. To do so, we first obtain the two lowest eigenstates of
Hamiltonian from Eq. (7), H|±〉 = (Eg ± �z

2 )|±〉 and we then
compute the matrix elements of the perturbation operator:

V (t ) = ∂D

∂z
δz(t )�2

z + ∂F

∂z
δz(t )[(�(+) )4 + (�(−) )4], (26)

where the time dependence is described by Eq. (24). We thus
define

�CF = ∂D

∂z
δz0〈+|�2

z |−〉

+ ∂F

∂z
δz0〈+|[(�(+) )4 + (�(−) )4]|−〉. (27)

The results of the calculation of �CF as function of θB,
obtained with the same values of λ, D, F , d , VRF, k, and B of
the previous subsection, are shown in Fig. 6 and, expectedly,
are in full agreement with those obtained using Eq. (6). This
agreement validates our analysis.

VII. g-FACTOR MODULATION OF Fe on MgO

The results of the last paragraph show that it is possible
to interpret the modulation spin driving coming from the
modulation of the crystal field parameters [Eq. (27)] in terms
of a modulation of the g factor [Eq. (6)]. In the seminal work
of Baumann et al. [3], the modulation of the crystal field
(CF) was proposed as the driving mechanism for EPR-STM
of Fe/MgO. Here we address the question of whether we can
recast the CF mechanism in terms of the g-factor modulation,
for the case of Fe on MgO as well.

In order to find the answer, that turns out to be negative,
we need to model the g-factor modulation for Fe on MgO and
to compare with the results obtained from the CF modulation.
The main difference with the case of Ti-H is that the ground
state of Fe on MgO has S = 2. Therefore, a multielectronic
description is necessary [3,26,34].

We follow our own work [26] and we model Fe on MgO
with a two levels of complexity. First, a microscopic Hamilto-
nian for six electrons in the d orbitals of Fe, in the presence of

a crystal field, spin orbit coupling, Coulomb interaction, and
Zeeman interaction:

HFe = HCF + HSOC + HZ + Vee. (28)

The single particle crystal field Hamiltonian reads

HCF = D�2
z + F

(
�4

x + �4
y

)
. (29)

As explained in Appendix C, this CF Hamiltonian turns is
almost identical to the one we have used in Eq. (7) Ti-H/MgO.
As we did in the case of Ti-H/MgO, we can infer D and
F from DFT calculations [26]. For z = zeq we obtain, from
DFT calculations, F = −10 meV and D = −290 meV [26].
The spin orbit coupling constant for Fe is λ = 35 meV [26].

The many-body Hamiltonian can be solved exactly, by nu-
merical diagonalization in a space made with all the states that
accommodate six electrons in five spin-degenerate d orbitals.
The lowest energy manifold has five states, corresponding to
a ground state with S = 2 and can be described in terms of an
effective spin model:

Heff = −D2S2
z + D4S4

z − F
(
S4

+ + S4
−
) + μBB · g · S,

(30)

where the spin operators act on the S = 2 subspace. The main
difference with the S = 1/2 case is the presence of single-ion
anisotropy terms. The anisotropy terms D2,D4,F , and the g
tensor can be obtained from the diagonalization of Hamilto-
nian Eq. (28). We obtain D2 = 4.9 meV, D4 = 0.23 meV, and
F = 11 neV. With these numbers, the spectrum of the S = 2
manifold has a EPR active space formed by a doublet of states
with Sz = ±2, that we denote as |0〉 and |1〉. Yet, this doublet
is fundamentally different [24] from the S = 1/2 Kramers
pair, as it has a zero field splitting, given by � = 48F =
0.5 μeV, due to quantum spin tunneling [35–38]. Thus, the
EPR active doublet for Fe on MgO cannot be described in
terms of a Zeeman-only Hamiltonian. At B = 0, none of
the two lowest energy states has a magnetic moment [38].
However, application of a modest off-plane field is enough
to induce an off-plane magnetic moment in the two lowest
energy states, on account of the small value of �.

Diagonalizations of the multielectronic Hamiltonian
Eq. (28) at finite magnetic field permit us to derive the g tensor.
Expectedly for a system with C4 symmetry, it is diagonal in
the Cartesian basis. The values of the g tensor do depend on
the single particle crystal field parameters D and most notably
on F and λ. For the values quoted above, we obtain gz = 2.8
and gx = gy = 2.0.

Importantly, all the constants in the effective Hamiltonian
Eq. (30) do depend strongly on the single particle crystal
field parameter F that in turns depends on the piezoelectric
displacement [26]. Following an argument similar to the one
used for d1 atoms, we can calculate the Rabi frequency
derived from the effective Hamiltonian. We break it down in
two types of terms:

�eff = �ZFS + �g. (31)

The first comes from the modulation of the zero field energy
constants, D2, D4, and F and was absent in the case of S =
1/2 adatoms. The dominant contributions [26] arise from the
modulation of the F term in the single particle crystal field of
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FIG. 7. Breakdown of Rabi coupling for Fe on MgO as a func-
tion of in-plane magnetic field Bx . The calculation were performed
for Bz = 0.2 T, k = 600 eV/nm2, d = 0.6 nm, VRF = 8 mV, D =
−290 meV, F = −10 meV, λ = 35 meV, and q = 2e.

Eq. (29):

�ZFS =
(

−∂D2

∂F
〈0|S2

z |1〉 + ∂D4

∂F
〈0|S4

z |1〉

− ∂F
∂F

〈0|S4
+ + S4

−|1〉
)

∂F

∂z
, (32)

where ∂F
∂z = 280 meV/nm, obtained from DFT in a previous

publication [26]. The second class of contribution to the Rabi
coupling comes from the g-factor modulation, very much like
the S = 1/2 case:

�g = μB

(
∂gz

∂F
Bz〈0|Sz|1〉 + ∂gx

∂F
Bx〈0|Sx|1〉

)
∂F

∂z
. (33)

We can assess the relative contribution of the zero field
splitting and the g-tensor modulations in the following way.
We first compute the Rabi coupling using the whole multi-
electron Hamiltonian [26] and we refer to this as �CI. The cal-
culation, done for Bz = 0.2 T, k = 600 eV/nm2, d = 0.6 nm,
VRF = 8 mV, D = −290 meV, F = −10 meV, λ = 35 meV,
and q = 2e is shown in Fig. 7 as a function of the in-plane field
Bx, together with the different contributions, �ZFS and �g,
computed using the effective Hamiltonian Eqs. (30), (32), and
(33). It is apparent that the �CI = �ZFS + �g, which validates
our methods.

Importantly, our calculations show that the modulation of
the g factor is not a dominant contribution to the spin transi-
tions driven by the modulation of the crystal field parameter
F due to off-plane piezoelectric distortion of the adatom. In
addition, it was found in Ref. [26] that the exchange modula-
tion mechanism is probably dominant for Fe. Therefore, the
g-factor modulation plays a marginal role in the case of Fe.

VIII. MODULATION OF THE HYPERFINE INTERACTION

Here we briefly address how the modulation of the g-
factor anisotropy affects the hyperfine interaction. Recently,
electrical control of an individual nuclear spin of S = 1/2 Cu
atom was demonstrated using STM-EPR [10]. For simplicity,
here we consider the case of Ti-H on MgO, for which hy-
perfine splittings have been observed experimentally [8]. We
consider a simplified hyperfine model where only the contact
interaction term is considered:

VHF = AI · S. (34)

For simplicity, the dipolar and quadruple terms are neglected,
although they are known to be relevant for Ti-H on MgO [8].
We now address how the modulation of the g-factor anisotropy
affects this Hamiltonian and we find that the effective hyper-
fine coupling becomes anisotropic.

For that matter, we consider the representation of the
isotropic hyperfine operator Eq. (34) in the basis set defined
by the tensor product of the lowest energy eigenstates of
Hamiltonian Eq. (7), whose wave functions are given by
Eq. (16), and the eigenstates of the nuclear spin operator Iz.
The resulting Hamiltonian reads

HHF = A‖IzSz + A⊥(IxSx + IySy), (35)

where

A‖ = A, A⊥ = A sin α = A
24F√

(24F )2 + λ2
, (36)

where F and λ are the crystal field and spin orbit coupling in
Eq. (7). It is apparent that the modification of the hyperfine
interaction is connected to the g-factor anisotropy.

We now discuss how the modulation of the g factor could
lead to nuclear spin transitions that preserve the electronic
spin. We consider the situation where a magnetic field induces
an electronic Zeeman splitting so that the eigenstates of
the electronuclear Hamiltonian can be split in two groups,
according to their electronic spin [10]. We are interested in
transitions between the low-energy manifold, so that initial
and final states belong to the low-energy group, and only the
nuclear spin changes in the transition. We thus consider tran-
sitions between two eigenstates that differ by single nuclear
spin flip [10]:

|Iz〉− =
√

1 − ε2|↓〉|Iz〉 + ε|↑〉|Iz − 1〉 (37)

and

|Iz − 1〉− =
√

1 − ε2|↓〉|Iz − 1〉 + ε|↑〉|Iz − 2〉, (38)

where ε ∝ A⊥
gzμBBz

 1. These states have a dominant ↓ elec-
tronic spin component and a small mixing due to the nonres-
onant spin-flip hyperfine interaction.

It is apparent that a perturbation that flips the electronic
spin can induce transitions between these two states:

−〈Iz − 1|S−|Iz〉− ∝ ε
√

1 − ε2 � A⊥
gzμBBz

, (39)

showing the electronically driven nuclear spin transition ma-
trix element is proportional to the hyperfine interaction. Thus,
the same modulation of the g tensor that drives electronic spin
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transitions, when f in the range of the electronic Zeeman tran-
sition, can also drive nuclear-spin flip transitions if f is in the
range of the hyperfine interaction, as shown experimentally in
the case of Cu on MgO [10].

We finally note that the modulation of F will in turn change
A⊥ providing a time-dependent electron-nuclear perturbation,

δVHF = δA⊥(t )
(
IxSx + IySy

)
, (40)

where δA⊥ = ∂A⊥
∂F

∂F
∂z δz(t ). However, this electron-nuclear

flip-flop operator cannot mix the states (37) and (38). The
flip-flip modulation can induce EPR-like transitions, between
state (37) and

|Iz − 1〉+ =
√

1 − ε2|↑〉|Iz − 1〉 + ε|↓〉|Iz〉. (41)

This could be a relevant mechanism for EPR-STM in systems
with very large hyperfine interaction, such as Bi in silicon
[39] or perhaps Cu/MgO [11]. Hyperfine-driven electric spin
dipole resonances have been reported in semiconductor quan-
tum dots [40].

IX. ROLE OF ANISOTROPIC g FACTOR AND THE
EXCHANGE-DRIVEN MECHANISM FOR EPR-STM

Although the main scope of this paper is to propose another
mechanism for the electric field driving of the surface spins
in STM-EPR, we briefly comment here on the role that the
g-factor anisotropy plays on the exchange-modulation mech-
anism that we proposed in Ref. [26] and has been experi-
mentally observed [11] for Ti-H adatoms on MgO. We now
consider a Hamiltonian for the surface spin that, in addition
to the Zeeman term, given by Eq. (1), has also exchange
interaction with the tip. The magnetic moment of the tip is
described semiclassically [11,26], so that the Hamiltonian for
the surface spin reads

Hex = HZ + J (z)�nT · �S, (42)

where (see Figs. 1 and 5)

�nT = (cos(θB + δ), 0, sin(θB + δ)) (43)

describes the orientation of the tip moment, �B =
B0( cos(θB), 0, sin(θB)) is the external magnetic field forming
and angle θB with the MgO surface as shown in Fig. 1 and
J (z) is the tip-adatom exchange interaction (Fig. 5) that
depends on the tip-surface distance z.

In Appendix A 2, we derive an expression for the Rabi en-
ergy associated to the modulation δJ of the exchange formula:

�J = EJ

(
�gx

g
− �gz

g

)
cos θB sin θB cos δ

+ EJ

(
1 + �gx

g
cos2 θB + �gz

g
sin2 θB

)
sin δ, (44)

where we write the ansotropic g factor as

gx = g + �gx,

gz = g + �gz, (45)

where �gx and �gz are the static contributions to the g-factor
anisotropy,

EJ ≡ δJ

2�∗
z

gμBB, (46)

and

�∗
Z ≡

√
(gxμBBx + Jnx )2 + (gzμBBz + Jnz )2. (47)

Let us consider now two different limits for this complicated
formula. We study first the case δ = 0, i.e., when the tip
magnetic moment is aligned with the external magnetic field.
This amounts to assume that the tip magnetic moment has an
isotropic g factor. For δ = 0, the exchange modulation Rabi
splitting reads

�J = EJ

2
sin 2θB

(
�gx

g
− �gz

g

)
. (48)

Thus, this equation makes it apparent that the g-factor
anisotropy of the surface spin is essential if the tip spin is
aligned with B (δ = 0). We note that, in spite of the similar
aspect of Eqs. (6) and (48), they describe different mecha-
nisms. In Eq. (6), the transitions are driven by the anisotropic
modulation δg of the g-factor anisotropy. In Eq. (48), the
transitions are driven by the modulation of the tip-surface spin
δJ , but are enabled by the static g-factor anisotropy, given by
�g.

We now consider the case �gx = �gz = �g, i.e., when the
surface spin has an isotropic g factor. We obtain

�J = EJ

(
1 + �g

g

)
sin δ. (49)

Thus, the exchange-modulation Rabi depends on the mis-
alignment angle between the tip moment and the applied field.
In both cases, the exchange modulation Rabi splitting requires
that either the tip or the surface spins, or both, have to be
misaligned with respect to the applied field.

X. ELECTRIC CONTROL OF THE RESONANCE
FREQUENCY

In the EPR-STM experiments, there is a DC bias, with
amplitude VDC, superimposed to the AC bias. In this section,
we consider the shift of the resonance frequency of a S = 1/2
adatom with anisotropic g factor on account of the DC electric
field between the tip and the surface. We consider the case of
Ti-H/MgO. The underlying mechanism is the same that gives
rise to the spin transitions: Application of an off-plane electric
field induces a strain δz of the bond between the Ti adatom
and the oxygen atom underneath [see Eq. (23)]. This leads to
a modulation of the crystal field parameters D and F that in
turn shifts the g tensor.

In the case of the g-factor modulation, we can obtain an
expression for the shift of the resonance frequency for a given
DC modulation δgx and δgz of the g tensor, up to linear order
in �ga,

h̄δω � μ2
B

gxδgxB2
x + gzδgzB2

z

�z
, (50)

where �z is the unperturbed modulation. We emphasize that
δgx and δgz in Eq. (50) are the time-independent contributions
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FIG. 8. Shift of the resonance frequency for B = 1 T, λ =
10 meV, D = −255 meV, F = 1.4λ meV, k = 290 eV/nm2, and
d = 5 Å for three different magnetic field angles.

to the g-factor anisotropy that arise from application of a DC
electric field.

In Fig. 8, we plot the shift of the resonance frequency as a
function of VDC for a Ti-H adatom on MgO. The calculation
is carried out with the Hamiltonian Eq. (7). We take D =
−255 meV, F = 1.4λ = 14.0 meV, and B = 1 T. In order
to compute δz, we take k = 290 eV/nm2 and a tip-MgO
distance of d = 5 Å [11]. The shift scales inversely with d .
We consider three orientations for �B, forming angles θB =
10◦, 45◦, 80◦. Expectedly, the resulting modulation is linear
in VDC and the effect is larger for fields off-plane, on account
of the fact that �gz > �gx. With state of the art STM-EPR,
the spectral resolution is around 3 MHz. Therefore, the shift
might be observed for large values of VDC.

The exchange with the tip also contributes to the shift in
the EPR frequency [6,11,26]. Unlike the g-factor modulation
mechanism, the exchange contribution is tip dependent and
decays exponentially with d . Therefore, for larger tip-surface
distance d , the g-factor modulation should dominate. Electric
shift of the spin resonance was observed experimentally in
bulk MgO doped with Cr [41], by means of conventional EPR.

XI. DISCUSSION AND CONCLUSIONS

The main idea of this paper is that electric fields can
modulate the g-tensor anisotropy of magnetic adatoms, and
that could be used to drive spin transitions. Our work comes
motivated by recent EPR-STM experiments [3–12]. The elec-
tric modulation mechanism discussed here is an atomic scale
version of the modulation of the g factor of electrons [19,42]
and holes [43] in semiconductor nanostructures that lies at the
heart of some well-known spintronics [44] and is becoming
a resource in the manipulation of spin qubits [45,46]. At
the atomic scale, the modulation proposed here occurs by
controlling the weight of two orbital states with �z = ±2 that
have different orbital couplings.

We now briefly discuss some points of our work that could
be improved. The derivation of the crystal field parameters
for Ti-H/MgO could be improved using a Wannierization

[26,47]. In addition, we could also improve the model Eq. (7)
by including the effects of hybridization between the d or-
bitals of Ti and the p and s orbitals of oxygen and s orbitals
of titanium and hydrogen, as well as the effect of charge
fluctuations [48].

Our estimation of the piezoelectric stretching could be
improved in several ways. First, we are treating the silver
substrate and most of the MgO as completely rigid. We have
verified that keeping the MgO layer completely rigid, or
letting a few atoms of the MgO layer close to the Ti adatom
relax, has a minor impact on our estimate of k. We have also
treated the potential as quasistatic. Whereas this is probably a
good approximation, it the gigahertz frequency might resonate
with long wavelengths off-plane MgO phonons that would
definitely change the Ti-tip distance, very important for the
exchange modulation mechanism [11,26] and perhaps the Ti-
O distance as well.

The g factor observed experimentally for Ti-H/MgO is
g � 1.8 for magnetic fields pointing almost in plane. From
our theory, we expect a larger value, closer to gx = 1.97.
There are two possible reasons for this discrepancy. First, the
coupling to silver, ignored both in our DFT calculation and in
the model, could distort slightly the electronic cloud of Ti-H,
which would in turn change D and F and thereby gx and gz.
Second, and also related to silver, the Kondo coupling to the
substrate electrons is expected to renormalize g, in analogy to
the Knight shift [49,50]. In the case of an isotropic interaction,
the renormalization of the g factor reads, up to first order in
the Kondo exchange between the adatom and the substrate
electrons, Js:

δ�z = −�z

2
gsρJs, (51)

where ρs is the density of states of substrate at the Fermi
energy and gs is the g factor of the substrate electrons. The
sign of Js is positive for antiferromagnetic exchange, which is
expected in this system, since Kondo effect was observed for
Cu/MgO [10]. Therefore, the Kondo interaction could reduce
the g factor of Ti-H.

We now summarize the main results of this work:
(1) We have shown that an anisotropic time-dependent

modulation of the g tensor induces electronic spin transitions,
described by Hamiltonian Eq. (5) and characterized by a Rabi
coupling given in Eq. (6).

(2) We have worked out an analytical theory for the
anisotropic g factor of the Ti-H S = 1/2 adatom on MgO and
we have benchmarked it against DFT calculations. Our theory
relates g with crystal field parameters D and F , as well as Ti
spin orbit coupling λ [Eqs. (15) and (22) and Fig. 4].

(3) We have computed the modulation of the g-tensor
anisotropy due to the piezoelectric strain of the Ti-H
chemisorbed on an oxygen atom on MgO and we have es-
timated the resulting Rabi coupling (see Fig. 6). We have
found that is much smaller than the one observed experimen-
tally, confirming the dominance of the exchange modulation
mechanism [11,26]. However, we have shown that for heavier
adatoms with much larger spin orbit coupling λ, this mecha-
nism could be efficient.

(4) We have studied to what extent the crystal field
mechanism for EPR-STM, proposed by Baumann et al. to
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understand the experiments for Fe on MgO [3], could be
ascribed to the modulation of the g factor. We find that the
dominant contributions to the crystal field mechanism come
from the modulation of the zero field splitting parameters.

(5) We have also proposed that a DC voltage can shift
the g factor and thereby the Zeeman splitting, and we have
computed the effect for the case of Ti-H [see Eq. (50) and
Fig. 8]. This shift provides an additional knob to fine-tune the
resonance frequency.

(6) We have discussed the impact on the hyperfine cou-
pling of the g-factor anisotropy and its electric modulation
[see Eq. (34)].

(7) We have discussed the role of the g-factor anisotropy
of Ti-H/MgO to enable the exchange-modulation mechanism
for EPR-STM [Eq. (48)]. In the absence of adatom g-factor
anisotropy, the exchange-modulation EPR-STM mechanism
can only work if the tip moment is not aligned with the applied
field [see Eq. (49)].

In this work, we have focused mostly on Ti-H/MgO and
Fe/MgO, although most of the ideas can be applied or ex-
tended to the case of other atoms. Most notably, the case of
Cu/MgO will be the subject of a future publication.
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APPENDIX A: CALCULATION OF RABI CONSTANT
FOR SPIN MODEL

In this Appendix, we compute the Rabi coupling defined in
Eq. (5). We consider the general situation for a S = 1/2:

H = �b0 · �S + �b1(t ) · �S, (A1)

where

�b0 = |�b0|(sin θ0, 0, cos θ0) (A2)

and

�b1(t ) = |�b1| cos(2π f t )(sin θ1, 0, cos θ1). (A3)

We shall give explicit expressions for �b0 and �b1 below, where
we consider independently the exchange modulation and the
g-factor modulation mechanism.

The eigenstates of H=μB�b0 · �S satisfy H0|±〉 =
±μB|�b0||±〉 and are given by

|+〉 = cos
θ0

2
|↑〉 + sin

θ0

2
|↓〉, (A4)

|−〉 = sin
θ0

2
|↑〉 − cos

θ0

2
|↓〉. (A5)

We obtain the matrix element of the spin operators in the
basis of eigenstates:

〈+|Sx|−〉 = 1

2

(
sin2 θ0

2
− cos2 θ0

2

)
= −1

2
cos θ0, (A6)

〈+|Sz|−〉 = sin
θ0

2
cos

θ0

2
= 1

2
sin θ0. (A7)

We can now write the general expression

� = |�b1|
2

(− sin θ1 cos θ0 + cos θ1 sin θ0). (A8)

This can be further simplified to

� = |�b1|
2

sin(θ1 − θ0) = 1

2

�b0 · �b1

|�b0|
. (A9)

1. Expression for � for the g-factor modulation

We now apply Eq. (A9) for the case of the g-factor modu-
lation. We now write up

�b0 = μB(gxBx, 0, gzBz ) (A10)

and

�b1 = μB(δgxBx, 0, δgzBz ). (A11)

Explicitly, we write

sin θ0 = gxBx√
(gxBx )2 + (gzBz )2

(A12)

and

cos θ0 = gzBz√
(gxBx )2 + (gzBz )2

. (A13)

We thus write

� = μB

2
(−δgxBx cos θ + δgzBz sin θ ). (A14)

We now use Eqs. (A12) and (A13) to express Bx and By in
terms of θ, gx, gz, Bx, Bz and we obtain

� = μB

2
|�b0| cos θ0 sin θ0

(
−δgx

gx
+ δgz

gz

)
. (A15)

Now we use cos θ0 sin θ0 = 1
2 sin 2θ0 to obtain

� = μB

4
|�b0| sin 2θ0

(
δgz

gz
− δgx

gx

)
. (A16)

We now write the Zeeman splitting

�Z = μB|�b0|, (A17)

so that we obtain the expression

� = �Z

4
sin 2θ

(
δgz

gz
− δgx

gx

)
. (A18)

2. Expression for � for the exchange modulation

We now consider a Hamiltonian for a S = 1/2 surface
spin where, in addition to the Zeeman interaction, there is a
exchange coupling to the magnetic moment of the tip:

Vexch = J (z)�nT · �S, (A19)
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where

�nT = [cos(θB + δ), 0, sin(θB + δ)] (A20)

and �B = B0( cos(θB), 0, sin(θB)).
We define the spin splitting

�∗
Z ≡

√
(gxμBBx + Jnx )2 + (gzμBBz + Jnz )2 (A21)

and we express the angles as

sin θ0 = gxBx + Jnx

�∗
Z

(A22)

and

cos θ0 = gzBz + Jnz

�∗
Z

. (A23)

For the time-dependent component, we now ignore the
modulation of the g factors and we only consider the mod-
ulation of the exchange that we write up as δJ cos 2π f t . We
thus can write

�b1(t ) = δJ (nx, 0, nz ). (A24)

After some algebra, we obtain

�J = δJ

2�∗
z

(gxμB.Bxnz − gzμBBznx ). (A25)

Since we are interested in the role of the g-factor
anisotropy, we make it explicit and we write

gx = g + �gx,

gz = g + �gz, (A26)

where �gx and �gz are the static contributions to the g-factor
anisotropy. We now define

EJ ≡ δJ

2�∗
z

gμBB (A27)

so that the expression for the Rabi reads

�J = EJ ( cos θB sin(θB + δ) − sin θB cos(θB + δ))

+ EJ

(
�gx

g
cos θB sin(θB+ δ) −�gz

g
sin θB cos(θB+ δ)

)
.

We can now write this up as

�J = EJ sin δ

+ EJ

(
�gx

g
cos θB sin(θB+ δ) −�gz

g
sin θB cos(θB+ δ)

)
.

After some algebra, we obtain

�J = EJ sin δ + EJ

(
�gx

g
− �gz

g

)
cos θB sin θB cos δ

+ EJ

(
�gx

g
cos2 θB + �gz

g
sin2 θB

)
sin δ. (A28)

APPENDIX B: ESTIMATION OF SOC FROM NIST
DATABASE

From the NIST database [51], we obtain the experimental
values for Ti(IV) with an outermost electronic configura-
dion d1. The lowest energy levels have L = 2 and S = 1/2,
with J = 3/2 and J = 5/2. Their energy splitting is �E =
47.3 meV. We can relate this to the spin orbit coupling using
J = L + S and

λ�L · �S = λ

2
[J (J + 1) − L(L + 1) − S(S + 1)]. (B1)

From here, we obtain

E (J ) = λ

2
[J (J + 1) − L(L + 1) − S(S + 1)] (B2)

and

E (J + 1) − E (J ) = λ

2
[J + 1(J + 2 − J )] = (J + 1)λ. (B3)

Since J + 1 = 5
2 , we obtain λIV = 2

5�EIV = 18.9 meV. If we
consider Ti(III), we have J + 1 = 3 and �EIII = 22.9 meV.
This yields λIV = 1

3�EIII = 7.63.
It is apparent that the strength of the atomic spin orbit

coupling depends on the charge imbalance in the Ti. One can
expect that value of λ for Ti-H on MgO must be in between
these two values.

APPENDIX C: RELATION BETWEEN THE (�+)4 + (�−)4

AND THE �4
x + �4

y TERMS

In this Appendix, we discuss the connection between these
two crystal field operators that we have used for Ti and Fe.
The choice is a matter of convenience. After some algebra,
the relation between these two operators is

�4
x + �4

y = (�+)4 + (�−)4

8
+ 24I − 91

12
�2

z + 7

12
�4

z . (C1)

Thus, it is apparent that the last two terms can can be reab-
sorbed as a renormalization of the D�2

z term, plus a shift of the
�z = 0 level, that plays a very minor role in the discussion for
Ti-H/MgO.
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