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Laser induced breakdown spectroscopy on metallic alloys:
Solving inhomogeneous optically thick plasmas
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Abstract

In this work, laser-induced breakdown spectroscopy (LIBS) has been applied to the characterization of a plasma generated on a ternary Co–
Cr–Mo alloy commonly used on hip prosthesis in air at atmospheric pressure. A method to achieve analytical results without employing any
reference sample was implemented within a two-region plasma picture of a hot dense core surrounded by a colder periphery, where both self-
absorption and inhomogeneity effects were taken into account. High resolution spectra of three strong Co I–II lines from different regions of the
plasma plume were recorded and the analysis was carried out by means of a least-squares calibration-free algorithm. In this approach, theoretical
spectra were matched to the experimental line profiles. Thus, the plasma parameters (temperature, atom, ion and electron densities) and the line
widths were obtained, demonstrating the feasibility of the method to characterize the physical state of a laser-induced plasma.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction

Laser-induced breakdown spectroscopy (LIBS) is a powerful
analytical technique with a wide range of applications concerning
both fundamental purposes and material analysis [1–4]. Cur-
rently, laser-induced plasmas (LIP) in air at atmospheric pressure
are very useful for analysis of the elemental composition of solid
samples such as metallic alloys, due to its inherent advantages of
lack of any previous sample preparation and on-line measure-
ment capability. In particular, Co–Cr–Mo alloys are currently
employed in Medicine on prosthesis and orthopedic implants.
Manufacturing of these bio-compatible alloys is very expensive
and it should be characterized with minimum damage in order to
study the influence of its composition on critical features such as
fatigue and corrosion resistance [5].

Several works dealing with laser-induced plasmas for
qualitative and quantitative analysis of metallic alloys can be
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found in the literature [6–10]. The analytical performance of the
technique may be affected by self-absorption and spatial inho-
mogeneity [11–12]. In fact, due to the high density of atoms and
ions present in laser-induced plasmas self-absorption of the
spectral lines usually occurs within the plasma, which is said
optically thick. Moreover, it is well-known that because LIP are
spatially inhomogeneous, the plasma parameters have spatial
distributions that evolve with time [13,14]. Therefore, the
measured spectral lines have contributions due to the emission
from regions with different values of the plasma parameters
along the direction of observation. In an inhomogeneous opti-
cally thick LIP the strongly absorbed lines result self-reversed.

In order to quantify the analysis, the conventional method is
using calibration curves constructed with reference samples [15].
Due to self-absorption, the intensity of the lines saturate and the
calibration curves bend for concentrations higher than a critical
value depending on its spectroscopic features and the experiment.
The sensitivity of the curve decreases and the measured line
intensity is not proportional to the element concentration in the
sample. The plasma temperature is calculated by the Boltzmann
plot method using the integrated line intensities of the measured
spectral lines, rejecting those transitions showing self-absorption.
Some researches asserted that self-absorption effects can be
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Fig. 1. Experimental set-up used in the present work for LIBS experiment.

Table 2
Spectral lines of Co employed for LIBS analysis

Element Wavelength (nm) Aji (s
−1) gj gi Ej (eV) Ei (eV)

Co I 340.51 1.0E8 10 10 4.07 0.43
356.94 1.5E8 8 8 4.39 0.92

Co II 362.12 2.6E6 9 7 5.63 2.20
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reduced generating the plasma with relatively high laser energy
under a low pressure atmosphere of an inert gas [9–11] or
selecting for the analysis atomic transitions from high excited
levels [6]. However, depending on the experimental situation,
those lines are usually weak and seldom detected.

In many important applications dealing with unique samples
(museum pieces and archaeological findings), unknown or
complex matrix samples (rocks from planetary exploration
missions), or expensive manufacturing process (medical
prosthesis) reference samples are not available and an
alternative LIBS analysis is needed, requiring rapid, in-situ
and nondestructive measurements. Recently, several calibra-
tion-free analytical methods have been reported based on
plasma physics to characterize the plasma state, overcoming
Table 1
Experimental set-up and settings used in this work

Laser Pulsed Q-Switched Nd:YAG Big Sky
Pulse width 7–8 ns
Energy 10–50 mJ
Wavelength 1064 nm
Repetition Rate 1–20 Hz

Optics
Focusing sample lens Antireflection coated quartz,

10 cm focal length
Focusing monochromator lens Quartz, 20 cm focal length

Detection system
Monochromator Jovin Yvon, Czerny Turner configuration

Resolution 300000 in double pass
Dispersion 0.13 nm/mm (at 300 nm)
Grating Holografic ruled

2400 groves/mm
Slit widths (entrance/exit) 40/40 mm

Photomultiplier Hamamatsu IP28
Spectral response range 200–600 nm

Signal processing
Gated integrator and

boxcar averager
Stanford Research Systems

Delay time 1500 ns
Gate width 30 ns
Trigger External, from laser Q-switch output
matrix effects. The basic assumptions are: (i) The plasma
composition is representative of that of the target previous to the
ablation (stoichiometric ablation); and (ii) The plasma is in local
thermal equilibrium (LTE) in the time and spatial conditions of
measurement. For instance, Hermann et al. [16] have shown that
more precise evaluation of the plasma parameters can be
achieved when self-absorption of the lines and plasma
inhomogeneity are considered by using a model of a plasma
divided in two uniform zones having different densities and/or
temperatures. Preliminary estimations of kTe and ne were
obtained from the Boltzmann plot method and the Stark
broadening effect, respectively, of the emission lines from a LIP
generated in a Ti target in a low pressure nitrogen atmosphere.
More accurate values of the plasma parameters were then
determined computing the spectral line profiles of three Ti II
transitions under various conditions in order to reproduce the
measurements. Bulajic et al. [17] developed a procedure for
correcting self-absorption in the analysis of materials by LIBS
without calibrations standards using a recursive algorithm. In
their approach, plasma homogeneity and knowledge of all the
species present in the plume are assumed. The method was
tested with three ternary alloys of known composition,
improving the precision and the accuracy. In the work of
Aguilera et al. [18] the effects of self-absorption and plasma
inhomogeneity on the curves of growth (COGs) of five Fe lines
recorded from a LIP generated with Fe–Ni alloys with different
concentrations have been studied by means of a fitting program
based on a two-region plasma framework for the initial times
of the plasma evolution and on a single-region model for
the later times where the LIP has expanded and cooled. The
plasma parameters were determined by comparison of the
theoretical and experimental curves. This set of parameters was
Fig. 2. Line 340.51 nm Co I showing the characteristic dip of a strongly
absorbed line from an inhomogeneous plasma.



Fig. 3. Factor κe of Eq. (3) plotted for several Co I lines as a function of the temperature.

Fig. 4. Two-region plasma model and the measurement procedure.
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subsequently employed to describe the broadening of the
intensity line profiles. Yaroshchyk et al. [19] reported a
calibration-free algorithm implemented for the determination
of the concentration of the major elements of several samples.
The theoretical spectrum, under optically thin and homoge-
neous plasma conditions, was fitted to the experimental
measurements by comparison while varying the temperature
and the relative elemental concentrations, allowing a rapid and
simultaneous multi-element analysis.

The present work continues the research of LIP character-
ization. An automatic, moderate time-consuming algorithm has
been developed and implemented based on the framework of a
two-region plasma, each one in LTE, where self-absorption and
inhomogeneity effects are taken into account. The line profiles
of three spectral lines of the major component (in our case Co I–
II) of a metallic alloy were recorded from both the high-
temperature plasma core and the plasma periphery. Thereby,
using these spectra and an atomic emission lines database, the
plasma parameters (temperature, atom, ion and electron
densities) and lines widths that reproduced the experimental
line profiles simultaneously were obtained performing a least-
squares fitting by means of a self-made computer program.

2. Theoretical

The classical solution to the equation of radiation transfer for
the spectral line intensity emitted by an homogeneous plasma is
[20]

Ik ¼ CU kðkTÞð1� e�skÞ; ð1Þ
where C is a factor depending on the instrumental set-up, λ (m)
is the transition wavelength, Uλ (W m−3) is the distribution for
blackbody radiation, kT (eV) is the temperature, and τλ
(dimensionless) is the optical depth of the plasma. For a plasma
in local thermodynamic equilibrium (LTE) the optical depth can
be expressed as [12]

sk ¼ jkL ¼ jeNLgðkÞ: ð2Þ

In this expression, κe (m
3) is a coefficient that depends on

the atomic parameters of the transition and can be calculated if
the plasma temperature is known. Namely

je ¼ k4

8pcQ
Ajigje

�Ei
kT 1� e

Ei�Ej
kT

� �
ð3Þ
where N (m−3) is the density of the emitters in the plasma, L (m)
is the absorption path-length and g(λ) (m−1) is the normalized
line shape. Moreover, Q (dimensionless) is the atomic partition
function, Aji (s

−1) is the transition probability, gj (dimensionless)
is the statistical weight and Ei and Ej (eV) are the energy levels.
The subscripts refer to levels j (upper) and i (lower).

The partition function is

Q ¼
X
j

gje
�Ej

kT ; ð4Þ

where the sum is carried out over all the bound levels of the
atom or ion. It is computed using energy level data from [21].

In LTE, the ratio of the densities of species with consecutive
ionization stages is given by the Saha equation [22],

NeNz

Nz�1
¼ 6:04� 1021

Qz

Qz�1
kT

3
2exp

�Ez�1
l

kT

� �
; ð5Þ

here, Ne (m−3) is the electron density and E∞
z− 1 (eV) is the

ionization energy of the species z−1. The superscript z refers to
the ionization degree of the species.

Inhomogeneous plasmas present a spatial distribution of its
parameters. Solving a model for these plasmas could be quite
cumbersome. The simplest approach is thinking of the plasma
as composed of two uniform regions having different densities,
temperatures, and optical lengths La and Lb along the line of
sight. A nucleus (a) with higher temperature, ion and electron



Fig. 5. Schematic diagram of the fitting algorithm used in this work.

Fig. 6. Co I–II spectral lines recorded in the plasma periphery.
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densities and a periphery (b) with lower temperature and
densities. The values of the plasma parameters inside these
regions are assumed to be the averaged values of the real spatial
distributions. Hence, the line intensity is given by [19]

Ik ¼ CUa
k ðkTaÞð1� e�κaλLaÞe�κaλLb þ CUb

λðkTbÞð1� e�κaλLbÞ: ð6Þ
In this expression, the contributions to the total emission of
the two regions can be distinguished: the first term gives the
emission from the plasma nucleus absorbed by the plasma
periphery, and the second term gives the emission from the
plasma periphery alone.

3. Experimental

The experimental set-up was similar to that used in a
previous work [23]. It consist of a good spectral resolution



371C.A. D'Angelo et al. / Spectrochimica Acta Part B 63 (2008) 367–374
system based on a photomultiplier tube, shown in Fig. 1 and
described in detail on Table 1. The target was a ternary alloy
Co–Cr–Mo with nominal concentrations of 63% Co, 30% Cr
and 7% Mo, and it was fixed to a rotary holder so that every
laser shot hit on a fresh site. The emitted plasma radiation was
then collected at right angles to the laser beam direction and
focused into the entrance slit (40 μm-wide) of a monochromator
(resolution 0.01 nm). The detector was a photomultiplier (PM)
whose signal was time resolved and averaged with a Box–Car.
The delay time was 1500 ns with a gate width of 30 ns.

The emission line profiles were scanned by moving the
diffraction grating of the monochromator by means of a step
motor, and each experimental point was obtained averaging three
laser shots. In order to get spatially resolved measurements of the
plasma, a quartz lens was mounted on a translation stage allowing
the collection of light from different regions of the plasma along
the direction of plume expansion, by moving the plasma image
formed on the entrance slit of the monochromator. In such a way,
the emission of the plasma from its brightest region (nucleus) and
the external edge far away from the sample surface (periphery)
were recorded. The measured Co lines and their spectroscopic
data are listed in Table 2, according to Ref. [21].

4. Results and discussion

4.1. The model

The goal of this work is to perform a procedure to achieve
analytical results from the experimental profiles of selected
spectral lines corresponding to specific atomic transitions of Co
including the most absorbed spectral lines, which are the easiest
to detect.

In a previous work [24], spectral measurements from a
plasma zone far away from the sample surface were performed.
In order to characterize the plasma, the experimental profiles of
eight selected Co and Cr lines (including two resonant lines)
were accurately reproduced within an homogeneous frame-
work. In Fig. 2, a typical spectrum of a strongly absorbed self-
reversed line from an inhomogeneous plasma experimentally
Fig. 7. Relative local populations of the Co species in a LIP, calculated for an
electron density of 1018 cm−3.

Fig. 8. Co I–II spectral lines recorded in the plasma nucleus.
measured in our experiment can be observed. Thus, in a more
realistic approach, a LIP with a nonuniform temperature should
be considered. We then assumed that the spectral lines originate
in an inhomogeneous plasma consisting in two different
regions: a high-temperature dense nucleus surrounded by a
colder periphery.

The κe factor of Eq. (3) is useful to predict the expected
optical depth for different spectral lines and to know in advance
which one will result in greater or minor absorption in a LIBS
experiment. In Fig. 3, the factor is plotted for several Co I



Table 3
Values of the line parameters of Co obtained by the fitting procedure

Lines (nm) Width (nm)

Nucleus Periphery

Co I 340.51 0.028±0.001 0.024±0.001
Co I 356.97 0.042±0.001 0.030±0.001
Co II 362.12 0.023±0.001 Not calculated

Table 4
Values of the plasma parameters obtained by the fitting procedure

Parameter Nucleus Periphery

kT (eV) 1.08±0.05 0.55±0.05
NLCo I (m

−2) (3.3±0.1)×1017 (8.0±0.1)×1017 (periphery fitting)
(3.9±0.1)×1018 (two-region fitting)

NLCo II (m
−2) (6.90±0.01)×1018 Not calculated

Ne (cm
−3) ∼1×1017 Not calculated
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transitions as a function of the temperature. We can predict that
for the typical plasma temperatures obtained in LIP experiences
(∼1 eV) the lines 340.51 nm and 356.94 nm will be the most
absorbed. Therefore, they were selected as the analytical lines
together with the line 362.12 of Co II, to verify the ionization
equilibrium. Emission spectra were systematically recorded,
first from the plasma periphery and, afterwards, from the plasma
nucleus under the same experimental conditions (see Fig. 4).
Hence, the parameters characterizing both plasma regions were
obtained. Despite the fact that the resulting LIP was optically
thick and inhomogeneous, it was nevertheless useful to make
the Boltzmann plot to get an estimation of the working range of
temperatures [25]. Nevertheless, the use of self-absorbed lines
from and inhomogeneous plasma in constructing a Boltzmann
plot led to a moderate error in the estimation of kT, it originated
a significant error in the later determination of electron density.
In fact, if conditions of LTE and thin optical thickness are
fulfilled in the plasma, the Saha–Boltzmann equation [26] can
be used to calculate ne (cm

−3). Namely,

ne ¼ 6:04� 1021
ICo I

ICo II

kCo I

kCo II

ACo II
ji gCo II

j

ACo I
ji gCo I

j

e
Ej;Co I�Ej;Co II

kT

� �
; ð7Þ

where ICo I and ICo II are the integrated intensities of the lines.
On the other hand, we obtained an averaged electron density

estimated by measuring the Stark widths of the same lines [26],

w~
ne

kTð Þ1=2
: ð8Þ

The values of ne obtained with Eqs. (1) and (2) must be of
the same order of magnitude if the temperature calculated by
means of the Boltzmann plot was approximately correct. But,
we observed that both values were in strong discrepancy [27].
Thus, we can conclude that the resulting error in calculating ne
considering the lines as optically thin is considerable and it
introduces significant errors in a further analytical determina-
tion of the sample composition. This can be overcome by
comparing computed line profiles with experimental measure-
ments, as described in the next section.

4.2. The algorithm

The algorithm consists in a self-made computer program,
based on systematically computing the profiles of the lines in
order to reproduce the measurements performed in both the
nucleus and the periphery of the LIP. A schematic diagram of
the algorithm is shown in Fig. 5. Once the spectroscopic data of
the lines were loaded, as a first step a subroutine was
implemented that searched for the values of the parameters
that reproduced the profiles of the lines recorded from the
plasma periphery. The input parameters of this subroutine were
the range of values of the plasma temperature kTb (0.5–1.5 eV),
the calibration factor C, the line widths wb, and the product
(NL)b of the atom density times the length of the plasma. The
temperature was estimated from a Boltzmann plot previously
performed assuming, as a rough estimate, an optically thin
plasma. A nearly homogeneous emission from this region was
expected, hence Eq. (1) was employed to compute the profiles
of the lines, being the initial set of parameters updated after each
loop. The calculation continued until the set of parameters that
provided the best least-squares fitting of the lines was found.
Once the measured line profiles of the plasma periphery were
accurately reproduced, the next step was carried out by another
subroutine. The line profiles were computed for different
conditions in order to match the measured line profiles from the
plasma nucleus. Now, Eq. (6) describing an inhomogeneous
two-zone plasma was employed. The input parameters were the
range of values of the temperature kTa, the line widths wa, and
the products (NL)a and (NL)b. The latter was recalculated since
the optical path changed. The set of parameters previously
calculated were also included (i.e.: C, kTb and wb). Finally, the
electron densities in both regions were obtained using the Saha
Eq. (5). The output of the algorithm yielded the plasma
parameters and the line widths that reproduced the experimental
profiles of the three lines simultaneously.

4.3. Analysis of the emission profiles

Fig. 6a–b show themeasured emission spectra of the lines Co
I 340.51 nm andCo I 356.94 nm in the plasma periphery together
with the theoretical profiles. The line Co II 362.12 nm was also
measured in this region, but, as can be seen in Fig. 6c, it is very
weak and fades away in the continuum. Thus, the Co II density
was assumed negligible within this region in our experimental
conditions. Considering that the approximated total density of
the Co species in the plasma was N=NI +NII +NIII, these
assumptions were supported using the Saha Eq. (5). Moreover,
ionization stages higher than one were not considered. These
assumptions were supported using the Saha Eq. (5) to calculate
the relative local contributions of the species to the total plasma
population for a typical LIP electron density of 1018 cm−3, in a
similar way as described in [14]. As shown in Fig. 7, for
temperatures of about 1 eV the density of the first ion (∼64%) is
larger than the atom density (∼36%) and the density of the
second ion is very small (b0.01%). On the other hand, for
temperatures of about 0.5 eV the ion density is negligible and the
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atom density (∼99.9%) is the only contribution to the total
population. The computed profiles reproduce very well the Co I
experimental profiles, showing a Lorentzian shape correspond-
ing to Stark broadening caused by the interactions with plasma
electrons, which is the dominant contribution to the line width in
LIBS experiments [12]. In Fig. 8, the experimental and
theoretical intensity profiles from the plasma nucleus of the
lines Co I 340.51 nm, Co I 356.94 and Co II 362.12 nm are
shown. The picture of a two-region plasma fit well with the
observations, specially the line Co I 340,5 nmwhich results self-
reversed. The resulting plasma parameters: the temperature of
both the plasma nucleus and the periphery, the products (NL)a
and (NL)b, and the line widths are shown in Tables 3 and 4. It
reveal that the nucleus is populated mainly by Co II at the
expense of Co I which is found in the plasma periphery. The ion
and electron densities could be calculated only in the nucleus,
not in the periphery. Furthermore, larger line widths were
obtained in the nucleus than in the periphery, as expected.

5. Conclusions

The aim of the present work is the investigation of standard-
less laser-induced plasma characterization employing the
strongest lines of the spectra which result the more absorbed
in LIBS experiences. A model of a two-region plasma, each one
in LTE, where self-absorption effect as well as plasma
inhomogeneity are taken into account, was implemented to
characterize the physical state of a laser-induced plasma
produced on a ternary alloy Co–Cr–Mo. The major component
(Co) of the sample was selected as the analyte and the line
profiles of three Co I–II lines were recorded with good
resolution and fitted by means of a self-made least-squares
computer algorithm that calculated the plasma and line
parameters of both the plasma nucleus and the periphery, that
accurately reproduced the experimental line profiles. The
algorithm is moderately time-consuming depending on the
initial range of the parameter values and was implemented only
with three spectral lines. In fact, more lines can be included as
well as code improvements are provided. The obtained results
demonstrated that the picture of a two-region plasma fit well
with the observations and allowed the estimation of atom, ion
and electron densities in a laser-induced plasma in air at
atmospheric pressure. The plasma characterization provided
valuable insight for a future analytical procedure.
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