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SUMMARY 

Convergence speed is one of the rnain concerns in adaptive I1R filters. Fast convergence can be closely 
related to adaptive filter realization. However, with the exception of the lattice realization that is 
based on the ni ce properties of Szego orthonormal polynornials, no other adaptive I1R filter realization 
using orthonormal characteristics seerns to be extensively studied in the literature. Furthermore, rnany 
orthogonal realizations for adaptive FIR filters, that are particularly suitable for rational rnodelling, 
have been proposed in the past years. Since rational orthogonal basis functions are a powerful tool for 
efficient systern representation they seern attractive for adaptive I1R filters. 

In this paper, we present sorne theoretical results related to the properties of a generalized orthonormal 
realization when used for rnean-square output error rninirnization in a systern identification application. 
One result is related to the low cornputational cornplexity of the updating gradient algorithm when 
sorne properties of the orthonormal realization are used. An additional result establishes conditions for 
the stationary points of the proposed updating algorithm. 

In order to confirm the expected performance of the new realization, sorne sirnulations and corn
parisons with cornpeting realizations in terms of cornputational cornplexity and convergence speed are 
presented. Copyright © 2000 John Wiley & Sons, Ud. 
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l. INTRODUCTION 

In order to achieve a suitable representation of physical systems, orthonormal representations 
are very powerfu1 too1s in system identification problems [1]. With this purpose a number 
of such representations were introduced in the past years. Many of the applications of these 
orthonormal representations have been oriented to improve the performance of FIR adaptive 
algorithms [2]. Of particular interest are those cases where the dynamics of the plant is partially 
known, i.e. the dominant poles of the plant can be measured or approximated. In those cases, 
in addition to the improvement in the conditioning of the covariance matrix related to the 
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coefficient estimation, the proper choice of the orthonormal basis leads to a model with a 
minimum number of FIR (feedforward) coefficients [3]. 

Adaptive IlR filters are considered in this paper as an efficient altemative realization to 
the adaptive FIR filters. As a consequence, the orthonormal realizations discussed here are 
oriented to applications of adaptive IIR filters. 

Among the many open problems, convergence speed and computational complexity are 
main concems related to the wide use of adaptive IIR filters. Suitable updating algorithms 
for adaptive I1R filters were studied in the past decades and are today object of intensive 
rescarch. Among a wide variety of algorithms it is worth mentioning: prediction error methods 
[4], equation error methods [5] and Steiglitz-McBride methods [6-8]. Also, interesting mixed 
methods have been proposed [9]. 

However, the main focus of this work is to address efficient adaptive IlR realizations, in 
the aspects related to convergence speed and computational complexity. As discussed in the 
paper, a realization that uses orthogonalization properties seems to be an interesting answer 
to achieve a good tradeoff between computational complexity and convergence speed. 

In the recent past altemative efficient realizations have been proposed that either employ or 
approximate the structural orthogonalization idea. An example of this is the frequency-domain 
adaptive pole-zero filter [10]. In spite of being very promising from the point of view of 
obtained results for adaptive FIR filters, the preprocessing required by this realization leads to 
a high computational complexity. Meanwhile, other efficient non-orthogonal realizations have 
been studied and characterized, such as the parallel [11, 12] and cascade realizations [12]. 

The main drawback of the parallel realization is the introduction of equivalent local min
ima, placed at distinct subregions of the parameter space. These subregions are separated by 
boundaries representing reduced-order manifolds. A low complexity parallel realization with 
fast convergence speed, was proposed in Reference [13]. This realization utilizes appropri
ately configured second-order sections, in order to reduce the number of iterations required 
by the algorithm to move away from the reduced-order manifolds. The key idea behind the 
good performance of this approach is related to the different gradients of the various sections, 
even if the poles of the sections are at the same position. As analysed in Reference [11], the 
potential ill-conditioning of the parallel realization can be avoided with the introduction of a 
preprocessing or transform [10, 14]. In addition, this preprocessing provides sorne degree of 
orthogonalization among the sections of the parallel realization. This can be used in order to 
reduce the computational complexity of the Gauss-Newton-type algorithm without a noticeable 
10ss in performance. However, no explicit orthogonalization is used in this realization. 

Among the orthogonal realizations, the most widely known is the lattice realization [15], 
which has been extensively studied in both time-invariant [16] and time-variant cases [8]. Only 
recently it was found that the lattice realization can be implemented with O(N) complexity 
[17]. Several variants of the lattice realization were proposed [8, 18]. These realizations use 
the Szego polynomials as orthogonal support. Structural stability and robustness properties of 
the lattice filter [8, 19] indicate that this realization is a suitable choice for many applications. 

Inspired by the ideas of orthogonality of backward errors on stationary AR modelling, 
well explored in the lattice realization, and the preprocessing in the frequency-domain adap
tive filter, the realization proposed is generated through a set of discrete orthogonal rational 
functions, in such a way that fast convergence speed can be expected. Rational orthonormal 
basis functions [3] are used in this work with two main purposes. From one point of view, 
orthonormal representation of rational systems allows the use of sorne powerful tools related 
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to analytical spaces [8,20], mainly in Yf2 space. On the other hand, it will be shown that a 
general orthonormal representation of adaptive I1R filters [3] leads to an efficient'Tealization 
that has computational complexity comparable with both the direct form and the lattice real
izations. The family of proposed realizations are a generalized version of the one proposed 
in Reference [21]. Sorne variant of first-order sections or second-order sections are discussed. 
Indeed, stationary point study for mean-square output error minimization indicates that inter
esting gradient simplification can be introduced without modifying the stationary points. 

The main contributions of this work are the following: 

• 	Present a new adaptive I1R filter realization that uses a rational orthogonal basis support. 
Its relationship with Laguerre, Kautz and other realizations is discussed. 

• 	 Present results related to the stationary points that allow convenient simplifications of a 
MSOE updating algorithm. 

• 	 Provide a set of computer simulations to illustrate the expected performance of the proposed 
realization and to compare convergence speed with other realizations. 

The paper is organized as follows: In Section 2 a general discussion on orthogonal rational 
basis functions is presented. Specific results that will be useful for an efficient realization are 
also presented. In Section 3 two adaptive I1R filter realizations are introduced. They are based 
on first-order and second-order rational orthogonal basis functions. In Section 4 an efficient 
realization of these adaptive filters is discussed. In Section 5, a discussion of the results and 
sorne computer simulations examples to confirm the expected performance are included. In 
particular, sorne specific comparisons with other algorithms in terms of convergence speed 
are presented. Finally, in Section 6 some conc\usions can be found. 

2. ON ORTHONORMAL BASIS FOR RATIONAL SYSTEMS 

The construction of rational orthonormal basis functions for the representation of dynamic 
systems is a well-known issue in the area of system identification [22,23]. Assume that a 
proper stable linear time-invariant dynamic system is described by y(n) H(z) u(n), where 
u(n) is the input signal, yen) is the output signa\. The transfer function H(z)=B(z)/A(z), 
with B(z) bo + b1z-1+ ... + bMz-M and A(z)= 1 + a¡z-I aMz-M is assumed to be 
asymptotically stable so that the system belongs to Yf2. 

Now suppose that {$'i(z)}~o is an orthonormal family of functions in Yf2 and that H(z) 
:Z:::Z::o Vk~(Z). These functions can be constructed if we consider the state-space representation 
of G(z) given by 

[
x(n+ I)J [A bJ [x(n)J 	 (1)

yen) e d u(n) 

or, alternatively 

x(n + 1)] [A b] [x(n)][	 w(n) g Vo u(n) 
(2) 

where w(n) is an auxiliar variable. It is straightforward to verify that a filter H with state
space realization (A, b, e, d) is orthogonal and aH-pass if and only if the matrix related to 
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representation (1) or Equation (2) is an orthonormal matrix [19]. If the matrix of Equation 
(1) is in upper Hessemberg form [8], then ít might describe a lattice filter. The orthonormal 
condítíon is satisfied if, for example, the state-space realization is input balanced [19] or if 
APAT + bbT P has P=I as solution. 

Under these assumptions the basis functions can be chosen as [8,24] 

eI(ZI A)-Ib, k=O, ... ,M 
,?k(z) = {ZM-kV(Z), k ~ M 

where ek [O, ... , 1, ... O]T is a unít vector with a one at kth position and 

V(z)= (z-MA(z-l») Vo + ¿ 
00 

gAk-1bz-k 
A(z) k=l 

is an aH-pass filter. 
Very important to our purposes is the fact that orthogonality and aH-pass characteristics are 

preserved if several different connections of such filters are performed in order to build an 
orthonormal family of functions. Of particular interest is the preserving orthogonality of the 
serial or cascade connections [19], i.e. if HI (z) and H2(z) are two orthogonal aH-pass filters 
with state-space realizations (A¡,b¡,c],d¡) and (A2,b2,C2,d2), respectively, then the serial 
connection H¡ (z )H2(z) of the two filters is also orthogonal and aH-pass. If xk(n) are the states 
of the filter Hk(Z) in the cascade eonnection, with Xk(n) = [xk.l(n)"",Xk,nk(n)]T, where nk is 
the McMillan degree of the aH-pass filter Hk(z), then the transfer functions ,?k,¡(z), defined 
by xk.¡(n) :FkAq-l )u(n), will form an orthonormal family so that (:F¡,j,,?k,¡> (j¡,k x (jj,¡. 

A general deseription of orthogonal basis is based on the inner-outer faetorization of Jf'2 
[20]. It eontemplates the use of an all-pass generator function [24] or all-pass completion 
function [8], V(z). 

We eonsider here a basis funetion formed as foHows: 

,?k(z) = Nk(z) k[l Di(z) (3)
Dk(z) i=l Di(z) 

where Dk(z) are P-order monie polynomials, Dk(Z)=zPDk(z-l) and Nk(z), depends on the 
coeffieients of Dk(z) and are chosen to maintain the orthogonality of the basis functions Fk(Z), 
I.e. 

II:Fk(z)1I = 1, 

In this particular case, Vez) rt=l Di(z)/D¡(z), where K =M/P 1, and M is the adaptive
filter order. In the following seetion, two particular sections are analyzed in this work, namely 
first-order polynomials, Dk(z) = 1 + !3kz-1, and second-order polynomials, Dk(z) 1+ !3lkZ-1 + 

-2!32k Z , 

3. A GENERAL ORTHONORMAL REALIZATION 

Some variants of the orthonormal realizations using identical aH-pass filters were considered 
in References [22,24]. Some other realizations with different aH-pass filters were studied 
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in Reference [3]. In spite of this basic difference, all of them use the ideas discussed in 
the previous section to build a family of orthogonal functions that approximates a rational 
function. If the cascade structure is built of identical first-order sections, the Laguerre basis is 
obtained [1] and if identical second-order sections are used, the two-parameter Kautz functions 
are obtained [23]. 

The proposed I1R orthonormal realization is based on tbe basis functions introduced in the 
previous section. In particular, the output of the I1R filter y(n) can be written as 

yen) = L~ Vk.?k(Z)] u(n) + vo(n)u(n) 

K 

Yk(n) + vo(n)u(n) (4) 

where both vk(n) and .?k(z) allow a complete characterization of the filter realization. 
In order to use the proposed I1R filter realization in the minimization of the mean-squared 

output error (MSOE) E[e 2(n)], we consider the prediction error e(n) that can be expressed 
as follows: 

e(n) den) - yen) den) H(z)u(n) 

=d(n) ( Yk(n)+vo(n)u(n») 

where d(n) is the reference signal. For this minimization we can use the updating equation 
of the stochastic gradient algorithm that is given by 

O( n + 1) = O(n) - ,u'\l(n ) (5) 

where (}(n) is the coefficient vector, ,u is the convergence factor and '\l(n) is a suitable estimate 
of the gradient vector. 

In the following subsections, we analyse two particular cases of the proposed general real
ization for an adaptive I1R filter, employing first- and second-order sections. These realízations 
will be used for MSOE minimization, then as additional result gradient computation is anal
ysed. A1though similar from the point of view of the basis functions sorne particular differences 
related to orthogonalization and gradient computation lead us to present a separate study. 

3.1. First-order sections 

In this case K =M, and we assume for simplicity that the model has real poles (the complex 
pole case can be solved using the second-order sections). Tben 
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Dk(z) = 1 + PkZ-1 

Nk(Z) = rJ.k = VI -IPkI2 

the coefficient vector is 

()(n) [vO(n)vl(n)··· vM(n) p¡(n)··· PM(nW 

and 'V(n) is 

2e(n) [~y(n) ... oyen) oyen) ... oy(n)]T'V(n) = 	 (6)
OVo OVM op¡ OPM 

Using the instantaneous squared value of the output error as an estimate of E[e2(n)], the 
components of the gradient vector are given by 

(7) 


oyen) 
(8)

op; 

then after sorne reordering 

oyen) Z-1 M 
-0[3. =v}C/z)u(n)- D.( )LV¡B¡(z)u(n) 

'j 	 J z I=J 

Ni+l(Z) ni ¡hez) ( ) v· --un 	 (9) 
1 Di+ I (z) k=l,k# Dk(z) 

where C¡(z) (Nj(z)jD¡(z)) n{,:} D¡(z)jD¡(z) and Nj = oN¡(z)jop} (note that N¡(z) depends 
on p} only). 

Remark. 
1. 	 If we use the definition of the basis function Bk ( z), for k = 1, ... ,M, then the last terrn 

of the equation aboye, defined as B:-}(z) is a basis function of an (M - j)-dimensional 
basis space, Le. with k = 1, ... ,M j. Thus, Equation (9) can be wrÍtten as 

-1 M -1 M-}
oyen) Z Z '" M-}

v¡Cj(z)u(n) - D.( )~ViB¡(z)u(n) + D.( ) L.. viB, (z )u(n) (10)

OPj 	 J z I=J J Z I=J 

2. Forrnally, by assuming the usual small step convergence approximation, Equations (7), 
(10) and (5) describe the updating the first-order sections orthogonal adaptive filtering 
algorithm. 
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3. 	This constrained-real poles adaptive I1R filter is mainly proposed to show the particular 
properties of this kind of orthogonal realizations. 

4. 	Equation (10) is not an efficient form to obtain the gradient oy(n)/ofJj but, as will be 
shown in the next section, is useful to introduce simplified alternative computations. 

5. 	 Assuming u(n) white noise the statíonary points of the proposed algorithm are gíven by 

(Bk(n), (H(z) - H(z») = O 	 (11) 

( VjCiZ) - Dz~(l )'t.V¡B¡(z),(H(Z) H(Z»)
) z 1=) 

+ (Dz-(I)~~ViBtt-j(Z),(H(Z) H(Z») =0 	 (12) 
) Z 1=) 

3.2. Second-order sections 

In this case K M12, and for second-order sections, the basís functions can be defined as 
follows: 

(13) 

(14) 

(15) 

(16) 

where 

(17) 

with a = ] - fJ l. + fJ2k' b = ] + fJ l. +fJ2 and e = 1 - fJ2.' Note that the definitions of IX 1., 1X2., lX~kk 

and IX;. are required in order to maintain the basis functions Fk(z) orthonormal, Le. IIFk(z)11 = 1, 
(Fk(z),F/(z») = Ih,l. As stated in Reference [3], the procedure to obtain the coefficients of Nk(Z) 
is well defined. In particular, the procedure is an extension of the first-order basis functiQns 
discussed in the previous subsection when complex poles are considered. This can be seen as 
a combinatíon oftwo successive first-order basís functions Bk(z) and Bk+l(z), k= 1, ... ,M -1, 
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to obtain the associated second-order basis functions, F2k-1 (z) and F2k(Z), k 1, ... ,M12 l. 
This can be written as 

where the constants do, db, dI and d( are complex numbers. Then the unit norm constraint on 
F2k-I(Z) and F2k(Z) leads to Idol 

2 + Id11 
2 = 1 and the orthogonality leads to dld(* +dodé/ =0. 

Note that 

al, + f3:a2,
do 

1 - f3t ' 

d'I 

where f3k is the complex pole consídered. In terms of the unít norm constraint, assuming al" 
a2, are real, we obtain 

(18) 

Considering the specific solution of Reference [3] for the other orthogonality constraint we 
can relate al, and a2, with Cl~, and ai" as 

where y (f3k + 13;)/(1 + If3kI2). Finally a possible solution for Equation (18) is 

that in terms of the second-order denominator coefficients gives the result of Equation (17). 
As can be noted, with this particular choice the normalization is not computationally ex

pensive (except for a square-root table look up, it is directly related to the stability check of 
the second-order section). 

In order to use the proposed IIR filter realization in the mínimization of the mean-squared 
output error (MSOE) E[e 2(n)], we consider the prediction error e(n) that can be expressed as 
follows: 
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Using the updating Equation (5), we define 

as the coefficient vector and \l(n) is a suitable estimate of the gradient vector given by 

(19) 

Using the instantaneous squared value of the output error as an estímate of E[e2(n)], the 
components of the gradient vector are given by 

fk(n)u(n) (20) 

oyen) _ ~ ( ()oF2k-l(n) ( )oF2k(n») ( ) 
;:¡--f3 - L.J V2k-1 n :lf3 + V2k n::lf3 u n (21 ) 

u I¡ k=1 (j l¡ u IJ 

~ (, ()OF2k-l(n) ( )oF2k(n») ( ) 
L.J >2k-1 n ::lf3 + V2k n::lf3 u n (22)
k=l u 2¡ u 2¡ 

k=O, ... ,M (Fo(Z) 1), j= 1, ... ,Mj2. After sorne straightforward ca1culations and ordering, 
Equations (21) and (22) can be written in a similar forrn that for the first-order sections as 

MI2 
-D,( ) 2:, (V2k-lF2k-l(z)u(n) + V2kF2k(z)u(n» 

J Z k=} 

1 
F M/2-j( ) ( ) FMI2-j( ) ( » (24)+- (V2k-1 2k-1 Z u n + V2k 2k Z u n Diz ) 
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where j = 1, ... ,Mf2-1. AIso, the notation of orthogonal basis functions of M/2-j-dimensional 
. . F,M/2-i k 1 M'2' . d d 1 dd"baSlS space, l.e. k ' , ••• , / - J was mtro uce . n a Ihon 

oNi(z) (ni Di_I(Z») for j odd 
OPlj i=1 Di(z) 

G)(Z) 

oNj(z) (ni Di_I(Z») for j even 
OPlj i=1 Di(z) 

oNi(~) (ÍIDi-I(Z») for j odd 
OP2j ;=1 Di(z) 

GJ(Z) 

oNj(z) (ni D;_I(Z») for j even 
O(2) ;=1 Di(z) 

with oNk(z )/OPlj = O'Y.ljOPlj + (oa2k/oPI)Z-1 and (oNk(z )/op2)oaljoP2¡ + (Orx2jOP2j )Z-I for 
k even, oNk(z )/OPl j = oaVoPl + (oa;)oPlj )z-l and oNk(t )/OP2 = oaVop2 + (oa~)oP2)z-1

j 	 j j 

for k odd. AIso, 

oalk _ 1 a2k 

OP1¡ - 2 J(iJj' 


and the computations of OrxVOPI
J

, oaVop2¡, OaUOPlj and Orx~)OP2j come from the equations 
aboye. 

Remark. 
• 	 Although Equations (23) and (24) are not suitable for direct implementation, they are useful 

for the analysis of possible simplifications in the updating algorithm. 
• 	 The second term of the right-hand side of both Equations (23) and (24) represents an 

important factor of increase in computational complexity, if the exact gradient so obtained is 
implemented. However, preliminary results obtained by heuristic simplifications of the aboye 
formulae have shown that considerable simplifications can be introduced in the previous 
algorithm without impairing the minimization of the MSOE [25]. A formal proof of this 
result is presented in the next section. 

• 	 As previously noted, the stability check for this structure is very simple. However, as 
noted in Reference [25], the mapping between the coefficients of the direct-form realizatíon 
and the coefficients of the orthogonal realization is not unique, then the problem of mani
folds needs to be considered, as for example with a suitable initialization of the updating 
algorithm. 
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4. AN EFFICIENT PARTIAL GRADIENT ALGORlTHM 

In this section is presented a simplified partial gradient algorithm that makes explicit use of 
the properties re1ated to the I1R filter structures studied in the previous section. 

The first result is presented in the following theorem that is applicable to the second-order 
sections orthogonal reaJízation. An extension of this result for realizations with first-order 
sections is straightforward. 

Theorem. The third term of the following inner product is equal to zero, i.e. 

(~j~~) (v2k-,F;~~¡-j(z) + V2kF;~/2-J(z», (H(z) H(Z») = O (25) 

for j= 1, ... ,M/2. 

The proof is simple if we use the fact that a rational transfer function in %2 [20] can 
be decomposed as V(z)g(z), where g(Z)E%2 does not have any common zeros with Vez). 
The properties of this decomposition are called Beurling-Lax Theorem [8]. Since the error 
H (z) - H(z) is also a rational function, we can write . 

where Vez) 

F Mí2-J( ) FMI2-J( »( V2k-l 2k~1 Z + V2k 2k z, V(Z)g(Z») 

Dj(~-I) VMn(Z)g(Z») 

v'AJi2-1 (z )g'(Z») = O 

where g'(z) (l/Dj(z»g(z) E %2. The last equation vanishes because the second equality 
is a linear combination of the basis functions ~Mi2-j, with j> 1 that is orthogonal to 
v'AJi2-1 (z). O 

The theorem can be applied to eliminate the last term of Equatíons (23) and (24) related 
to the stationary point of the updating algorithm with respect to the coefficients f3¡k and fh. 

This result motÍvates us to present a new algorithm, related to the orthonormal realization 
of Equation (4). The simplijied partial gradient orthogonal algorithm can be written as 

O(n + l)=O(n) ¡i"\l'(n) (26) 
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where 

oy(n)JT (27)
ofhM!2 

and 

(28) 

Z~I MIZ 

-D.( ) L (V2k~ IFzk~I(Z )u(n) + V2kF2k(Z )u(n») (29) 
j Z k=¡ 

oyen) 2 2ap2 = (V2j~IG2j~1(z)u(n) + v2jG2/z)u(n» 
.J 

(30) 

The result is an efficient orthonormal algorithm with computational complexity similar to 
the direct-form (or lattice) realization. 

Note that, the performance of the proposed algorithm is expected to be dose to the full 
algorithm of Equation (5) except for the iterations before the stationary behaviour is reached. 
In these iterations the results obtaíned through the theorem cannot be applied. However, the 
foIlowing result is available: 

Lemma. The stationary points of the partial gradient orthogonal algorithm coincide with 
the stationary points related to the minimization of E[e 2(n)]. 

The proof is straightforward because the new algorithm was designed to maintain the sta
tionary points of the fuIl algorithm, that determines the minimization of E[e2(n)]. O 

Although the fuIl orthogonal algorithm can be shown to converge globally to a local mín
ima of the MSOE, only local convergence can be demonstrated for this algorithm. Similar 
results to that obtained in Reference [8] can be applied to analyse the convergence of the 
proposed algorithm. Specially useful are those related to approximation (interpolation) [20] 
of the specified impulse response even for reduced-order system identification. 

5. DISCUSSION, SIMULATION ANO COMPARISONS 

From the previous sections sorne advantages and drawbacks of the new realizations are evident, 
sorne of them related to the associated updating algorithm and others related to the basis 
functions that define the realization. 

Perhaps a possible limitation of the proposed orthogonal realizatíon as defined for the first
and second-order sections is the fact that multiple po les cannot be modelled. There are many 
ways in whích this problem could be circumvented. A straightforward one is to contemplate 
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a priori for possible multiple pole sections (with the associated increase in complexity and 
los s of modularity). Another form that shows interesting results is to use the concept related to 
the polyphase realization. In this vein, additional results related to the orthogonal realization, 
in this case using the Steiglitz-McBride updating algorithm, were presented in References 
[26,27]. 

Recently, other approaches that use aH-pass filters as the basic module of the adaptive I1R 
realization were proposed [28]. In spite of the interesting characteristics of this realization, the 
orthogonal properties of the realization are mainly oriented to reduce the transversal adaptive 
filter order part of the realization, and not to minimize (locally) the mean-squared output error 
as is the case in our proposal. How the estimate obtained by the realization of Reference [28] 
relate to MSOE remains an open issue. 

As previously noted, the proposed realization is an extension of many results based on 
Laguerre and Kautz functions or Generalized basis functions [3,22,24]. Some of these real
izations could also be used with fixed potes at arbitrary locations known a priori to shorten 
the order of the remaining adaptive FIR (feedforward) coefficients. 

5.1. A low complexity gradient realization 

In order to show the potential of a low complexity gradient computation for the general 
orthogonal realization proposed, we consider the usual slow convergence approximation in 
Equations (4) to study some heuristic simplifications. We consider also in this set of com
parisons a Gauss-Newton-type algorithm, with the usual additional (matrix-inversion lemma 
based) update equation related to the estimative of the ínverse Hessian matrix [4]. This discus
sion will be use fuI to iIlustrate the expected performance of the theoretical results of the last 
section and also to compare the performance of different approximations using the orthogonal 
realization: 

l. 	 The complete gradient realization: The second-order-based orthogonal adaptive I1R fil
ter realization is illustrated in Figure 1. In this discussion we simplify the numerator 
coefficients for each section to Nk(z) =(1 +z-t) and Nl(z)=(1-z-t) (see Equations 
(15) and (16». In this form orthogonality is maintained with the advantage of reduced 
complexity. We call this implementation complete gradient realization. Using the in
stantaneous squared value of the output error as an estimate of E[e 2(n)], is illustrative 
to consider the computation of 

8e2(n) Mí2 8Yk(n)
"Vp,,(n)=-8p, =-2e(n)¿vk(n)-8p" i=1,2, ... ,2lM/2J 

l¡ k=\ tI 

2
8e (n) =-2 ().~ ()8Yk(n)

e n L.; Vk n ~ R ' i = 1,2, ... ,2lM/2J 
k=l Op2i 

It is useful to introduce the signals gk(n) (see Figure 1) that are related by 
gk(n) = Fk(z)u(n), where for example 

8Yk(n) a
gti(n) + g:;li(n 1) for k odda¡:;-

R 

'Jh(n) gf"(n) gf"(n -1) for k evena¡:;
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x(n) Unknown den) e(n) 
Syste.m ~--~-------------{ 

Vo 

Figure l. Second-order-based orthogonal adaptive IIR filter realization (simplified numerators) . 

• -1 

91 

.-1 

.-1 

Figure 2. Complete gradient computation: gfll and gf21 for a sixth-order example. 

where g~li(n) = ogk(n)/oPli(n). Differentiation of the signal gl(n) (the most complex 
conputationally) w.r.t. the coefficients PII and P21 can be obtained in a sixth-order filter 
as 	illustrated in' Figure 2. 
A first simplification to the gradient computation can be achieved by using the slow 
convergence approximation, where the coefficients of the adaptive filter are considered 
approximately the same in neighboring iterations. Using the same sixth-order filter ex
ample, the simplified gradient computation w.r.t. the coefficients PlI and P21 is íllustrated 
in 	Figure 3. 

2. 	 The partlal gradient orthogonal realiza/ion: More interesting, following the results of 
Section 4 the lower branch in Figure 3 can be disregarded (for this and for each l'J 
and l2j

) to obtain the partlal gradlent orthogonal realization of Equations (28)-(30). 
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91 

-1 

511 

Figure 4. Redraw of Figure 2 using slow convergence approximation: gf·l and gf2' 
for a sixth-order example. 

3. 	 The reduced complexity orthogonal realization: Another heuristic simplification is pos
sible for the cases where the poles to be identified are, as usually, close to the unit 
circle. Consider the gradient computation of the coefficients flll and fl2¡ using the com
plete orthogonal realization of Figure 2 with the slow convergence approximation, as 
depicted in Figure 4. The signal w in Figure 4, is defined by w=(D¡(z)/D¡(z»g¡ g¡ 

«fl2¡-I)(z2 l)/D,(z))gj. Then, ifthe value ofthe coefficient fl2' is close to one, 
as is the case in sorne usual IIR filtering applications, we can consider the cancellation 
of this branch. In this case, we need only one all-pole block per section in order to 
compute the gradient. Then previous equations are reduced to the following: 

otherwise 
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The remammg coefficient derivatives are special cases of the equations abo ve. We 
call the resulting realization reduced complexity orthogonal realization. Obviously the 
expected perfonnance in tenns of convergence speed is worst than in the previous 
cases. On the other hand, the computational complexity in this case is lower than for 
the complete and partial orthogonal realizations, since we need only two filters per 
section in order to obtain the respective gradient components. 

4. 	 The block diagonal simplification: Owing to the approximate orthogonalization of the 
internal signals, for a Gauss-Newton-type algorithm, we can use with the reduced com
plexity orthogonal realization an additional approach that uses a block diagonal simpli
fication to the estímate of the inverse of the Hessian matrix using the proposed gradient 
computation, without a noticeable loss in convergence speed. 

To illustrate the behaviour of the complete orthogonal realization, the partí al gradient, the 
reduced complexity orthogonal realizations and the use of a block diagonal simplification for 
the estimative of the ínverse of the Hessian matrix, we present a set of computer simulations 
in system ídentification. For completeness, we also inelude in the comparisons the standard 
parallel realization. Different initial values for the coefficients of each sectíon are used in order 
to reduce the manifold effects. We consider a zero mean, Gaussian measurement noise ven) 
of -40 dB, and a zero mean white noise input x(n) with unít variance. 

For the first example, the plant to be ídentified has the following transfer function: 

z(z 0.9)(z2 + 0.81) 
H (z) (z2 _ l.13z + 0.64 )(z2 + 0.9z + 0.81 ) 

with zeros at zo = O, z! 0.9, Z2,3 =±jO.9, and poles at PO,! 0.8 L ± 45° and P2.3 0.9 L ± 
120°. The learning curves for the complete orthogonal realization, the partial gradient orthog
onal realization, the reduced complexity realization, the block diagonal simplification and the 
standard parallel realizatíon are depicted in Figure 5, where the ensemble average of 20 simu
lations are shown. As can be noted the convergence speed for all realizations are comparable, 
despite of the different computational complexity. 

In a second example, we consider the identification of the following transfer function: 

Z2 - 1.75z + 0.765 
H(z)= Z6 1.31z5 + 2.0879z4 _ 1.6169z3 + 1.662z2 _ 0.784z + 0.5740 (31) 

with zeros at zo=0.9, Z¡ 0.85 and poles at Po, l =0.8718L ± 109.78°, P2.3 = 0.95 L ±43.23° 
and P4,5 = 0.91 L ± 73.74°. The leaming curves for the realizations of the previous example 
are depicted in Figure 6, where al so the averages of 20 simulations are shown. Even for 
this higher-order case, the convergence speed of the proposed partí al gradient orthogonal 
realizatíon are comparable to the complete realization, and faster than the standard parallel 
realization. 

5.2. The partial gradient orthogonal realization 

In this section we compare the proposed partial gradient orthogonal realization using second
order sectíons, in its simplified version of Section 4 with the simplified gradient lattice (SPGL) 
realization proposed and extensively studied in Reference [8]. As a result of the similar 
approach followed for the proposed realization and the SPGL realization, the perfonnance in 
tenns of convergence speed is similar in both cases. 
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Figure 5. Gauss-Newton-type algoritm comparison (fourth-order example): (a) parallel realizatíon; 
(b) complete orthogonal realization; (e) partíal gradient realization; (d) redueed eomplexity (e) block 

diagonal inverse Hessian estimative matrix. 
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Figure 6. Gauss-Newton-type algoritm eomparison (sixth-order example): (a) partial gradient orthogonal 
realization, (b) redueed complexity, (e) complete orthogonal realization, (d) paralleI realization (e) block 

diagonal inverse Hessian estimative matrix. 

Unlike from the previous section, we compare both realizations with an stochastic gradient
based update equation as in Equation (26). In this case in order to illustrate the learning 
behaviour 20 independent computer run were averaged and measurement noise was not in
c1uded. In a fourth-order system identification example, the following transfer function was 
used: 

Z4 - 1.39z3 + 1.92z2 
- 1.71z + 0.98

H(z) 
Z4 0.22z3 + 0.77z2 - 0.21z +0.68 
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Figure 7. Stochastic gradient-type algorithm comparison (fourth-order example): (a) complete orthogonal 
realization; (b) partíal gradient orthogonal realization; (c) símplified partíal gradíent lattice realization. 

with zeros at ZO,l 1.1 L ± 91.80 
, Z2,3 0.9 L ± 360 

, and poles at PO, 1 = 0.92 L ± 117° and 
P2,3 0.9 L ± 54o. The convergence factor J.l was optimized to obtain the fastest convergence 
speed for each algorithm. In Figure 7 are illustrated the leaming curves for the complete 
orthogonal realization, the partial gradient orthogonal realization and the SPGL realization. 
As can be noted, the performance in terms of convergence speed is very similar for both the 
complete orthogonal algorithm and the simplified version of Section 4, as expected. Indeed, 
the performance of the proposed simplified realization is also similar to the SPGL realization. 

In a second example, the transfer function to be identified is the same as that for the 
previous sixth-order example of Equation (31). Figure 8 illustrates the performance of the 
simplified orthogonal realization and the SPGL realizationfor the sixth-order example. 

The simulations incIude the complete orthogonal realization, the simplified orthogonal re
alization and the SPGL realization. As can be noted, the learning curve for the complete 
orthogonal realization indicates a noticeably slower convergence speed than for the other 
cases. More interesting, the simplified orthogonal realization shows the fastest initial conver
gence speed for this example, although the SPGL realization reaches the noise floor in first 
place. 

6. CONCLUSIONS 

A new efficient realization suitable for adaptive I1R filters is presented. The efficiency of the 
new realization is based on the orthonormal basis functions representation adopted, particu
larly real orthonormal first- or second-order sections. The proposed realization for the adaptive 
IIR filter uses a generalization of sorne orthogonal realizations based on Laguerre or Kautz 
basis functions. Two main resuIts were presented, both reIated to stationary point characteri
zation and expected convergence behaviour. As a result an efficient low complexity associated 
gradient computation is proposed, that we defined the partial gradient orthagonal realizatian. 
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Figure 8. Stochastic gradient-type algorithm comparison (sixth-order example): (a) complete orthogonal 
realization; (b) partíal gradient orthogonal realízation; (c) símplified partíal gradient lattíce realization. 

In order to confirm the expected performance of the proposed realization, in terms of 
convergence speed, a set of computer sirnulations are included. Indeed, sorne heuristic sim
plifications in order to make use of the orthogonal properties of the proposed realization were 
discussed. The comparison results of comparison with other practical adaptive IIR realizations 
demonstrate that the new structures are useful for practical applications. 
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