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HIGHLIGHTS

e We studied how DA bioavailability in the mPFC affects operant conditioning learning.
® Systemic and local administration of COMT inhibitor improves learning performance.
® Administration of recombinant COMT in the mPFC produces the opposite effect.

® We interpreted these results by means of a computational theory.

e Simulated and experimental results show that learning is influenced by DA clearance.
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ABSTRACT

Dopamine encodes reward and its prediction in reinforcement learning. Catechol-O-methyltransferase
(COMT) activity in the medial prefrontal cortex (mPFC) has been shown to influence cognitive abili-
ties by modifying dopamine clearance. Nevertheless, it is unknown how COMT in the mPFC influences
operant learning. Systemic entacapone (50 mg/kg), as well as local entacapone (3 pg) and recombi-
nant COMT (17 g) in the mPFC were administered to male Long Evans rats prior to training in an
operant conditioning task. We found that systemic and local administration of the COMT inhibitor
entacapone significantly improves learning performance. Conversely, recombinant COMT administra-
tion totally impaired learning. These data have been interpreted through a computational model where
the phasic firing of dopaminergic neurons was computed by means of a temporal difference algorithm
and dopamine bioavailability in the mPFC was simulated with a gating window. The duration of this
window was selected to simulate the effects of inhibited or enhanced COMT activity (by entacapone
or recombinant COMT respectively). The model accounts for an improved performance reproducing the
entacapone effects, and a detrimental impact on learning when the clearance is increased reproducing the
recombinant COMT effects. The experimental and computational results show that learning performance
can be deeply influenced by COMT manipulations in the mPFC.

© 2014 Elsevier B.V. All rights reserved.

Abbreviations: COMT, catechol-O-methyltransferase; mPFC, medial prefrontal cortex; IPFC, dorsolateral prefrontal cortex; DA, dopamine; LTP, long term potentiation;
LTD, long term depression; VTA, ventral tegmental area; TD, temporal difference algorithm; BG, basal ganglia; PMC, pre-motor cortex; STM, short-term memory activity; CS,
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1. Introduction

The medial prefrontal cortex (mPFC) in rats and the dorsolateral
prefrontal cortex (IPFC) in primates (humans and non-human) are
key areas for cognition, working memory and goal directed behav-
iors [1-3]. Lesions in rat mPFC have been shown to induce severe
executive dysfunctions [4]. Changes in dopamine (DA) levels in the
mPFC modulate long-term potentiation (LTP) and depression (LTD)
by a complex network of signal transduction [5]. In mammals, it was
found that phasic activation of dopaminergic neurons is sufficient
to drive behavioral conditioning [6] and, in that sense, phasic acti-
vation of DA neurons could signal rewarding events and prediction
errors at the PFC [7,8].

The main responsible for DA clearance in the mPFC is catechol-
O-methyltransferase (COMT) [9-11]. The role of COMT in humans
has been extensively studied in cognition, particularly due to
polymorphisms that can positively or negatively influence cogni-
tive abilities depending on the catabolic activity of the enzyme
[12,13]. Previous studies in animals using attentional set shifting
and delayed spatial win-shift tasks showed that COMT inhibition
improves learning [14,15]. Genetically modified mice that over-
express COMT exhibit disrupted attentional set-shifting abilities
and impaired working and recognition memory, whereas COMT
knock-out mice show improved working memory performances
[16]. Additionally, Tunbridge et al. [ 14] observed that COMT inhibi-
tion increases evoked DA release without affecting norepinephrine
levels in the mPFC. Furthermore, some studies point toward the PFC
as the key site for COMT'’s actions in tasks with fixed reward con-
tingencies [17]. Therefore, targeting COMT in animal models can
provide useful evidence on how manipulation of this enzyme in
the mPFC impacts on learning.

In order to understand the role of dopamine in reward predic-
tion and its complex interaction with neural networks in the PFC,
many computational models of the ventral tegmental area (VTA)
and the PFC have been proposed [18-20]. The temporal differ-
ence (TD) algorithm [21] accurately describes firing rates profiles of
dopamine VTA neurons [21,22], however the connection between
these profiles and DA bioavailability in the PFC is not well described.

Our group proposed a neurobehavioral-based computational
theory to simulate operant learning that predicts relevant features
of operant conditioning and category learning [24-26], well suited
to interpret the effect that DA availability in PFC has on oper-
ant learning. Neurophysiological studies recording simultaneous
neural activity during simple operant learning showed different
time courses of learning-related activity in the PFC and striatum
[27]. This evidence induced some authors [27] to hypothesize
that rewarded associations are first identified by the basal ganglia
(BG) and then its output “trains” slower learning mechanisms in
the PFC. We showed in a previous version of the present neural
network model [24] that time courses of learning-related activ-
ity in PFC and striatum are task-dependent. When the model
was trained in a cognitively demanding task (like delayed match-
ing to sample), changes in BG activity were concurrent with
changes in PFC activity. Instead, when presented with a simple
operant task (visual discrimination) changes in BG activity “lead”
changes in PFC [24]. This raises the question of whether sim-
ple operant learning is controlled only by BG or if PFC is also
involved.

Thus, in this work we aimed to study how manipulation of
DA clearance in the rat mPFC affects operant learning. To this
end, we administered a selective COMT inhibitor (entacapone) or
exogenous COMT protein (recombinant COMT) during learning an
operant conditioning task. The experimental data was interpreted
with a computational model where the role of the DA bioavailabil-
ity in the mPFC is simulated depending not only on the firing of
dopamine VTA neurons but also on DA clearance.

2. Materials and methods
2.1. Experimental procedures

All experimental procedures were approved by the ethics
committee of the IByME-CONICET (A2008) and were conducted
according to the NIH Guide for Care and Use of Laboratory Animals.

2.2. Animals

Two months old male Long Evans rats (250-300 g) were provided
by the IBYME-CONICET, maintained on a 12/12 h light/dark cycle
(lights on at 8 am) with food and tap water available ad libitum.

2.3. Surgery

The anterior cingulate cortex plays a critical role in stimulus-
reinforcement learning and reward-guided selection of actions [28]
and it receives major dopaminergic inputs from the VTA [29].
Therefore this area within mPFC was targeted.

Rats were anesthetized with ketamine (75 mg/kg, i.p.)/xylazine
(20 mg/kg, i.p.), placed in a stereotaxic instrument (David Kopf,
USA), a longitudinal incision was made on the scalp and the bone
was then exposed. Next, stainless steel cannulae (Small Parts,
USA) were bilaterally implanted in the anterior cingulate cortex
in mPFC (Cg1) via stereotaxic guided craniotomy (anteroposte-
rior, +2.52 mm from bregma; laterolateral, £0.2 mm from midline;
dorsoventral and —1.4 mm from skull surface) [30].

Three stainless screws were fixed on the skull using a screw-
driver. The screws and the cannulae were fixed to the skull with
dental cement. Rats were treated with analgesics and antibiotics in
the tap water for 5 days after the surgery and they were allowed to
recover for a week before training procedures began.

2.4. Operant conditioning task

Rats were trained in an operant conditioning task previously
described by our group [31-33]. All behavioral procedures were
performed during the light phase of the light/dark cycle, using a
standard operant chamber (MED associates Inc., USA) equipped
with aninput (DIG 710/711) and output (DIG 720/721/722) card for
data acquisition and processing; one automated retractable lever;
white house light; contextual red light; white noise (random sig-
nal with a flat power spectral density) and an automated feeder.
Rats were food restricted to maintain ~80% of their ad libitum body
weight for 3 days before training and throughout the experiments.
During the period of food restriction and experimental procedures,
animals were fed with rat chow plus the 45 mg dustless preci-
sion pellets (BioServ, USA) used for training procedures to avoid
palatability issues during the experiments.

Animals were placed in the training room for 10 min prior to
every session. In habituation sessions rats were placed in the oper-
ant chamber, exposed to contextual red light and white noise and
fed with 25 pellets given randomly by the automated feeder. Only
one habituation session of 20 min was performed. In training ses-
sions, before the training procedure started the operant chamber
had the lever retracted, the house light on, white noise, and a red
context light that remained on at all times. An operant conditioning
task training session with a fixed ratio of 1 consisted of 25 trials.
Each trial began when the lever was extended into the chamber
and the house light was turned off. If the animal pressed the lever
within 60s, the lever retracted and a pellet of 45 mg was delivered
as a reward. Pellet delivery was within 1s of lever pressing and it
was coupled with the activation of a white light inside the feeder
for 2 s. When the trial finished, the white house light was turned on
and the lever remained retracted for 20 s. The action of pressing the
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lever was considered a correct response. Animals were able to press
the lever only once per trial. When the animals did not respond
during the trial, no reward was given. The percentage of responses
in a session was calculated by counting the total number of lever
presses in a training session and then divided by 25 (maximum
number of lever presses that can be performed in a session) and
then multiplied by 100. Response latency was measured from the
insertion of the lever into the chamber to a lever pressing response.
If no response was performed during the trial, latency of response
was considered 60s. Training criteria was to reach 100% of cor-
rect responses with a latency under 5 s for 3 consecutive sessions.
Only animals that reached these criteria were included for data
analysis. Experimental groups were as follows: Control (n=18),
Systemic entacapone (n=18) Vehicleentacapone (n=8), Entacapone
in the mPFC (n=8), Vehicle ecombinant comt (1 =8) and recombinant
COMT administered in the mPFC (n=8). To avoid differences in the
behavioral performance we tested all groups in the same session
each day.

2.5. Treatments

Entacapone (Novartis, USA) was administered in a high dose
(50 mg/kg), to assure a good penetration of blood-brain barrier
[34,35]. For oral administration tablets were crushed and sus-
pended in water. Control group was orally administered with
water only. For intra-mPFC microinjection, entacapone (Trust &
We, China) was dissolved in PBS (pH 4)/Triton X-100 (0.1%),
whereas recombinant COMT (Sigma-Aldrich, USA) was dissolved in
PBS. Both entacapone (3 pg) and recombinant COMT (17 pg) were
injected in a 1l volume 10 min prior to each training session.
Then, cannulated animals were microinjected in the mPFC with
PBS (pH 4)/Triton X-100 (0.1%) (control group of local adminis-
tration of entacapone: Vehicleentacapone group) or with PBS (pH
7) (control group of local administration of recombinant COMT:
Vehicle ecombinant comT Eroup). Injections were manually performed
using an injector coupled to a polyimide tube attached to a
micropipette (0.1-2.5 pl) at 0.2 wl/min to allow proper diffusion
of the volume. The injector did not protrude below the tip of the
cannulae.

2.6. Histology

Animals were anesthetized with 100 mg/kg of ketamine and
20 mg/kg of xilazine and perfused transcardially with 300 ml of
saline solution followed by 300 ml of 4% formaline/PBS solution
with a peristaltic pump. Then, brains were coronally sectioned with
a vibratome at 40 wM and slices were stained with a solution of
0.40% of hematoxilin and 0.48% of eosin. Images were taken with a
Leica DM500 microscope at 100x magnification.

2.7. Sample preparation and measurements of cathecolamines

For this procedure we used rats that received the same treat-
ments as the ones used in the behavioral task, but they were not
trained [Control (n=4), Systemic entacapone (n=4), Entacapone in
the mPFC (n=4), recombinant COMT (n=4)]. Rats were sacrificed
after being treated and the brains were immediately removed. Once
obtained, the brains were cut in half through the midline and mPFC
was dissected based on anatomical characteristics described in a
rat brain atlas [30]. Samples were quickly homogenized in 0.2 N of
percloric acid. Then, samples were centrifuged and then seeded in a
Nova-Pak C18 column of a Varian 5000 HPLC coupled to an electro-
chemichal detector (LC-4C, BAS) with a +0.7 V electrode potential
(withrespect to the Ag/AgClreference electrode). Peaks were quan-
tified using DATA Jet Integrator (Spectra-Physics).

2.8. Statistical Analysis

Statistical analysis was performed using GraphPad Prism 6.00
(GraphPad Software, San Diego, CA, USA). Values are expressed as
means &+ SEM and compared using one way ANOVA or two-way
repeated measures ANOVA followed by Tukey’s post hoc test. Differ-
ences among experimental conditions were considered statistically
significant if p <0.05.

2.9. Computational model

The computational theory used in the present study is based
on a previously described neural network that is capable of learn-
ing several tasks including operant conditioning [24-26]. Briefly,
the network is structured in three layers (Fig. 1). The first layer
of the network receives sensory input from the environment
(conditioned stimulus (CS) and unconditioned stimulus (US)) and
generates short-term memory traces (STM) for those stimuli. Bio-
logically, this is not the result of a single structure information
processing, but instead it arises from the interaction between
sensory cortices, associative cortices (PFC, inferotemporal cortex)
and subcortical structures (amygdala, hippocampus). The second
layer also involves the interaction of many structures. It represents
mainly the mPFC (IPFC in monkeys), which conveys information
from other PFC areas, inferotemporal cortex, cingulate and parietal
cortex. It allows further filtering of task relevant stimuli, which are
also actively maintained in working memory. These clusters will
then be associated with the proper response (in the third layer)
according to the contingencies of the task. Thus, although PFC is
engaged in working memory processes, different areas within PFC
represent different kinds of information [36].

Three possible responses are included (even though the model
still works well with more responses), but only one of them is asso-
ciated withreward (the other ones stand for any response unrelated
to the task). Responses are initially executed randomly, simulating a
motivational state generated by deprivation. Reinforcement infor-
mation reaches the VTA and the locus coeruleus mainly from frontal
structures related to its processing, as the mPFC. However, the VTA
and the locus coeruleus process such information in a different way
in order to produce different patterns of neural responses and/or
learning mechanisms. Once the information about reinforcement
reaches the VTA, DA isreleased and those conditioned stimuli traces
at that time active can be associated with reinforcement. As learn-
ing proceeds, the probability of being reinforced increases and the
synaptic weights in VTA will represent the association between
conditioned stimuli and reinforcement. Consequently, every time
that a CS is presented, the VTA will fire strongly releasing DA over
the PFC and the BG, pre-motor cortex (PMC). In order to gener-
ate this process the VTA/substantia nigra pars compacta (SNc) is
modeled by a TD model with eligibility traces like the one in Pan
etal.[37].

Although the TD model reproduces the phasic firing pattern of
dopaminergic neurons, it cannot simulate the prolonged excitatory
effect on target neurons in mPFC and in motor-related structures
[38,39].In our model, a gating Window(Wt‘S = 1) simulates DA post-
synaptics effects. When the DA firing is close to baseline Wt‘s =05
and when bursts of DA neurons occur, if the prediction error at
time t (8(t)) exceeds a threshold (6},pp) then Wf = 1. The gating
window duration (T) represents the time period in which DA is
released in the synaptic cleft of mPFC neurons [21], and depends
on §(t). To explore the impact of DA availability on the learning pro-
cess, we modeled T as depending on the presence of entacapone or
recombinant COMT.

The length of T was chosen based in neurophysiological data
where VTA’s neuronal activity was registered [22,23], showing
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Fig. 1. Scheme of the neural network model. The first layer generates short-term memories of the stimuli as a result of the interaction between different structures such as
ventromedial PFC, inferotemporal cortex, posterior parietal cortex, hippocampus and amygdala. We used 80 neurons in the mPFC, 3 in the BG-PMC and a TD (A1p) model in

the VTA/SNc. See Appendix for full details.

that the peristimulus time histogram for these neurons presented
increased activity, reaching its maximum approximately between
100 ms and 200 ms. The exact duration and dynamics of evoked DA
levels in the extracellular space of mPFC in vivo is unknown. Yavich
et al. [10] studied evoked DA overflow after electrical stimulation
of the medial forebrain bundle and described DA concentration
dynamics in PFC in wild type and COMT-KO mice. However, since
the stimulation protocol they selected is out of the range of physi-
ological firing rates recorded by Schultz [22]| we did not considered
absolute values but we did accounted for the DA dynamics profile.
The authors found that DA concentration in PFC rises three times
faster than it falls, therefore we have chosen the basal T=400 ms.
In the same work it is shown that once DA levels are maximal, its
elimination is approximately two times longer in COMT-KO than
in wild type mice. Assuming that the clearance with entacapone
treatment is higher than in wild type, but smaller than COMT-KO
mice, we have chosen T values of 600 ms for entacapone and 300 ms
for recombinant COMT.

Further information and the equations of the model can be found
in Appendix.

3. Results

3.1. Systemic entacapone improves animal performance in
operant conditioning learning

In the first set of the experiments, animals were divided in
the following groups: Control (vehicle) or Systemic entacapone
(50 mg/kg). Animals were trained in an operant conditioning task,
in which a food reward is obtained after pressing a lever (this being
the correct response to get food). Seven sessions of 25 trials each
were performed, and each trial lasted 60s.

Initially, we found a statistically significant main effect on
the treatment factor in the learning performance [Fg35=120.7;

p<0.001] and in the latency [Fg36=61.33; p<0.001]. Next, we
detected that there was a main effect of session factor in mean
percentage of responses [Fg 36 =338.3; p<0.001] and in the latency
[Fs36=152.2; p<0.001]. Additionally, there was a significant inter-
action between the factors [Fg 36 = 15.53; p<0.001] and latency time
[F636=9.312; p<0.001]. Then, we proceed to perform the post hoc
comparisons.

Entacapone administration significantly improved learning per-
formance (Fig. 2A). A significant increment in the percentage of
correct responses (lever press) was observed in the first [t(4.2),
p<0.001] (Fig. 2A), second [t(14.1), p<0.001] (Fig. 2A) and third
[t(9.4), p<0.001] (Fig. 2A) sessions in animals treated with Systemic
entacapone with respect to the controls, and these increments
reached values of 15.25%, 51% and 31% respectively (Fig. 2A). No
differences in the number of responses were found in the fourth,
fifth, sixth and seventh sessions between both groups (Fig. 2A).
Additionally, latency was substantially reduced in animals systemi-
cally treated with entacapone in the first, second and third sessions
(Fig. 2B). In the first session, latency of entacapone-treated ani-
mals was decreased by 12.4 s with respect to control group [£(3.52),
p<0.01] (Fig. 2B), whereas, in the second session, they yielded
a decrement of 35s in latency compared with the control group
[¢(9.94), p<0.001] (Fig. 2B). Latency of entacapone-treated animals
was 34s lower than the one observed in control animals in the
third training session [£(9.65), p<0.001] (Fig. 2B). From the fourth
to seventh training session no significant differences were found
(Fig. 2B).

3.2. Local administration of entacapone in the mPFC also
improves animal performance in operant conditioning learning

Next, to evaluate if the mPFC is the brain region involved in
this event, local administration of entacapone was performed. Enta-
capone microinjected in the mPFC exerted a similar effect on animal
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Fig. 2. Systemic entacapone administration improves learning in an operant conditioning task. Percentage of responses is expressed as the mean + SEM of responses in a
25 trials training session (panel A). Latency is expressed as the mean + SEM of the time elapsed between lever presentation and lever pressing of each 60s trial (panel B).
Control (n=18) and Systemic entacapone (n = 18). Statistical differences were analyzed using two-way repeated measures ANOVA. **p<0.01; ***p<0.001.

performance in the operant conditioning task compared with sys-
temic administration of the drug, and this effect was even more
pronounced.

Statistical analysis showed that, in the first session, animals that
received a local administration of entacapone in the mPFC had an
increment of 57.3% in the percentage of responses with respect to
sham group [t(10.88), p<0.001] (Fig. 3A). Entacapone-mPFC group
exhibited an increment of 63% of responses in the second session
compared to sham animals [t(11.96), p<0.001] (Fig. 3A). In the
third session animals administered with entacapone also exhib-
ited an increment of about 40% of responses in comparison with the
respective control [t(7.52), p<0.001] (Fig. 3A). No differences were
found between both experimental groups in the learning perfor-
mance from the fourth to the last training session (Fig. 3A). Animals
that were microinjected with entacapone in the mPFC presented
decreased latency in the first session compared with sham con-
trols, being lower by 31.2 s [t(7.09), p<0.001] (Fig. 3B). Sessions two
and three of entacapone-treated animals showed decreases of 37.9
[t(8.612), p<0.001] (Fig. 3B) and 36.09 s [£t(8.19), p<0.001] (Fig. 3B),
respectively.

Interestingly, comparison between systemic and local adminis-
tration of entacapone revealed a significant difference in the first
session, showing a 32% of increase in the number of responses
when the drug is directly administered in the mPFC [t(32.05),
p<0.001] (Figs. 2A and 3A). In this session, latency was also statis-
tically significant with a difference of 18.8 s between both groups
[t(4.27), p<0.001] (Figs. 2B and B). This is probably due to the lim-
ited ability of entacapone to cross the blood-brain barrier, further
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considering the high dose required for systemic treatment with this
drug.

3.3. Recombinant COMT administration in the mPFC impairs
animal performance in operant conditioning learning

Conversely to entacapone, the administration of recombinant
COMT into the mPFC impaired learning in the operant condi-
tioning task. No significant differences between COMT and sham
groups were found during the first two sessions of the training
(Fig. 4A). However, in the third session, animals that received
the recombinant COMT protein in the mPFC presented a 30.4%
decrease of the number of responses compared with the sham
group [t(5.77), p<0.001] (Fig. 4A). Besides, this effect was also
observed in the fourth and fifth session where decrements in the
percentage of responses in the COMT group with respect to sham
group reached 57% [£(10.82), p<0.001] (Fig. 4A) and 32% [t(6.11),
p<0.001] (Fig. 4A) respectively. Lower values in the percentage of
responses in COMT-treated animals persisted in the sixth session,
where mean value reflected a 16.6% decrease with respect to con-
trols [t(3.15), p<0.01] (Fig. 4A). There was no significant difference
in the seventh session between both groups.

COMT treatment also exerted a general increase of the latency
to press the lever. As observed for learning performance, in the
first and second sessions mean values of latency remained unal-
tered among sham and COMT groups (Fig. 4B). Nevertheless, we
observed that animals that were injected with recombinant COMT
in the mPFC had increments in their latencies of response of 20s
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Fig. 3. Local administration of entacapone in the mPFC improves performance in operant conditioning learning. Percentage of responses is expressed as the mean =+ SEM of
responses in a 25 trials training session (panel A). Latency is expressed as the mean + SEM of the time elapsed between lever presentation and lever pressing of each 60 s trial
(panel B). Vehicle (n=8) and Entacapone in the mPFC (n = 8). Statistical differences were analyzed using two-way repeated measures ANOVA. ***p<0.001.
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[30]). Hematoxylin/eosin staining of the site of injection of recombinant COMT (right, panel D) and Vehicleecombinant comt (left, panel D) shows there was no infiltration of
inflammatory cells. Statistical differences were analyzed using two-way repeated measures ANOVA. *p <0.05; **p<0.01; ***p<0.001.

for the third session [t(3.89), p<0.001] (Fig. 4B), 28.3s for the
fourth session [t(5.52), p <0.001] (Fig. 4B), 28.9 s for the fifth session
[t(5.63), p<0.001] (Fig. 4B) and 32.6 s for the sixth session [t(6.35),
p<0.001] (Fig. 4B). Although animals reached 100% of responses
in the seventh session, the latency of COMT group was still higher
by 2.85s with respect to sham group [£(6.35), p<0.001] (Fig. 4B).
To rule out the possibility that the deleterious effect on cogni-
tion observed when we microinjected recombinant COMT is due
to an inflammatory response, we looked around the site of injec-
tion (Fig. 4C) for infiltration of inflammatory cells. As a result, we
found that the injection of recombinant COMT did not induce an
inflammatory response in the mPFC (Fig. 4D).

3.4. Effect of COMT manipulations on DA metabolites levels in the
mPFC

As a control of the effectiveness with which COMT activity
in the mPFC was affected by the different treatments, we quan-
tified DA and 3,4-dihydroxyphenylacetic acid (DOPAC) by HPLC
in the mPFC of animals that were not trained but received the
same treatments as those used for behavioral procedures. Statis-
tical analysis of DA levels showed no difference among different
groups [F319=2.248; p>0.05] (Fig. 5). Statistical analysis also
showed there was a difference in the levels of DOPAC within
the mPFC among groups [F319=29.38; p<0.001]. DOPAC levels
were significantly increased in the mPFC when entacapone was
locally administered in this area or systemically (Fig. 5). Also,
we found that recombinant COMT administration decreased the
levels of DOPAC in this area (Fig. 5). These results showed that

our treatments successfully manipulated COMT activity within the
mPFC.

3.5. Computational modeling of in vivo COMT manipulations in
the mPFC during operant conditioning learning

We interpreted COMT manipulations in the mPFC with a com-
putational model. In the model (Fig. 1), each trial started with the
presentation of a sample stimulus (S1) lasting 400 ms. After pre-
sentation of the CS, the animal is able to execute three different
responses (R1, R2 or R3), but only response R1 (pressing the lever)
gives reward. A block using the TD algorithm computes the phasic
firing of dopaminergic neurons, simulating the changes in the firing
pattern in the VTA and the SNc. Information on the prediction error
of being rewarded after repeated presentation of CS and US is then
used to modulate learning.

For each experimental condition, that is Entacapone, Control
and recombinant COMT we performed 100 simulations with gating
window durations (T) of 600 ms, 400 ms and 300 ms respectively.
Here, the variable T represents the time period in which DA is
released in the synaptic space of mPFC (see Section 2.9 for full
details). The computational model showed that lengthening the
gating window improved learning performance in the second and
third session (Fig. 6). In this case, fewer sessions were required to
learn the operant conditioning task, reproducing the effect of enta-
capone administration. On the contrary, shortening T (mimicking
the effect of enhanced COMT activity) results in an impaired learn-
ing performance. This deleterious effect can be observed between
the third and seventh session (Fig. 6).
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Fig. 5. DOPAC and DA levels in the mPFC after systemic administration of enta-
capone and local administration of entacapone or recombinant COMT. There was
no change in DA levels between different groups (panel A). DOPAC levels were
increased when entacapone was orally administered or locally injected in the mPFC
(panel B), whereas microinjection of recombinant COMT administration in the mPFC
decreased DOPAC levels in this area (panel B). Values are expressed as percentage of
the control group and represent the mean =+ SEM. *p <0.05; **p<0.01; ***p<0.001.
One way ANOVA followed Tukey’s post hoc test.

Dopamine level was used to trigger gating windows during
which synaptic changes take place. When the gating window W? =
1, hebbian learning was applied in order to update both mPFC and
BG-PMC neurons synaptic weights. Consequently, synaptic weight
changes in the mPFC were increased when entacapone treatment
was simulated using a longer gating window (600 ms) than the con-
trol group (400 ms) (Fig. 7). Instead, shortening the gating window
to 300 ms (representing recombinant COMT group) diminished the
percentage of synaptic weight modifications during operant con-
ditioning learning (Fig. 7).

Correct responses (%)
[o2)
=

401

2 0 1 1 1 1

50

% Synaptic weigths changes

Recombinant Control
COMT

Systemic
entacapone

Fig. 7. Synaptic weights modifications during learning. Entacapone and recombi-
nant COMT simulations were used for synaptic weight calculations in the mPFC
during operant conditioning learning. The changes are expressed with respect to
the control group.

4. Discussion

In this work, we studied how COMT activity in the mPFC influ-
ences operant learning performance in rats, and the results were
interpreted with a computational theory.

Systemic administration of COMT inhibitor entacapone modi-
fied learning performance: animals treated with this drug showed
improved learning performance as well as decreased latency of
response during the first three training sessions. Our results
are complementary to previous evidence where COMT inhibition
improved performance of delayed spatial win-shift task and set
shifting [14,15]. Based on the dual state theory proposed by Durste-
witz and Seamans [40] one plausible explanation for the positive
effects on cognition is that COMT inhibitors lead the network to
D2 state (dopamine D2 receptor activation) enhancing cognitive
flexibility and updating the information in the PFC. This effect is
mediated by an increment in evoked release of DA without mod-
ifying basal levels [14,15,41]. In this sense, knock-out mice for
COMT showed better performances in working memory and spa-
tial tasks [42,43], confirming the key role of this enzyme in learning.
However, the relationship between increased levels of DA and cog-
nitive and learning performances is not linear. This can be clearly

—Control
-=--Systemic entacapone
=="recombinant COMT

20 40 60 80

1 1 1 1 |
100 120 140 160 180

Trial

Fig. 6. Simulated performance on an operant conditioning task using the computational model. Systemic entacapone, Control and recombinant COMT conditions were
simulated by varying the dopamine gating window duration to 600 ms, 400 ms and 300 ms respectively.
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observed in dopamine transporter (DAT) knock-out mice which
have increased extracellular DA levels. These animals displayed
hyperactivity, stereotypies, perseverative patterns and distorted
exploratory behaviors [44-46].

Considering the evidence discussed above, it was interesting to
evaluate the differences between the systemic effects of this drug
and the local effects in brain areas relevant to operant conditioning
learning. To study this issue, we locally injected the rats with enta-
capone in the mPFC during learning an operant conditioning task.
Treated animals presented an improved learning performance: in
the first session they reached 82.5% of correct responses compared
with 24.0% of correct responses in the sham group, and in the
second session they reached 100% of correct responses, whereas
control animals needed four sessions to completely learn the task.
In addition, latency of response for these animals was significantly
shorter than those in the first three sessions. On the other hand,
our results showed that learning was impaired and latency was
increased when animals were locally administered with recom-
binant COMT in the mPFC. These findings are complementary
to previous works showing that overexpression of human COMT
impairs working memory and learning in mice [16,47].

We discard that the results here reported were due to an
increase in locomotor activity or vigor, since latencies of the
first session do not significantly differ among intra-session blocks
[F4310=1.064, p=0.3745] (Supplemental Figure 1). Therefore dif-
ferencesinlatencies of response found here respond to the different
treatments. Additionally entacapone per se or in combination with
levodopa/carbidopa has been shown not to increase locomotor
activity [48,49] and we did not observe differences in the weight
and food intake between the control groups and the groups with
COMT manipulations (data not shown). The results presented here
indicate that learning performance in an operant conditioning is
strongly influenced by COMT in the mPFC.

The results from the computational model showed a pro-
nounced influence of the DA bioavailability in the mPFC - simulated
by the gating window duration (T) - on the neural ensemble: when
the length of the gating window was increased the learning per-
formance was enhanced. On the contrary, shortening the gating
window, i.e. mimicking the effect of recombinant COMT treatment
produces an impaired learning performance. Analysis of synap-
tic weight changes in the mPFC showed that simulations with
longer T values presented bigger changes compared to the con-
trol group, while reducing the gating window duration had the
opposite effect (i.e. a decrease in synaptic modifications). In the
simulations, an increased (decreased) DA bioavailability enables
the increase (decrease) of synaptic plasticity during the learning
process. Based on these computational results and their direct rela-
tionship with learning performance, we theorize that enhanced DA
clearance reduces cortical synaptic plasticity, whereas a prolonged
DA availability increases synaptic plasticity in the mPFC, improving
learning performance in operant conditioning learning.

Goal directed behaviors sometimes become habitual responses
[50,51]. The striatum is typically associated to habituation and
motor control, whereas PFC to goal directed behavior. Different
computational models studies investigated how these two inde-
pendent controllers — the striatum and the PFC - are integrated
[24,52].Daw et al. [52] developed a computational model that inte-
grates these structures focusing in how goal directed behaviors
proceed as habitual responses. Using a set of computational meth-
ods of reinforcement learning, the authors [52] identify a trade-off
between PFC and the striatum and suggest a Bayesian principle
of arbitration between them according to uncertainty, so each con-
trolleris deployed when it should be most accurate. From a different
perspective, in a previous work [24]| we found that time courses
of learning-related activity in PFC and striatum depend on the
task’s complexity using a simpler version of our neural network

model. When training this computational model in a simple oper-
ant task, activity in PFC increases later and less abruptly than in BG
[24]. However, the experiments and simulations here presented
demonstrate that PFC indeed plays a role in controlling the speed
of learning in a simple operant conditioning task.

Taken together, the experimental and simulated results showed
that learning performance and plasticity could be deeply influenced
by COMT manipulations in the mPFC. The connection between
the computational theory and the experimental results provides
a quantitative framework for future experiments to the further
understanding of operant learning.
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