Modeling characteristic curves of solar cells and optical detectors with the Simmon–Taylor approximation
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A B S T R A C T

The performance of amorphous and microcrystalline silicon based electronic devices is highly dependent on the density of states present in the band gap. The density of states in these materials contains two exponentially decreasing tails and a high number of deep states. Charge trapping and the recombination of electron–hole pairs through gap states are usually described by the Shockley–Read–Hall (SRH) formalism. The equations derived in the SRH formalism can be highly simplified by using the Simmon–Taylor’s algorithms, especially the one so called “0 K” approximation, which allows a quasi-analytical derivation of the current–voltage characteristics. Although the validity of these algorithms were discussed in the literature on semiconductor materials, there is not a systematic study where these algorithms were included in a computer code that numerically solves the governing semiconductor device equations in order to compare the characteristic curves predicted by these simplifications with the ones obtained with the SRH formalism. This paper is an attempt to fill this void. The approximations of Simmon–Taylor were implemented in our code D-AMPS and the current–voltage and spectral response curves were evaluated under different conditions: with and without bias light, at forward and reverse bias voltages, at different temperatures, for various intrinsic layer thicknesses and for different key electrical parameters. To simplify the discussion we have assumed a uniform density of states along the intrinsic layer. Our results indicate that the Simmon–Taylor approximation is acceptable when the device is working under illumination. Under dark conditions the approximation is also satisfactory when the device is forward biased but slightly overestimates the dark current when the device is reverse forward. Although the 0 K approximation leads us to unacceptable results when the device is reversed biased and operates under dark conditions it can also be used in device modeling taking some precautions.© 2013 Elsevier B.V. All rights reserved.

1. Introduction

Amorphous materials do not show long-range structural order like their crystalline counterparts. Their atoms, at best, display only short-range order that produce the semiconducting properties. Small deviations in bond angles and lengths result in a random disordered network. Particularly in hydrogenated amorphous silicon (a-Si:H) defects are present in the form of silicon atoms with only three covalent bonds connected to their neighbors. The fourth bond is hanging and is usually called a Dangling Bond (DB). Instead of the sharply defined edges like for crystalline materials, two exponential tails extend into the band gap. Amorphous solids are described by a band picture with a large density of localized gap states: intrinsic states are composed of tail states that are more numerous near the band edges and by DB or deep states that are more numerous near mid gap. Extrinsic localized states are created by impurities. The description of the electrical transport is highly simplified by the concept of conduction and valence band mobility edges that define the mobility gap and separate extended states from localized states. Microcrystalline silicon (μc-Si:H) is a material that contains two solid phases: small volumes (in the order of 10 nm of diameter) of crystalline material embedded in an amorphous network being the fraction of crystalline material dependent of the deposition conditions. The density of gap states also contains two exponentially decaying tails and deep states that are usually described in both materials with Gaussian distributions.

The performance of amorphous and microcrystalline silicon based electronic devices is highly dependent on the density of gap states. The quasi-continuous density of states present in these materials highly influences the trapping and recombination of free carriers. The electric field, that separates the generated free carriers, is seriously altered by trapping that in turn impacts in the recombination rates. The electric field profile of a device under operation can depart from its shape at thermodynamic equilibrium by injection of carriers through contacts or by electron–hole (e–h) pair generation by illumination. Hence, careful evaluation of charge trapping, recombination rates, and the electric field is essential to accurately describe and model these devices.
In disordered semiconductors the total trapped charge density and the recombination rate can be computed by integrating over all gap states present between the band edges using the conventional Shockley–Read–Hall (SRH) model that was developed for crystalline semiconductors where usually only few discrete energy levels control recombination [1]. The SRH model describes charge trapping and recombination processes using simple electron traps. Simmons and Taylor derived an elegant approximation (STA) [2] of the SRH formalism reducing the corresponding equations to much simpler expressions. This simplicity usually makes the physical interpretation of results obtained with the simulations easier. The so called “0 K” (OKSTA) approximation was widely used in solar cell modeling because of the analysis of the characteristic curves could be sometimes reduced to simple analytical models [3].

Although the goodness of these approximations has been discussed in semiconductor materials [1,4-6] we could not find a discussion in the literature where the errors introduced by these simplifications were quantified directly in electronic devices using numerical computer codes. In this paper we compare in single and double injection electron- and hole injection the results obtained with our computer code D-AMPS[7] codes. In this paper we compare in single and double injection electron- and hole injection the results obtained with our computer code D-AMPS[7] when either the SRH formalism or the algorithms derived in the STA and the OKSTA are used to calculate the trapped charge densities and the recombination rate. The device characteristic curves are initially determined with both formalisms and then the results obtained with the SRH formalism that will be used as our reference in this paper. The current-voltage (J−V) and Spectral Responses (SR) of solar cells and optical detectors were evaluated for different scenarios.

Our paper is organized as follows: in Section 2 we briefly describe the SRH statistic and the Simmons–Taylor approximations; in Section 3 we describe the main features of our computer code D-AMPS and show our fittings of p-i-n a-Si:H and µc-Si:H based solar-cell characteristics; in Section 4 we discuss the results obtained with D-AMPS when the STA and OKSTA approximations are implemented; and finally we move to our conclusions. We will soon submit an additional contribution where our conclusions will be expressed in general terms without specifying the details.

2. Short description of the statistic and the approximations

2.1. Shockley–Read–Hall statistic

In the theory developed by Shockley, Read and Hall [8,9] (SRH) four basic processes, characterized by their respective rates \( r_1 \) compete in order to define the occupation function \( f \) at the gap state located at the energy \( E_i \): (1) electron capture from the conduction band \( (r_1) \), (2) electron emission to the conduction band \( (r_2) \), (3) hole capture from the valence band \( (r_3) \) and (4) hole emission to the valence band \( (r_4) \). The SRH theory assumes decoupled gap states; i.e. they could be excited by one electron and one hole, so the recombination rate can be computed by integrating the expressions for the steady-state occupation functions and the recombination rate \( \text{cm}^{-3} \text{s}^{-1} \text{eV}^{-1} \) can be obtained at a gap state of energy \( E_i \):

\[
f^0(E_i) = \frac{n v_n \sigma_n N_i + p_n \sigma_p E_i + e_n + e_p}{n v_n \sigma_n + p v_n \sigma_p + e_n + e_p} \quad (3a)
\]

\[
f^0(E_i) = 1 - f^0(E_i) = \frac{p v_n \sigma_p + e_n}{n v_n \sigma_n + p v_n \sigma_p + e_n + e_p} \quad (3b)
\]

\[
R(E_i) = N_i v_n^2 \sigma_n \sigma_p \frac{np - n_i^2}{n v_n \sigma_n + p v_n \sigma_p + e_n + e_p} \quad (4)
\]

where \( n_i \) is the intrinsic carrier concentration.

The trapped charge residing at the gap state \( \text{cm}^{-3} \text{eV}^{-1} \) of energy \( E_i \) is given by the product of the trap density \( N_i \) the corresponding occupation function and the electron charge. The expressions for acceptor- and donor-like states are respectively:

\[
\rho_h(E_i) = -q N_i f^0(E_i) \quad (5)
\]

\[
\rho_d(E_i) = +q N_i f^0(E_i) \quad (6)
\]

In disordered semiconductors the total trapped charge density \( \rho \) \( \text{cm}^{-3} \) and the total recombination rate \( R \) \( \text{cm}^{-3} \text{s}^{-1} \text{eV}^{-1} \) can be computed by integrating the expressions (5-6) over all the gap states.

<table>
<thead>
<tr>
<th>Process</th>
<th>Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Electron capture ( r_1 = n v_n \sigma_n N_i (1 - f) )</td>
</tr>
<tr>
<td>2</td>
<td>Electron emission ( r_2 = e_n N_i f )</td>
</tr>
<tr>
<td>3</td>
<td>Hole capture ( r_3 = p v_n \sigma_p N_i f )</td>
</tr>
<tr>
<td>4</td>
<td>Hole emission ( r_4 = e_p N_i (1 - f) )</td>
</tr>
</tbody>
</table>
2.2. Simmons–Taylor approximation (STA)

The STA has been derived for materials containing a continuous distribution of gap states. The authors define the trap class \( R_i \), where all traps have identical electron and hole cross-sections independently of their energy. If there are more than one species of traps the approximation can be applied to each class of traps and the total recombination and space charge density can be obtained by summing up the contributions of the different species. In our case the different species correspond to the states of the conduction band tail, the valence band tail and the Gaussians distributions used to represent deep states.

Simmons and Taylor defined the intrinsic trap level, \( E_{RT} \), as the energy where the emission rates of electrons to the conduction band and holes to the valence band are equal; i.e. \( e_n(E_{RT}) = e_p(E_{RT}) \). Since the emission rates exponentially increase or decrease with the trap energy \( E_t \) either \( e_n \) or \( e_p \) can be neglected few \( kT \) away from \( E_{RT} \). Using this argument the electron and hole occupation functions can be rewritten as [3]:

\[
f_n^{\sigma}(E_t) = \frac{n \sigma_n}{n \sigma_n + p \sigma_p} \left[ 1 + \exp\left(\frac{E_t - E_{n0}}{kT}\right)\right]^{-1} \quad \text{for } E_t > E_{n0} \tag{7}
\]

\[
f_p^{\sigma}(E_t) = 1 - f_n^{\sigma}(E_t) = \frac{p \sigma_p}{n \sigma_n + p \sigma_p} \left[ 1 + \exp\left(\frac{E_{p0} - E_t}{kT}\right)\right]^{-1} \quad \text{for } E_t < E_{n0} \tag{8}
\]

where \( E_{n0} \) and \( E_{p0} \) are the quasi-Fermi levels for trapped electrons and trapped holes respectively. The energies \( E_{n0} \) and \( E_{p0} \) correspond to the energy levels \( E_t \) where a trapped electron (hole) has the same probability of being emitted to the conduction (valence) band than to recombine with a hole (electron) of the valence (conduction) band.

The Eqs. (7)–(8) resemble the form of the Fermi–Dirac function. The equilibrium Fermi level is replaced by the trapped quasi-Fermi levels and there is a pre-factor that is absent in the Fermi–Dirac statistics. The main characteristic of the Simmons–Taylor occupation function \( f(E_t) \) is that \( f \) is a smooth function with two steps [2]. Going from the valence towards the conduction band edge \( f \) decreases from 1 to the pre-factor of Eqs. (7)–(8) around \( E_{n0} \), and from this pre-factor to 0 around \( E_{p0} \); being approximately constant between \( E_{n0} \) and \( E_{p0} \) few \( kT \)s away of them. Similarly the recombination rate can be approximated by [3]:

\[
R(E_t) = \frac{N_i(E)}{n \sigma_n + p \sigma_p} \left[ 1 + \exp\left(\frac{E_t - E_{n0}}{kT}\right)\right]^{-1} \quad \text{for } E_t > E_{n0} \tag{9}
\]

\[
R(E_t) = \frac{N_i(E)}{n \sigma_n + p \sigma_p} \left[ 1 + \exp\left(\frac{E_{p0} - E_t}{kT}\right)\right]^{-1} \quad \text{for } E_t < E_{n0} \tag{10}
\]

In these equations only the traps located between the quasi-Fermi levels for trapped carriers \( E_{n0} \) and \( E_{p0} \) are acting as recombination centers.

In the Simmons and Taylor 0 K Approximation (OKSTA) the electron occupation function \( f \) is approximated by 0 at energies \( E_t > E_{n0} \) and by 1 at energies \( E_t < E_{n0} \). Therefore, the hole occupation functions \( 1 - f \) results 0 for \( E_t < E_{p0} \) and 1 for \( E_t > E_{p0} \). Hence both occupation functions \( f, 1 - f \) and the recombination rate \( R \) show abrupt transitions at the quasi-Fermi levels for trapped charges becoming double step functions:

\[
f(E_t) = \begin{cases} 
\frac{1}{n \sigma_n + p \sigma_p} & \text{for } E_t = E_{n0} \\
0 & \text{for } E_{n0} < E_t < E_{p0} \\
\frac{n \sigma_n}{n \sigma_n + p \sigma_p} & \text{for } E_{n0} < E_t < E_{n0} \\
0 & \text{for } E_{n0} < E_t < E_{p0} \\
\frac{p \sigma_p}{n \sigma_n + p \sigma_p} & \text{for } E_{n0} < E_t < E_{p0} \end{cases}
\tag{11}
\]

Hence the total recombination results as:

\[
R = \frac{N_i(E)}{n \sigma_n + p \sigma_p} \left[ 1 + \exp\left(\frac{E_{n0} - E_t}{kT}\right)\right]^{-1} \tag{12}
\]

\[
\rho = -q \left( \int_{E_n}^{E_{n0}} n(E) dE + \int_{E_{p0}}^{E_p} p(E) dE \right) \tag{13}
\]

The trapped charge concentration in acceptor- and donor-like traps becomes:

\[
\rho = -q \left( \int_{E_n}^{E_{n0}} f_n^{\sigma}(E) dE + \int_{E_{p0}}^{E_p} f_p^{\sigma}(E) dE \right) \tag{14a}
\]

\[
\rho = +q \left( \int_{E_n}^{E_{n0}} f_n^{\sigma}(E) dE + \int_{E_{p0}}^{E_p} f_p^{\sigma}(E) dE \right) \tag{14b}
\]

3. Methodology

Our simulations were performed with the computer code D-AMPS (Analysis of Microelectronic and Photonic Devices) that solves the system of three non-linear equations with the finite differences method and the Newton–Raphson method. Our code was appropriately calibrated by determining dark and light current–voltage (J–V) characteristic curves. Samples were deposited in a multi-chamber RF-PECVD deposition facility and characterized with appropriate equipment at Delft University of Technology. The device structure is as follows: TCO/p-a-SiC:H/i-a-Si:H/n-a-Si:H/Al with a 5 nm thick silicon carbide buffer layer between the p- and i-layers. The front contact is an Asahi U- (SnO2:F) type substrate with a textured surface. The p- and n-layer thicknesses are 10 nm and 20 nm, respectively. The Al back contact is 300 nm thick. The selected data correspond to a-Si:H based p–i–n junctions with intrinsic layer thicknesses of 200 and 600 nm.

The optical parameters were obtained from measured reflection and transmission spectra on a-Si:H films. The global density of states and the Urbach slope were extracted with the Dual Beam Photoconductivity. The other electrical input parameters were conveniently adjusted to reproduce the experimental data. The Uniform Density Model (UDM) that assumes a constant DB density in each device layer was adopted to simplify the discussion. The density of deep states in the UDM is described by three Gaussian distributions, recognized as \( D^- \), \( D^0 \), and \( D^+ \). The peak energy of these Gaussians and their standard deviations are listed in Table 2 together with the most significant parameters that were obtained from our fittings. The correlation energy \( U \) was assumed equal to 0.2 eV [10–12]. In the p- and n-layers the doping densities were adjusted in order to reproduce the experimental activation energies.

In the optical model the intensity, \( I \), of the incident light was shared among \( N \) sub-beams with intensity \( J/N \) and with different incident angles. The model accounts for light scattering on rough surfaces by angles different from 90° with respect to the incident sub-beams. These angles can vary between a maximum and a minimum value that can be selected at each interface by the user. The total generation
rate $G(x)$ of electron–hole (e–h) pairs results from adding the e–h pairs generated by each sub-beam.

Figs. 2 and 3 show our fittings of the dark J–V characteristics measured at 40 °C, and the light J–V characteristics measured at room temperature and under AM1.5 illumination of the a-Si:H based p–i–n devices already described. A similar procedure was followed to model and fit J–V curves of μc-Si p–i–n devices. The resulting electrical parameters and fittings can be found in a previous publication [13].

The calculation of the trapped carrier concentrations and recombination rate with the algorithms derived by Simmons and Taylor (STA and OKSTA approximations) were included in D-AMPS. The user can choose the appropriate formalism, i.e. SRH, STA or OKSTA by just changing the value of a single input parameter. In the OKSTA approximation the direct implementation of abrupt step transitions at the quasi-Fermi levels for trapped carriers lead us to some convergence problems and instabilities. To circumvent this drawback the step transitions were realized with high-order low- and high-pass Butterworth filters [14]. Our results became insensitive to the order n of the Butterworth filter for n higher than 20.

4. Results of Implementing the Sta and Oksa Approximations

4.1. Simmons–Taylor approximation

The test of the STA approximation performed on the a-Si:H based p–i–n devices of Figs. 2 and 3 gave us excellent results: the predicted J–V and SR curves evaluated with the SRH and the STA formalisms were on top of each other. The accuracy of the STA was explored at forward and reverse voltages that are the operation situations of solar cells and optical detectors respectively. Under illuminated conditions the STA precisely reproduces the curves obtained with the SRH formalism but this is not the case for the reverse-bias dark J–V characteristics. Actually this results was expected because the STA was designed to approximate the description of trapping and recombination rates when the quasi-Fermi levels move away from the Fermi level at thermodynamic equilibrium towards the respective band edges driven by either generation of e–h pairs by illumination or by carrier injection when the device is forward biased.

Table 2

<table>
<thead>
<tr>
<th>Parameters</th>
<th>p</th>
<th>i</th>
<th>N</th>
</tr>
</thead>
<tbody>
<tr>
<td>$W$ (nm)</td>
<td>10</td>
<td>200/800</td>
<td>20</td>
</tr>
<tr>
<td>$E_g$ (eV)</td>
<td>1.9</td>
<td>1.72</td>
<td>1.72</td>
</tr>
<tr>
<td>$N_c$, $N_v$ (cm$^{-3}$)</td>
<td>$3 \times 10^{20}$</td>
<td>$2.5 \times 10^{20}$</td>
<td>$3 \times 10^{20}$</td>
</tr>
<tr>
<td>$\mu_n$ (cm$^2$V$^{-1}$s$^{-1}$)</td>
<td>5</td>
<td>30</td>
<td>5</td>
</tr>
<tr>
<td>$\mu_p$ (cm$^2$V$^{-1}$s$^{-1}$)</td>
<td>1</td>
<td>3.5</td>
<td>1</td>
</tr>
<tr>
<td>$E_{tN}$ (meV)</td>
<td>80</td>
<td>45</td>
<td>50</td>
</tr>
<tr>
<td>$E_{tP}$ (meV)</td>
<td>30</td>
<td>25</td>
<td>30</td>
</tr>
<tr>
<td>$t_{S1}$ (cm$^2$)</td>
<td>$1 \times 10^{-15}$</td>
<td>$1 \times 10^{-15}$</td>
<td>$1 \times 10^{-15}$</td>
</tr>
<tr>
<td>$D_0$ (cm$^{-2}$)</td>
<td>$1 \times 10^{-17}$</td>
<td>$1 \times 10^{-17}$</td>
<td>$1 \times 10^{-17}$</td>
</tr>
<tr>
<td>$D'$ (cm$^{-2}$)</td>
<td>$2.14 \times 10^{14}$</td>
<td>$2 \times 10^{14}$</td>
<td>$3.06 \times 10^{14}$</td>
</tr>
<tr>
<td>$D''$ (cm$^{-2}$)</td>
<td>$1.07 \times 10^{14}$</td>
<td>$1 \times 10^{14}$</td>
<td>$1.55 \times 10^{14}$</td>
</tr>
<tr>
<td>$D'''$ (cm$^{-2}$)</td>
<td>$2.14 \times 10^{14}$</td>
<td>$2 \times 10^{14}$</td>
<td>$3.06 \times 10^{14}$</td>
</tr>
<tr>
<td>$E_0$ (eV)</td>
<td>0.7</td>
<td>0.55</td>
<td>0.6</td>
</tr>
<tr>
<td>$E_{iL}$ (eV)</td>
<td>1.0</td>
<td>0.85</td>
<td>0.9</td>
</tr>
<tr>
<td>$E_D$ (eV)</td>
<td>1.3</td>
<td>1.15</td>
<td>1.2</td>
</tr>
<tr>
<td>$\phi_D$ (eV)</td>
<td>0.13</td>
<td>0.13</td>
<td>0.13</td>
</tr>
<tr>
<td>$\sigma_D$ (cm$^2$)</td>
<td>$2 \times 10^{-14}$</td>
<td>$2 \times 10^{-14}$ / $12 \times 10^{-14}$</td>
<td>$2 \times 10^{-14}$</td>
</tr>
<tr>
<td>$\sigma_D$ (cm$^2$)</td>
<td>$2 \times 10^{-16}$</td>
<td>$3 \times 10^{-15}$ / $12 \times 10^{-15}$</td>
<td>$2 \times 10^{-16}$</td>
</tr>
</tbody>
</table>

Although the approximation was developed only for forward biased devices, it is interesting to check how the STA behaves when the same device is operating under reverse biased conditions. The dark J–V curves predicted by the STA were again compared using the SRH as a reference. Surprisingly the STA is still able to reproduce quite well the shape of the dark J–V curve at reverse voltages, but overestimating the current by no more than 20%.

Our results for different temperatures for a-Si:H p–i–n device with a 600 nm thick intrinsic layer and for a μc-Si:H p–i–n device with a 1300 nm thick intrinsic layer at room temperature [13] are shown in Fig. 4a and b. Similar results are obtained for other intrinsic layer thicknesses and operating temperatures.

The dark current in a-Si:H based p–i–n is controlled at low-forward biases by recombination [15], at intermediate forward voltages but still inside the exponential region by a mixture of recombination and carrier diffusion, and at high forward voltages over the knee of the exponential the current is limited by the electron Space Charge Limited Current (SCLC) mechanism [16]. At these high voltages the virtual cathode limits the injection of electrons into the intrinsic layer. At reverse biases the current is controlled by thermal generation of electron–hole pairs. Under illumination and below the open circuit voltage (Voc) the current is defined by the difference between the photo-current and the recombination losses taking place in the intrinsic and doped layers. Under illumination but above Voc the SCLC mechanism also plays a role but the virtual cathode and anode...
The intrinsic layer of the a-Si:H p-i-n device is 600 nm thick and the intrinsic layer of 1.72 eV. The J-V curves were evaluated with the SRH, STA, and 0KSTA formalisms. The intrinsic layer of the a-Si:H p-i-n device is 600 nm thick and the intrinsic layer of the μc-Si:H p-i-n device is 600 nm thick and the intrinsic layer of the μc-Si:H p-i-n device is 1300 nm thick. The J-V curves of the μc-Si:H p-i-n structure result from using the parameters of our reference [13].

In Fig. 5 the recombination rate profiles predicted by D-AMPS for an a-Si:H based device at 300 K under AM1.5 illumination and at different voltages. The intrinsic layer is 600 nm thick. Only the recombination rate profile in the intrinsic layer is shown. The intrinsic layer of the a-Si:H p-i-n device is 600 nm thick and the intrinsic layer of the μc-Si:H p-i-n device is 1300 nm thick. The J-V curves of the μc-Si:H p-i-n structure result from using the parameters of our reference [13].

Fig. 4. Predicted J–V curves by D-AMPS (a) at dark condition for an a-Si:H p-i-n based device at different temperatures (250 K, 310 K, and 400 K) and for a μc-Si:H p-i-n junction at room temperature and (b) under AM1.5 illumination for an a-Si:H based device at different temperatures (250 K, 300 K, and 400 K), for an a-Si:H alloy p-i-n device with a mobility gap of 1.48 eV and for a μc-Si:H p-i-n device, the last two at room temperature. In both Figs. the a-Si:H mobility gap was assumed to be $E_T = 1.72$ eV. The J–V curves were evaluated with the SRH, STA, and 0KSTA formalisms. The intrinsic layer of the a-Si:H p-i-n device is 600 nm thick and the intrinsic layer of the μc-Si:H p-i-n device is 1300 nm thick. The J–V curves of the μc-Si:H p-i-n structure result from using the parameters of our reference [13].

are also tailored by the photo-generated carriers trapped along the whole device. Hence trapping and recombination have an important impact on the final shape of the dark and light J–V characteristics [16].

In Fig. 5 the recombination rate profiles evaluated with the SRH and STA formalisms are shown for different voltages under illuminated conditions. The recombination rate $R(x)$ is given in cm$^{-3}$ s$^{-1}$; i.e. after the integration with respect to the density-of-states distribution in the band gap. The STA depart from the SRH equations only near the intrinsic trap energy $E_T$ as defined by Simmons and Taylor.

It can be observed that the regions where recombination dominates over re-emission back into the bands is quite well defined in the bulk by the quasi-Fermi levels, but when either the p/i or the i/n interfaces are approached the energy range in which recombination takes place becomes much wider than the energies enclosed by the quasi-Fermi levels. When the device is illuminated, and either a forward or a reverse voltage is applied, or when the device is operating under dark conditions and a forward voltage is applied, the energy range in the band gap where capture rates are favored over the emission rates in the SRH formalism becomes wider. For instances Fig. 6b shows the band diagram of a device under AM1.5 illuminated and subjected to a small forward voltage. The higher the applied forward bias or the more intense the illumination intensity of the light source the wider the energy range where the emission rates are smaller than the capture rates. Hence the trapped carrier concentrations and the recombination rates are well reproduced by the STA, because the energy $E_T$ is located well inside the region where the emission rates are clearly smaller than the capture rates. Only when the forward applied voltage is very low (i.e., near the scenario of thermodynamic equilibrium) or when the applied voltage is reverse and the device operates under dark conditions or under low light intensities the neglected emission rate in the STA could lead to some errors. To be more specific the J–V curve predicted with the STA depart from the one resulting from the SRH formalism at flux intensities below 8x10$^8$ photons/cm$^2$/s when a red bias light (cut-off wavelength $\lambda_c$ of ~ 0.68 μm) is impinging on the front contact as can be seen in Fig. 7. At very low forward voltages the region where the emission are not correctly evaluated is quite narrow (~0.01 V) leading to a departure of the dark J–V curve of at most 5%.

Under dark conditions and when a forward bias is applied to the device or under illuminated conditions, the electron quasi-Fermi level positions is above the hole quasi-Fermi level. On the other hand at reverse biases thermal generation of electron–hole (e–h) pairs is associated with inverted quasi-Fermi levels, i.e. the electron quasi-Fermi level is below the hole quasi-Fermi level. Interestingly as it can be seen in Fig. 8 the quasi-Fermi levels for trapped charge are also inverted, but only in the region where thermal generation of e–h pairs is really taking place and not in the whole device as the quasi-Fermi levels are. In this region of the intrinsic layer the emission rates are larger than the capture rates (see Fig. 8). The level $E_{T0}$ crosses the region of inverted trapped quasi-Fermi levels. By neglecting one of the emission rates (for holes below $E_{T0}$ and for electrons above $E_{T0}$) the occupation of traps that are located between the inverted quasi-Fermi levels for trapped charge is altered (see Eqs. (7) and (8)). For instance the occupation of traps by electrons
is overestimated by the STA below $E_{T0}$ because the emission of electrons to the conduction band is forbidden. Simultaneously the occupation of traps by electrons is underestimated above $E_{T0}$ by the STA because holes that are not allowed to be emitted to the valence band are lowering the occupation of traps by electrons. Similar statements can be made about holes. The net result is that more electrons in the traps above $E_{T0}$ and more holes in the traps below $E_{T0}$ are promoted to the conduction and valence bands by the STA approximation given rise to a higher dark current than the SRH formalism.

Detailed simulations that are not included in this paper indicate that higher thermal generation rates are predicted by the Simmons–Taylor approximation at all localized gap states (either donor-like or acceptor-like, shallow or deep states).

In order to see how general these result could be the differences in the predicted device characteristic by D-AMPS with the SRH and STA formalisms on different a-Si:H p–i–n based scenarios were explored: higher and lower temperatures, thicker intrinsic layers, alloys with several mobility gaps and $\mu_c$-Si:H structures. Our results indicate that the difference between the SRH and STA is still remarkably small when the p–i–n junction is subjected under illumination to either forward voltages or reverse voltages and under dark conditions when the p–i–n junction is subjected to forward voltages only. The comparisons were made for different intrinsic layer thicknesses, temperatures, mobility gaps, and charged and neutral cross sections. We covered a temperature range of 250 K–400 K, mobility gaps from 1.45 eV to 2.0 eV, that can be found in a-Si:H and its alloys samples, ($\mu_c$-Si:H p–i–n devices with a mobility gap of 1.25 eV gap were also inspected), intrinsic layer thicknesses between 500 nm and 3000 nm and different charged and neutral cross section ratios (100–0.01). Smaller gaps and higher temperatures increase the recombination losses. Higher $kT$'s, increase the energy range around intrinsic trap level $E_{T0}$ where the STA approximation could be questionable [3]. However, the STA algorithm still performs very well for any temperature, mobility gap, cross section ratios (even assuming neutral cross sections higher than charged cross sections), and intrinsic layer thicknesses inspected in this paper.

Using the parameters obtained from our fittings of J–V curves in p–i–n devices we have also explored the accuracy of the STA in single injection devices. These devices result an interesting test for the STA because as recombination is negligible the J–V and SR curves are only sensitive to carrier trapping. Also in single injection devices, like n–i–n, p–i–p structures, one junction is forward biased while the other junction is reverse biased for any applied external voltage.
However similar results were obtained for the predicted dark and light J–V when the SRH equations or the STA approximation were implemented. Our results are shown in Fig. 9.

The spectral responses (SR) of double injection devices is also well reproduced by the STA, because the incident light used in these measurements open the quasi-Fermi levels guarantying that recombination prevails over emission near $E_T$.  

### 4.2. Simmons–Taylor 0 K approximation

The OKSTA assumes abrupt steep transitions at the trapped quasi-Fermi levels. The considerable simplifications obtained in the calculation and interpretation of the J–V curves [3] is accompanied by higher risks of introducing significant errors in the simulations [4,5].

Our results indicate that the OKSTA still gives rise to acceptable dark J–V curves when the p–i–n device is forward biased (see Fig. 4a). Under AM1.5 illumination the OKSTA slightly overestimates the current density $J$ at already small forward voltages as result of underestimating the recombination rate when compared to the predictions obtained with the SRH formalism adopted as reference. Near the short circuit condition the SRH model states near the quasi-Fermi levels for trapped carriers become non-negligible. The OKSTA approximation ignores the contribution of these states (see Eq. (12)). In the Fermi for trapped carriers becoming non-negligible. The OKSTA slightly overestimates the current density, $J$, at already small forward voltages as a result of underestimating the recombination rate. On the other hand the STA formalism, that does not contain the approximation of sharp energy transitions at the quasi-Fermi levels for trapped carriers, is able to recognize this region where thermal generation is occurring. Actually the STA also accounts for the net recombination occurring near the interfaces but they are lower in comparison with the thermal generation present in the bulk. Fig. 9 shows that under low light level illumination the OKSTA give rise to errors for flux intensities below $8 \times 10^{10}$ photons/cm$^2$/s when a red bias light is shining on the front contact ($\lambda_C = 0.68 \mu$m).

The OKSTA leads also to inaccurate predictions of the J–V characteristics in single injection devices like n–i–n and p–i–p structures under either dark or illuminated conditions. The fact that one junction is always reversed biased for any external applied voltage plays a similar role. In detectors operating under low-light level illuminated condition this error decreases when the light intensity increases and entirely vanishes at intensities of $\sim 10^{10}$ photons/cm$^2$/s or higher. The STA formalism also predicts current–voltage characteristics of single injection devices in good agreement with the SRH model under either dark or illuminated conditions for either positive or negative voltages. The “0 K” STA (OKSTA) can also be used in device modeling under similar restrictions to the ones found for the STA but taking some extra precautions. The OKSTA overestimates the Fill Factor especially in solar cells with low mobility gap intrinsic layers and/or when they operate at lower temperatures. The OKSTA also leads to important errors in the evaluation of current–voltage characteristics of single injection devices and it is entirely unacceptable when a double injection device is reversed biased and operates under dark conditions. Under low-level illumination the approximation becomes unacceptable below intensities of $\sim 10^{10}$ photons/cm$^2$/s.

### 5. Conclusions

The Simmons–Taylor approximation (STA) can be used to simplify the description of the electrical transport in solar cells and optical detectors without losing accuracy. The current–voltage characteristics and spectral responses of double injection devices are quite well reproduced under illuminated conditions for any applied voltage and under dark conditions when the device is forward biased. The STA is found to be acceptable for a wide range of temperatures, intrinsic layer thicknesses and mobility gaps. The STA only overestimates by no more than 20% the current of double injection devices at reverse biases but properly reproduces the shape of the current–voltage curve. In detectors operating under low-light level illuminated conditions this error decreases when the light intensity increases and entirely vanishes at intensities of $\sim 10^{10}$ photons/cm$^2$/s or higher. The STA formalism can also be used in device modeling under similar restrictions to the ones found for the STA but taking some extra precautions. The OKSTA overestimates the Fill Factor especially in solar cells with low mobility gap intrinsic layers and/or when they operate at lower temperatures. The OKSTA also leads to important errors in the evaluation of current–voltage characteristics of single injection devices and it is entirely unacceptable when a double injection device is reversed biased and operates under dark conditions. Under low-level illumination the approximation becomes unacceptable below intensities of $\sim 10^{10}$ photons/cm$^2$/s.
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