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Abstract: Biological processes occur on space and time scales that are often unreachable for
fully atomistic simulations. Therefore, simplified or coarse grain (CG) models for the theoretical
study of these systems are frequently used. In this context, the accurate description of solvation
properties remains an important and challenging field. In the present work, we report a new CG
model based on the transient tetrahedral structures observed in pure water. Our representation
lumps approximately 11 WATer molecules into FOUR tetrahedrally interconnected beads, hence
the name WAT FOUR (WT4). Each bead carries a partial charge allowing the model to explicitly
consider long-range electrostatics, generating its own dielectric permittivity and obviating the
shortcomings of a uniform dielectric constant. We obtained a good representation of the aqueous
environment for most biologically relevant temperature conditions in the range from 278 to 328
K. The model is applied to solvate simple CG electrolytes developed in this work (Na+, K+, and
Cl-) and a recently published simplified representation of nucleic acids. In both cases, we
obtained a good resemblance of experimental data and atomistic simulations. In particular, the
solvation structure around DNA, partial charge neutralization by counterions, preference for
sodium over potassium, and ion mediated minor groove narrowing as reported from X-ray
crystallography are well reproduced by the present scheme. The set of parameters presented
here opens the possibility of reaching the multimicroseconds time scale, including explicit
solvation, ionic specificity, and long-range electrostatics, keeping nearly atomistic resolution with
significantly reduced computational cost.

Introduction

Computer simulation of biological systems is continuously
experiencing a tremendous expansion urged by the ever-
growing computer power that allows for the treatment of
always more complex systems and for time scales that
continuously approach biological relevancy.1 Parallel to this,
the greediness to achieve structural and dynamical descrip-
tions of yet longer and bigger sized systems has prompted
the scientific community to develop simplified models of

molecular assemblies that mimic arbitrarily intricate molecular
systems with a lower degree of complexity. These simplified
or coarse grain (CG) representations reduce significantly the
computational demands but still capture the physical essence
of the phenomena under examination.2,3 Starting from the
pioneering simplified models used to describe protein folding,4,5

a huge number of successful applications covering a wide range
of biomolecular and nanotechnologically relevant applications
have been presented.6-18 For an exhaustive review of this
area, the book Coarse-Graining of Condensed Phase and
Biomolecular Systems19 is recommended. In this context, the
accurate treatment of solvent effects is still a challenging
issue. In fact, many CG approaches use a uniform dielectric
constant, which may produce an incorrect partition of
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hydrophilic molecules in a hydrophobic medium. Recently,
elaborated and/or systematic developments of CG models
for simulating water, Hbond (hydrogen bond) bound, and/
or ionic liquids with high accuracy have been presented.20-23

Here, we present a new and simple CG model for water
derived from elementary physicochemical concepts and
fitting the interaction parameters to reproduce some charac-
teristic features of liquid water. The main advantage of our
model is that all of the interactions are described by a typical
Hamiltonian for classical simulations, explicitly including
long-range electrostatics. This model is composed of four
interconnected beads arranged in a tetrahedral conformation
(Figure 1). Each bead carries an explicit partial charge. In
this way, the liquid generates its own dielectric permittivity,
avoiding the use of a constant dielectric medium. The model
achieves a reasonable reproduction of some common proper-
ties of liquid water in the range of temperatures relevant for
most biological applications.

As examples of the potentiality of the model, we study
first the solvation of CG monovalent electrolytes developed
in this work (Na+, K+, and Cl-). Then, we present molecular
dynamics (MD) simulations of a recently published CG
model for DNA.24 This model was shown to provide nearly
atomistic resolution information of the structure and dynam-
ics of double-stranded DNA under the generalized Born
model approach for implicit solvation. In this contribution,
we present an extension of that model for explicit solvation.

We show that this CG scheme is able to reproduce
solvation spines, electrolyte specificity, and cation-driven
narrowing of the minor groove. These examples illustrate
the usefulness of the model in incorporating electrostatic
effects in a physiological medium, keeping the chemical
details of the different ionic species within CG simulations
and overcoming the drawbacks of implicit solvation.

Methods

Description of the Model. The underlying idea of the
model is that, due to its molecular characteristics, pure water
behaves as a structured liquid forming (among other struc-
tural arrangements) transient tetrahedral clusters.25 These
clusters are composed of a central water coordinated by four
identical molecules that form an elementary tetrahedral
arrangement (Figure 1A). In this arrangement, the central
molecule is buried and unable to interact with any other
particle outside of the cluster. Our working hypothesis is
that, owing to the replication of this structure in the bulk,
the central molecule of any tetrahedron can be taken into
account implicitly passing from a highly packed (atomistic)
to a more granular (CG) liquid (Figure 1B). Aimed at
reproducing the structural organization of the liquid, we
generated a molecular topology in which four “covalently
bound” beads are placed on the geometric positions of four
oxygen atoms at the corners of an ideal tetrahedron (hence,
the name WAT-FOUR or WT4 for short). The proposed
topology implies that within an elementary cluster, the Hbond
interactions that hold together the atomistic liquid water are
represented by spring constants linking four beads (Figure
1B). The interactions between elementary clusters are taken

into account by normal vdW and electrostatic terms in the
classical Hamiltonian (Table S1, Supporting Information).
These forces reproduce the overall tetrahedral ordering of
water, allowing the elementary clusters to diffuse freely.

In analogy with the nearly tetrahedral water molecule that
promotes a tetrahedral ordering in the surrounding space, a
WT4 molecule recreates a roughly similar arrangement with
a higher granularity (Figure 1C). Indeed, the structure of a
WT4 molecule is replicated in its neighborhood, leaving
holes that can be regarded as atomistic waters implicitly taken

Figure 1. From atomistic to CG water. (A) Snapshot taken
from a MD simulation showing the typical ordering of bulk
water molecules. Gray molecules represent the liquid bulk.
The structural organization is illustrated with a few opaque,
thick water molecules which occupy the corners of irregular
tetrahedrons. They saturate the Hbond capacity of a (semi-
transparent) molecule located in the center of each tetrahe-
dron. Hbonds are indicated with dashed lines. (B) The
positions of each of the oxygen atoms at the corners of the
tetrahedra in A are now indicated with red beads. The concept
behind the WAT FOUR (WT4) model is that those elementary
tetrahedral clusters can be represented by four harmonically
linked beads. The covalent bonds included in the WT4 model
are represented by dark dashed lines, while intercluster
interactions (vdW and electrostatics) are indicated with light
dashed lines. The model implies that a number of water
molecules are taken into account implicitly (represented as
semitransparent molecules). Notice that water molecules can
be implicitly represented even between noncovalently bound
beads (take, for example, the central water molecule in the
picture). The positions of all of the elements in A and B are
identical. (C) Structural organization of WT4 in the bulk
solution taken from a MD snapshot. The model reproduces
higher-granularity tetrahedral organization in the space through
noncovalent interactions. Red planes evidence the presence
of rough tetrahedrons formed between different WT4 mol-
ecules comprising an implicit water molecule. (D) The ideal
organization of a tetrahedral water cluster leads to the
geometry of WT4. The separation of 0.28 nm between the
water oxygen located at the center of the tetrahedron and its
corners corresponds to the oxygen-oxygen (first neighbor)
distance. This elementary cluster can be mapped to a WT4
molecule (bottom) composed by four harmonically bonded
beads. White and red beads (hydrogen-like, HWT4, and
oxygen-like, OWT4) carry positive and negative partial charges
of 0.41e, respectively.
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into account by the CG scheme. These implicit waters can
be present not only within the four bonded beads but also
between tetrahedrons formed by beads belonging to a
different molecule (Figure 1B and C). This suggests that the
WT4 molecules in the bulk solution have the capacity to
form interactions alike to Hbond networks.

The distance between the central oxygen of a tetrahedral
water cluster (Figure 1D) and any other oxygen is ∼0.28
nm, as determined from diffraction experiments.26 Taking
this into account and the geometry of a perfect tetrahedron,
the equilibrium distance between beads was set to 0.45 nm.
The bond stretching force constant was set to mimic the
interaction energy involved in typical hydrogen bonds. We
tried harmonic constants within a range from 837 kJ/mol
nm2 to 4184 kJ/mol nm2 (2 kcal/mol Å2 to 10 kcal/mol Å2).
A value of 2092 kJ/mol nm2 (5 kcal/mol Å2) was chosen,
as it results in a better fit of different water properties. This
weak link confers the molecule a certain degree of
structural plasticity, resulting in small deviations from a
perfect tetrahedron upon temperature effects. These de-
formations could be identified with the nonperfect tet-
ragonal ordering present in liquid water at room temper-
ature. Given the tetrahedral symmetry, only these two
bonded parameters for intramolecular interactions are
needed (Table 1 and Figure 1D).

Intermolecular nonbonded interactions are ruled by normal
van der Waals and electrostatic parameters, listed in Table
1. Partial charges were assigned considering that the central
water molecule in a given atomistic tetrahedral cluster
neutralizes the atomic charges of the waters in the corners
by Hbond formation. If the water atomic charges are q for
the hydrogen and -2q for the oxygen, this yields two positive
corners with charge q (alike to Hbond acceptors) and two
negative corners with charge -q (alike to Hbond donors,
Figure 1D). The assignment of partial charges is a largely
unsolved issue in classical force fields. In the particular case
of water, this task has been addressed in many different ways,
from adjusting parameters to reproduce experimental quanti-
ties in the liquid or gas phase to ab initio potentials derived
from calculations using small clusters of molecules. How-
ever, no available model is capable of reproducing all of
the water properties with good accuracy. Given the roughness
of our model, we just sought to keep the electrostatic
interactions engaged by CG beads comparable to atomistic
Hbonds. Therefore, we simply tried the same atomic charge

values used in common three-point water models (Table 1).
Among several atomistic three-point water models tried, the
charge distribution that better fit the experimental values was
that of the SPC model.27 The van der Waals radii and well
deepness were used as free parameters. Intramolecular
nonbonded interactions were excluded.

The mass of each bead was assigned to fit the density of
liquid water. To this task, we used a computational box
containing 497 WT4 molecules simulated at 300 K and 1
bar. The mass per bead necessary to match a density close
to 1 g/mL resulted in 50 au. Taking into account that the
mass of each atomistic water molecule is 18 au, it is implied
that each WT4 bead represents ∼2.8 water molecules (50
au/18 au). This corresponds on average to about 11 real
waters per WT4 molecule. Namely, we assume that each
WT4 molecule represents 11 real water molecules in the CG
scheme. Therefore, whenever we compare with physico-
chemical properties, a renormalization factor of 11 is taken
into account (see below).

The packing factor of the WT4 spheres calculated as the
volume of the cubic box that contains the WT4 molecules
divided into the excluded volume of beads is ∼0.47, close
to the 0.5 calculated for the SPC model. These values are
significantly lower than the ideal 0.74 expected for the
hexagonal closest packing (the maximum compaction for
rigid spheres). This suggests that the bulk structure of WT4
leaves a number of interstitial cavities in a slightly higher
proportion than in the SPC model.

CG Model for the Ions. Three ionic species were
developed to represent, at the CG level, the hydrated states
of Na+, K+, and Cl- (hereafter called NaW+, KW+ and
ClW-, respectively).

Ions were developed considering that six water molecules
are always attached to them29 (i.e., roughly considering an
implicit first solvation shell). Therefore, their masses were
set as the sum of the ionic mass plus that of six water
molecules (Table 1). Partial charges were set to unitary
values. The van der Waals radii were adopted to match the
first minima of the radial distribution function (RDF, also
known as g(r)) of hydrated ions as obtained from neutron
diffraction experiments.30 The deepness of the well was
set to the same values as the WT4 beads. This was done
to ensure compatibility since when a WT4 molecule
contacts a CG ion it interacts with its first solvation shell,

Table 1. Interaction Parameters of the CG Models for Water and Ionsa

bond parameters

mass (au) charge (e) σb (nm) ε (kJ mol-1) deq (nm) Kbond
c (kJ mol-1 nm-2)

SPC27 Ow:16 Ow:-0.82 0.3166 0.650 0.1d 172500
Hw:1 Hw:+0.41

TIP3P28 Ow:16 Ow:-0.8340 0.315061 0.6364 0.09572d 251208
Hw:1 Hw:+0.4170

WT4 OWT4:50 OWT4:-0.41 0.42 0.55 0.45e 2092
HWT4:50 HWT4:+0.41

NaW+ 130.99 1 0.58 0.55
KW+ 147.1 1 0.645 0.55
ClW- 143.45 -1 0.68 0.55

a The parameters of two common atomistic water models (SPC and TIP3P) are included for comparison. b Distance from the atomic
center to the minimum of the vdW function. c Corresponds to a harmonic approximation of the form Ebond ) Kbond(d - deq)2.
d Hydrogen-oxygen distance. e Interbead distance.
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which is implicitly considered. A list of nonbonded
interaction parameters for the CG monovalent ions is
detailed in Table 1.

CG Model for DNA. The CG system used for DNA was
essentially the same as that previously presented by us.24

This CG model reduces the complexity of the atomistic
picture to six beads per nucleobase (see Supporting Informa-
tion Figure S1 for the coarse graining scheme). This mapping
keeps the “chemical sense” of specific Watson-Crick
recognition allowing the 5′-3′ polarity. Similarly to the
approach taken here for water and ions, molecular interac-
tions are evaluated using a classical Hamiltonian. The beads
used in this representation carry partial charges, which
permits the use of explicit electrostatics

Minor changes have been introduced to the interaction
parameters to improve the stability of the double strand using
a time step of 20 fs. Back mapping of the atomic coordinates
during the trajectory permitted an evaluation of the overall
structural quality of the DNA dodecamer in terms of helical
parameters (Supporting Information Figure S2). This new
parameter set reproduces equally well the structural features
of the double-stranded helix.

The complete set of new parameters for DNA is listed in
Supporting Information Table S1.

A similarity index between the present implementation and
that using the GB model for implicit solvation was calculated
from the covariance matrices obtained from the trajectories
performed in the present work and that performed in Dans
et al.24 for the Drew-Dickerson dodecamer.

Molecular Dynamics. MD simulations were performed
using Gromacs 4.0.531-34 in the NPT ensemble unless
otherwise stated. The temperature was coupled using the
Nose-Hoover thermostat,35,36 while pressure was kept at 1
bar by means of a Parrinello-Rahman37,38 barostat, with
coupling times of 1 and 5 ps, respectively. A cutoff for
nonbonded interactions of 1.2 nm was used, while long-range
electrostatics were evaluated using the Particle Mesh Ewald

approach.39,40 A time step of 2 fs was used in all-atom (AA)
simulations, while in the CG simulations the time step was
set to 20 fs. In order to ensure that the use of such a relatively
long integration step does not introduce energy conservation
problems, we performed a series of simulations at constant
energy (NVE ensemble) using such a time step and varying
the cutoff. For an acceptable accuracy in the integration of
the equations of motion, one should expect the fluctuations
of the total energy to be lower than one-fifth (20%) of the
kinetic or potential energy components of the system.41

According to our results, this criterion is well fulfilled with
total energy fluctuations representing 5% of potential or
kinetic energy fluctuations, using cutoff values of 1.0, 1.2,
and 1.5 nm (Supporting Information Table S2). It was
decided to use a cutoff of 1.2 nm, which besides ensuring
energy conservation also includes direct nonbonded interac-
tions up to the second neighboring WT4 molecule in solution.
Additionally, NVT simulations were performed for some
systems in order to compute the WT4 surface tension and
the ionic osmotic pressure as detailed below.

All of the interactions (i.e., WT4-WT4, WT4-ion,
ion-ion, ion-DNA, WT4-DNA, and DNA-DNA) were
straightforwardly calculated within the pairwise Hamiltonian
of Gromacs 4.0.5, which is common to many popular MD
packages. The van der Waals cross interactions were
calculated using the Lorentz-Berthelot combination rules.

Five atomistic (S1-5
AA) and 15 CG systems (S1-15

CG) were
constructed to evaluate different properties of interest (see
Table 2). Atomistic simulations were used to obtain reference
properties to be compared with the CG models for water
and ions. Systems S1

AA and S4
AA were used to compute

density and diffusion coefficient profiles in a relevant range
of temperatures (see Table 2). The temperature scan was
carried out raising the reference temperature by 5° in steps
of 5 ns.

Both radial distribution functions (ion-Ow) and electro-
static potential (on the line connecting both ions) were

Table 2. Description of the Simulated Systems

system
water
model

number of
molecules

ionic species
(number of ions)a solute temperature (K)

simulation
time (ns)

ionic pair
concentration (M)

AAb S1
AA SPC 2483c 278-323 45

AA S2
AA SPC 5368c Na+(1) Cl-(1) 300 20 0.01

AA S3
AA SPC 5368c K+(1) Cl-(1) 300 20 0.01

AA S4
AA TIP3P 2483c 278-323 45

AA S5
AA TIP3P 7612c Na+(34) Cl-(34) 300 15 0.5

CGd S1
CG WT4 497e 300 100

CG S2
CG WT4 497e 278-328 200

CG S3
CG WT4 268e 300 3

CG S4
CG WT4 268e 300 3

CG S5
CG WT4 473e NaW+(1) ClW-(1) 300 100 0.01

CG S6
CG WT4 473e KW+(1) ClW-(1) 300 100 0.01

CG S7
CG WT4 456e NaW+(44) ClW-(44) 300 30 0.5

CG S8
CG WT4 456e KW+(44) ClW-(44) 300 30 0.5

CG S9
CG WT4 174e NaW+(7) ClW-(7) 300 200 0.2

CG S10
CG WT4 174e KW+(7) ClW-(7) 300 200 0.2

CG S11
CG WT4 170e NaW+(11) ClW-(11) 300 200 0.3

CG S12
CG WT4 170e KW+(11) ClW-(11) 300 200 0.3

CG S13
CG WT4 655e NaW+(34) ClW-(34) 300 100 0.5

CG S14
CG WT4 655e KW+(34) ClW-(34) 300 100 0.5

CG S15
CG WT4 506e NaW+(19) KW+(19) ClW-(16) CG-DNA 300 4000 0.15f

a Parameters from Berendsen et al.44 and van Gunsteren et al.45 In system S5
AA, the CHARMM PARAM27 parameters46 were used.

b AA: all atoms. c Atomistic water molecules. d CG: coarse grain. e WT4 molecules. f Not considering 22 neutralizing counterions.
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calculatedfromsystemsS2
AAandS3

AA,where thecation-anion
distance was kept fixed at 3.6 nm during the whole
simulation. This last property was also calculated for system
S1

AA at room temperature in order to use it as a reference
state for pure water. System S5

AA was used to validate the
methodology for measuring the osmotic pressure (described
in the Supporting Information).

Regarding the CG simulations, bulk water properties under
room conditions were obtained from system S1

CG. The
behavior of the model in the range of temperatures from 278
to 328 K was assessed using system S2

CG. The temperature
scan was carried out as in the corresponding atomistic
simulations (S1

AA and S4
AA) but using time windows of 20

ns instead of 5 ns.
Surface tension and isothermal compressibility at the CG

level were computed from systems S3
CG and S4

CG, respec-
tively, according to the following steps, as proposed else-
where.42 First, an initial configuration at 300 K and 1 bar
(generated by a short NPT equilibration of a simulation box
containing 268 WT4 molecules) underwent a 0.1 ns equili-
bration in the NVT ensemble. The resulting configuration
was used, on one hand, to construct system S3

CG by adding
vacuum slabs above and below the water bulk, so the box
length in the z direction was tripled. A 3 ns production NVT
simulation was conducted in such a system at 300 K, from
which the surface tension was computed from the pressure
tensors:

On the other hand, the NVT equilibrated configuration was
also used as the starting structure (system S4

CG) for a 3 ns
NPT simulation at 300 K and 1 bar, from which the
isothermal compressibility was computed according to43

Radial distribution functions (CG ion-WT4) and an
electrostatic potential profile (obtained in the same way as
in the atomistic system) were calculated for systems S5

CG

and S6
CG and compared with systems S2

AA and S3
AA,

respectively, in order to assess the ability of the CG model
to reproduce atomistic results.

Systems S7
CG and S8

CG were used to compute radial
distribution functions (CG ion-WT4) using an ionic concen-
tration of roughly 0.5 M, in order to compare them with
experimental data.30

Bjerrum (λB) and Debye (κ-1) lengths were calculated as

where � is the thermal energy, ε0 ) 8.85 × 10-12 C2 J-1m-1,
F ) 96485.3399 C mol-1, and R ) 8.314472 J mol-1 K-1.

The dielectric constants of the electrolyte aqueous solutions
(Na+Cl- and K+Cl-) at different concentrations (0.2 and
0.3 M) were obtained from simulations of systems S9-12

CG

(see Table 2).
The osmotic pressure measurement was based on the

methodology presented by Roux and Luo47 (systems
S13,14

CG). The idea behind it is to simulate an aqueous
solution where the ions are restrained to stay only in one-
half of the simulation box and from the force exerted by the
restraints, calculate the osmotic pressure. To accomplish this,
we used a restraining strategy previously developed in our
group called BRIM48 (see the Supporting Information for a
more exhaustive explanation).

Finally, we performed a 4 µs unconstrained simulation
(S15

CG) of a CG version24 of a double-stranded DNA using
the Drew-Dickerson sequence 5′-d(CGCGAATTCGCG)-
3′ in an octahedron box filled with WT4 and CG ions (see
Table 2). Global DNA structural behavior, DNA hydration,
and specific DNA-water and DNA-ion interactions were
evaluated. Helical parameters for DNA were computed using
the Curves+ software.49 The cation-induced narrowing of
the minor groove was studied. Such structural changes were
estimated from the average interphosphate distance between
opposite strands measured for the following pairs: {(5, 24),
(6, 23), (7, 22), (8, 21), (9, 20), (10, 19), (11, 18), (12, 17)}
(italics indicate the residue numbers at the AT track). Cations
were considered to be bound to the minor groove if their
distance to the phosphate groups of both opposite strands
was below 0.5 nm.

Results

In the following paragraphs, we describe the performance
of the WT4 model to reproduce some common parameters
of pure water. Comparisons are made, whenever possible,
against experimental data. However, some of the calculated
properties are also confronted with the results obtained from
popular atomistic water models just to provide a reference
frame for our results against well established AA models
used by the broad scientific community. Subsequently, we
analyze the solvation structure of simple electrolyte repre-
sentations. Finally, to provide an example of application to
a biologically relevant system, we briefly present a simulation
of a CG DNA double helix in the presence of explicit solvent
and mixed salts. A more detailed study on different properties
of DNA (flexibility, breathing, DNA-solvent interactions
on the multi-microsecond time scale, etc.) will be published
elsewhere.

WT4 in the Bulk. A characteristic feature of water is its
intrinsic ordering. A good reproduction of the oxygen-oxygen
radial distribution function is a common goal for most water
models in atomistic detail. The shape of the radial distribution
function (RDF) at points far from the first spheres of
hydration may furnish an idea of the liquid character of the
substance under study. While for a liquid the RDF is
expected to converge to a unitary value after a certain point,
repetitive behavior is indicative of a crystalline state.

Although the RDF obtained with our model retains some
characteristic features of liquid water, comparison of the RDF

γ )
Lz

2 〈Pzz - (Pxx + Pyy

2 )〉 (1)

κ ) 〈V2〉 - 〈V〉2

〈V〉kBT
(2)

λB(F) ) (1.0 × 109)� e2

4πε0 εr(F)
(3)

κ
-1(F) ) (2(1.0 × 10-15)F2F

RTε0 εr(F) )-1/2

(4)
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obtained for WT4 with other atomistic models reveals some
dissimilarities. The most evident difference with respect to
the RDF calculated for SPC or TIP3P simulations (systems
S1

AA and S4
AA) is the complete lack of the first solvation

peak. Owing to the size and topology of the beads, WT4
presents a void space from the center of each bead up to the
distance corresponding to the second solvation shell of real
water. In this sense, the WT4 representation can be consid-
ered a second shell solvation model. In fact, the position of
the first maximum in WT4 corresponds to the second peak
of atomic water50 (Figure 2A). It is important to notice that
the normalization to the bulk value and the more granular
character of the CG model generates a difference in the
relative heights of the probability distribution of WT4 with
respect to real water. Furthermore, the harmonic bonds
existing within the tetrahedron translate into an overestima-
tion of the probability of finding the first neighbor in the
WT4 solution. After this global maximum, the relatively
large size of WT4 generates some residual ordering that
extends up to ∼1.2 nm. The radial distribution function
converges to one (bulk density) beyond 1.3 nm.

An important property for models of liquid water is their
capability to reproduce the correct water diffusion. Clearly,
the diffusivity of the WT4 molecules is much lower than
that of atomistic water. At 300 K, we obtained a value of
2.03 × 10-6 cm2 s-1. However, the displacement of a WT4
molecule implicitly represents the movement of the center
of mass of ∼11 water molecules. Taking into account that
the average mean squared displacement of the center of mass
of N molecules is N times slower than the average mean
squared displacement of N molecules diffusing separately,53,54

we can conclude that the self-diffusion coefficient for the
water molecules represented by the CG model at room
temperature is 2.23 × 10-5 cm2 s-1, which is in good
agreement with the experimental value (Table 3).

The WT4 model includes the explicit treatment of the
electrostatic interactions as each bead carries a point charge
(Table 1). This gives rise to a dielectric permittivity without
imposing a continuum dielectric medium. The dielectric
permittivity simulated by WT4 is 110.55 Although this value
is nearly 30% higher than that of real water, it must be
noticed that this has been a problematic point even for more
sophisticated atomistic models of water, and values ranging
from 5356 to 11657 have been reported.

An important issue regards the long-range ordering of the
WT4 molecules. In fact, some CG models for water present
a freezing point very close to room temperature.41 Therefore,
we sought to perform a temperature scan over a range from
278 to 328 K. This range of temperatures covers most of
the potential and biologically relevant applications of the
model. Calculation of the RDF along the studied temperature
range suggests that WT4 retains its liquid character, as no
significant changes are found between 278 and 328 K (Figure
2A, inset).

The density of the WT4 model was set to match the value
of pure water at 300 K. However, a reasonably good
reproduction of the variations of the density versus temper-
ature is also desirable. From the qualitative point of view,
we obtained the expected reduction of the density with the

Figure 2. Bulk properties of WT4. (A) RDF calculated over
all of the WT4 beads at room temperature from system S1

CG

(green line). Comparison is made with the oxygen-oxygen
RDF calculated from TIP3P and SPC atomistic simulations
as obtained from systems S1

AA and S4
AA at 298 K (black

line and red line, respectively). The position of the second
solvation peak obtained from experiments50 is also shown
(vertical, dot-dashed line). The inset shows the behavior
of the RDF upon temperature variations (system S2

CG) in
the range from 278 to 328 K. No significant changes are
observed. (B) The variation of the CG water mass density
with the temperature (filled squares) calculated from sys-
tem S2

CG as compared with experimental data (empty
squares)51 and simulations of SPC (triangles) and TIP3P
(circles) systems (S1

AA and S4
AA, respectively). The inset

shows the relative error of the WT4, SPC, and TIP3P
models compared to the experimental data. (C) The
dependence of the diffusion coefficient on temperature is
compared between the WT4, SPC, and TIP3P models
(S2

CG (filled squares), S1
AA (triangles), and S4

AA (circles),
respectively) and experimental data52 (empty squares). All
four profiles present an almost linear trend, as revealed by
the corresponding linear fits.
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temperature and an almost perfectly linear behavior of the
system’s density against temperature in the explored range
(Figure 2B). Although the functional dependence of real
water against temperature is certainly not linear, it is a good
approximation within the temperature range chosen. In fact,
the relative error of the WT4 density with respect to that of
the real water in this temperature window remains always
below 3%, with the higher deviations near the critical point
of real water (Figure 2B). This behavior is comparable with
those of the SPC and TIP3P atomistic models (Figure 2B).

Following the volume changes upon thermal variations at
constant pressure allows also for the calculation of the
isobaric expansion coefficient of our model. We obtain an
overestimation of this quantity at 298 K (Table 3). The
expansion coefficient of WT4 gives a value of 11.6 × 10-4

K-1 as compared with the experimental value of 2.53 × 10-4

K-1.51 Although overestimated, it is comparable with the
values reported for widely used three-point water models
(Table 3).

Another frequently calculated property for CG models is
the surface tension. In our case, we obtained a value of 17
mN m-1, which is nearly 4 times smaller than the experi-
mental value. Similarly, we found a 5 fold higher isothermal
compressibility as compared with the experimental value
(Table 3). These discrepancies are very frequently found in
CG models that lump a number of water molecules into one
single entity.42 The origin of this effect may be the loss of
fully atomic interactions that decrease the cohesive forces
and increase the granularity of the system.

A more stringent test for our representation comes from
the calculation of the diffusion coefficient. Clearly, a rise in
the diffusion must occur upon heating. Experimental data
indicates that pure water experiences a nearly linear increase
in the diffusion coefficient between 278 and 328 K. The
model shows the correct dependence of the diffusion
coefficient on temperature. Indeed, it shows good agreement
with the experimental behavior within the explored range
(Figure 2C).

Taking into account the above results, the range of validity
of the model may be delimited by the following consider-
ations: the lower limit should not go below 278 K. Applica-
tions at lower temperatures are strongly discouraged since
ice formation implies quantum effects that can, obviously,
not be achieved by simplified models. On the upper limit,
the relative error in the renormalized diffusion coefficient
arrives at ∼11% at 328 K, suggesting that simulations at
higher temperatures could require some reparameterization
to keep the accuracy at acceptable levels.

Ionic Solvation. The characteristics of the WT4 model
open the possibility to study the solvation properties of
systems in which electrostatics are dominant. In this context,
we developed the CG parameters of three simple electrolytes:
Na+, K+, and Cl-. Since we can imagine WT4 as a second
solvation shell model, we represent ions together with their
first sphere of hydration. Aimed at exploring the solvation
structure generated by the WT4 model on the CG ions,
simulations were conducted at roughly similar ionic con-
centrations to those reported in neutron diffraction experi-
ments.30 As depicted in Figure 3A, there is good correspon-
dence, especially for the cations, between the first solvation
maximum found for WT4 and the second hydration shell
estimated from the experimental data.30 A second solvation
peak is found at nearly 0.9 nm, which has to be considered
mainly as an artifact of the geometry of the model since the
beads located in the last peak are harmonically linked to those

Table 3. Bulk Water Properties at Room Conditions for Atomistic Water Three-Point Models (SPC and TIP3P), WT4, and
Experimental Data

dielectric
constant

diffusion
coefficient

(10-5 cm2 s-1)

expansion
coefficient
(10-4 K-1)

mass density
(g mL-1)

number
densitya

(× 1022 mL-1)
surface tension

(mN m-1)

isothermal
compressibility

(GPa-1)

WT4 110 2.23 11.6 1.0001 0.3 17 2.43
SPC 6558 3.8559 7.360 0.970561 3.2 53.462 0.5363

TIP3P 8256 5.1959 9.264 1.00264 3.4 49.562 0.5863

Exp. 78.465 2.2766 2.5351 0.997051 3.3 71.267 0.4668

a Calculated from the corresponding mass density, considering the molar mass of water (18 g mol-1) and WT4 (200 g mol-1).
Accordingly, the number density for the atomistic models and real water corresponds to the number of water molecules per milliliter, while
for WT4 it corresponds to the number of WT4 molecules (∼11 water molecules) per milliliter.

Figure 3. Ionic solvation. (A) The RDF of WT4 around CG
electrolytes computed for systems S7

CG and S8
CG (NaW,

black; KW, red; ClW, blue for NaW+ClW- and green for
KW+ClW-). Vertical dashed lines indicate the position of the
second solvation peak as determined from neutron scattering
experiments.30 The inset shows a closeup on the region
between 0.43 and 0.54 nm allowing for a more precise
comparison. (B, C, and D) Comparison between RDFs
obtained from atomistic and CG simulations (systems S2

AA,
S3

AA, S5
CG, and S6

CG). The plot corresponding to the solvation
structure around chlorine ions in the presence of potassium
is similar to that shown for the case of sodium. It is omitted
for brevity.
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of the first. After that point, the RDF converges to the bulk
value in all cases.

Unfortunately, experimental data for ionic solvation is
only available at high electrolyte concentrations. To
explore lower (and more physiological) concentrations for
which no experimental data are available, we tried a
comparison with atomistic simulations confronting systems
S2

AA and S3
AA with systems S5

CG and S6
CG, respectively,

both having an ionic concentration of 0.01 M (Figures
3B, C, and D).

In close analogy with the case of pure WT4, the RDF of
WT4 around CG ions shows a complete lack of the first
solvation shell. A good reproduction of the position of the
second solvation peak is observed, confirming the behavior
of WT4 as a second solvation shell solvent. As expected,
WT4 is not able to reproduce the third solvation shell. The
relevance of this inaccuracy is, however, uncertain and could
only be relevant in the case of chlorine ions, where such a
shell is slightly more pronounced.30

Electrostatic Potential. Having analyzed the hydration
structure of simple electrolytes, we turned our attention to
the profiles of electrostatic potential and the screening
properties. This was done by comparing the results of
systems S2

AA and S3
AA against those of S5

CG and S6
CG,

respectively. These systems consist of an ionic pair of
Na+Cl- (or K+Cl-) kept at a fixed position during the
simulation. The separation between both ions was 3.6 nm.
Atomistic ionic pairs were immersed in a computational box
containing an equivalent number of water molecules. This
setup allowed us to compare under similar conditions
atomistic and CG simulations as well as the behavior of the
different ionic species. In order to assign the proper weight
to the perturbations introduced by the electrolytes, we also
made comparisons with the fluctuations produced by pure
solvent (atomistic and CG) in the profiles of the electrostatic
potential. In this way, it is possible to separate the observed
features into two components: intrinsic bulk fluctuations and
ionic perturbations. Furthermore, this approach gives an idea
about the relaxation of the ionic potential at increasing
distances from the ion and compares it with pure water and
electrolyte solution.

A comparative view of the atomistic versus CG simulation
can be acquired from Figure 4A. The first noticeable

difference regards the height of the peaks centered on the
positions of the ions. Owing to its smaller size, the SPC
waters can get closer to the atomistic ion generating a more
pronounced electrostatic screening. In the CG counterpart,
the corresponding first solvation shell, which is implicit in
the NaW+ and ClW- ions, only serves to create a void space
without screening properties. This translates to a higher
electrostatic potential induced by the CG ion. The implicit
consideration of the first solvation shell in the CG ions
implies that the first minimum observed in the atomistic
system is absent in the CG system (Figure 4A). Furthermore,
the position of the first minimum observed in the CG
simulation (second solvation shell) roughly corresponds to
the position of the second minimum around the ion in the
atomistic system. Clearly, this effect derives from the
solvation structure around the electrolytes; i.e., the first
and second minima around the position of the ions (both,
Na+ and Cl-) shown in Figure 4A correspond to the
position of the oxygen atom in the first and second
solvation shells shown in Figure 3B and D. Similar
features are observed for the cases of K+Cl- and
KW+ClW- ionic pairs (Figure 4B).

The distinctive characteristics of both cations evidenced
by the solvent organization around NaW+ and KW+ (Figure
3A) can also be obtained from the calculation of the
difference in electrostatic potential measured at the position
of the cation with respect to that of its first minima (Figure
4A,B). This difference was about 10% higher for the case
of KW+ with respect to NaW+, in qualitatively good
agreement with the ∼25% obtained from the atomistic case.
This behavior may reflect the fact that water around
potassium is bound in a more disorderly fashion than around
sodium,29 probably generating a less marked electrostatic
screening in the case of potassium.

As seen from Figure 4A and B, the CG scheme presents
higher fluctuations in the potential than the atomistic system.
Aimed at excluding the possibility of a spurious ordering of
WT4 molecules around the electrolytes, we compared the
perturbations in the electrostatic potential introduced by the
ions against those observed for pure solvent (both, atomistic
and CG). This was assessed by computing the electrostatic
potential along an arbitrary axis in two simulation boxes
containing pure SPC and WT4 (systems S1

AA and S1
CG,

Figure 4. Profiles of electrostatic potential. (A) Electrostatic potential calculated along the line connecting the ionic pairs Na+Cl-

(filled line, S2
AA) and NaW+ClW- (dashed line, S5

CG). Arrows indicate the points where the differences in the electrostatic
potential were calculated. (B) Same as A for systems K+Cl- (S3

AA) and KW+ClW- (S6
CG). (C) Comparison of the electrostatic

potential between the central portion of panel A (filled line, S2
AA) against the analogous quantity calculated along a box containing

pure SPC water (dot-dashed line, S1
AA). (D) Same as C but for the CG systems (dashed line, S5

CG, and double-dot-dashed line,
S1

CG).
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respectively). Superposition of both profiles (Figure 4C and
D) suggests that both pure water systems show important
fluctuations in the electrostatic potential of nearly the same
magnitude as those observed in the region between the ions
in the ionic solution. This indicates that the perturbations
observed in those regions are not an effect induced by the
ions but correspond to variations in the electrostatic potential,
which are intrinsic to the pure solution. According to this,
the difference in the amplitude of the fluctuations observed
between the atomistic and CG models (Figure 4A and B)
are explained by the augmented granularity of the CG model.
An estimation of such a difference is obtained from the
approximate amplitudes observed in both atomistic (∼0.002
V) and CG (∼0.018 V) simulations. This indicates that the
oscillations in the CG system have amplitudes nearly 1 order
of magnitude higher than the ones in the atomistic system.

Bulk Electrolytic Properties. The vast majority of
empirical parametrizations for single ions are typically
developed to fit single ion properties, such as those examined
in the previous sections. In order to complement the structural
description of the CG aqueous solutions we studied some
thermodynamic properties regarding ion-ion interactions:
in particular, the Bjerrum and Debye lengths. The first
represents the separation between two elementary charges
at which the electrostatic interaction is comparable in
magnitude to the thermal energy, and the second provides
information regarding the distance at which the electrostatic
potential of one ion is screened by the ionic strength of the
surrounding medium. From the qualitative point of view, we
retrieved the correct tendency in Bjerrum and Debye lengths
upon changes in the ionic concentration (Table 4). Calcula-
tion of the Bjerrum and Debye lengths at 0.2 and 0.3 M
gave values within a maximum error of 13% with respect to
experimental values (Table 4). We obtained an underestima-
tion of the Bjerrum length and, correspondingly, an over-
estimation of the Debye length, which is indicative of a
slightly higher global electrostatic screening in the bulk
solution, independent of the salt considered in the simulation
(i.e., NaW+ClW- or KW+ClW-).

A direct measurement of the strength of the effective
solvent-mediated interaction between ions is also very
relevant, and it can be obtained from the osmotic pressure.
For the case of NaW+ClW- at an ionic concentration of
0.5 M, we obtained a value of 35 bar (33 bar for
KW+ClW-), which is essentially identical to that obtained

by atomistic simulations using the CHARMM force field.
Despite the large standard deviations, these values are in
agreement with experimental reports (Table 4), suggesting
a satisfactory balance in ion-ion and ion-WT4 interactions.

CG Solvation of Double-Stranded DNA. As a final
example of application, we analyzed the explicit solvation
of a dodecameric segment of double-stranded DNA. For this
task, we used the already published CG scheme for simulat-
ing nucleic acids within the framework of the generalized
Born model for implicit solvation.24 In this contribution, the
same system was simulated in the presence of explicit solvent
and added salts. Both approaches furnish a similar picture
of the structural and dynamical behavior of the double-helical
segment of DNA with a maximum pairwise RMSD between
both average structures of 0.25 nm. This is in agreement
with the good reproduction of helical parameters obtained
upon backmapping from the DNA simulation in explicit CG
solvent (Figure S2, Supporting Information). Furthermore,
the superposition of the covariance matrices calculated along
the MD trajectories of the Drew-Dickerson dodecamer
performed using implicit and explicit solvation gives an
identity of 84%. This strongly suggests that both approaches
sample nearly equivalent conformational spaces.

During the dynamics in the presence of explicit CG
solvent, the global structure of the DNA dodecamer was
fairly well conserved with an average RMSD of 0.25 nm
from the starting (canonical) conformer. This can be inferred
from the good superposition of snapshots taken at different
times of the simulation (Figure 5A). Moreover, a good
agreement is also obtained at the atomistic level upon
backmapping. The all atoms RMSD of those shapshots
compared with the X-ray structure 1BNA resulted in values
of 0.35 nm (blue), 0.39 nm (green), and 0.34 nm (orange)
(Figure S3, Supporting Information).

The WT4 molecules and cations closely interact with the
CG nucleobases. It can be observed that the ordering of
the WT4 molecules around the DNA qualitatively resembles
the hydration features encountered in atomistic systems at
both experimental and theoretical levels.70-75 Conical ar-
rangements of WT4 beads form around the phosphate groups
(Figure 5B). The molecules of WT4 acquire an orientation
guided by the electrostatic attraction between the positive
(hydrogen-like) beads and the negatively charged phosphate
superatoms. This results in the formation of structures alike
to hydration cones (Figure 5B). In this kind of solvent
arrangement around the backbone, WT4 molecules can be
replaced by cations from the solution (Figure 5B) as observed
experimentally.76 Furthermore, ions can also remain tran-
siently bound to the DNA visiting different positions within
the minor groove. Extended hydration of the major groove
and the formation of hydration spines in the minor groove
are also observed, as illustrated in Figure 5C. A compre-
hensive picture of the hydration structure can be obtained
from the WT4 beads’ occupancy density map projected in
the plane perpendicular to the DNA axis placed at the AT
step (Figure 5D).

A more quantitative view of the solute/solvent interaction
can be obtained from the cumulative RDF of the different
species around the phosphate superatoms (Figure 5E). The

Table 4. Thermodynamic Properties of Electrolyte
Solutions

Bjerrum
length (nm)

Debye
length (nm)

osmotic
pressurea (bar)

F (molarity) 0.2 M 0.3 M 0.2 M 0.3 M 0.5 M
NaW+ClW-/WT4 0.57 0.61 0.76 0.6 35 (s.d. 15)
KW+ClW-/WT4 0.55 0.61 0.78 0.6 33 (s.d. 16)
Exp.b NaCl 0.75 0.77 0.66 0.53 ∼25 (taken from

Roux and Luo47)KCl 0.74 0.76 0.67 0.54

a The value obtained in the atomistic simulations using
CHARMM PARAM 27 was 37 (s.d. 9) bar. b The function εr(F) )
ε(0)/(1 + AF) (NaCl, A ) 0.27; KCl, A ) 0.24), which results from
fitting to experimentally obtained dielectric constants,69 was used
to estimate εr(F) at the desired concentration, which is necessary
for the computation of both Bjerrum and Debye lengths.
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directionality in the WT4- phosphate interaction is evident
from the right shift observed in the integral of the RDF
corresponding to the oxygen-like beads’ position with respect
to that of the hydrogen-like beads (compare red and black
lines in Figure 5E). The position of the first WT4 solvation
shell forming conical structures lies at 0.4 nm from the
phosphate superatom. This distance is in good agreement
with the 0.38 nm found in atomistic simulations24 and is
comparable to the minimum distance of 0.32 observed in
X-ray structures.77

Our model can also take into account the specificity in
the DNA-cation interactions. As expected, sodium ions are
more prone than potassium to interact with the solute. As
mentioned above, sodium is frequently found in the close
neighborhood of the phosphate moieties and even within the
minor groove.76,78,79 The closest sodium shell is localized
at 0.45 nm from the phosphate, as compared with the 0.5

nm found for the bulkier potassium. In contrast, the radial
distribution of the chlorine ions is much more shifted to the
right with a first peak at 0.76 nm (Figure 5E).

The fraction of DNA charge neutralized within a cylinder
of 0.9 nm from the exterior surface of the double-stranded
helix is 0.75. This is in good agreement with the fraction of
condensed counterions calculated within the condensation
volume using Manning’s counterion condensation theory for
polyelectrolytes.80 Moreover, this number is comparable with
a fraction of 0.76 obtained by previous atomistic simulations
using the same DNA sequence.81 Among the fraction of
condensed counterions, 76% corresponds to sodium and 24%
to potassium; this is in qualitative agreement with a series
of experimental and theoretical studies (see Savelyev and
Papoian82 and references therein).

While the global distribution of cations around the DNA
contributes to the stability of the double helix, the specific

Figure 5. DNA and solvation structure. (A) Superposition of the DNA conformers taken from the first (blue), middle (green),
and last (orange) frame of the simulation of system S15

CG. Spheres indicate a pair of phosphate superatoms from opposite
strands, which are highlighted in order to show the minor groove narrowing. An atomistic view of this superposition obtained
from backmapped CG coordinates can be seen in Figure S6, Supporting Information. (B) WT4 and NaW specific interaction
with the phosphate groups taken from a representative MD snapshot. The dashed lines highlight the conical arrangement of
WT4 beads around phosphates (top) and the competition for the phosphate groups by WT4 and NaW (bottom). (C) WT4 solvation
in the major and minor grooves from a random frame. The extensive hydration of the major groove and spines of hydration
within the minor groove are evident. (D) WT4 occupancy density map projected onto a plane orthogonal to the DNA axis, located
in the central AT step. The color scale represents the occupancy level, with a color range from cyan (low occupancy) to purple
(high occupancy). Differences in major and minor groove are plain. Notice also the more punctuated location of WT4 within the
minor groove indicative of solvation spines. (E) Cumulative number (integral of the RDFs) of negative and positive WT4 beads
(red and black, respectively), NaW+ (green), KW+ (blue), and ClW- (violet), with respect to the phosphate groups. Arrows
indicate inflection points, which correspond to the first maxima of each RDF.
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interaction of cations with DNA has been related to local
structural distortions. In particular, the binding of sodium
ions within the minor groove has been proposed to mediate
a narrowing in the minor groove.83 In agreement with this
proposal, we observed a clear correlation between the width
of the minor groove and the binding of cations. Moreover,
there seems to be a cumulative effect between these two
events; i.e, a higher number of bound ions induces a more
pronounced narrowing. This is clear from a measure of the
average width of the minor groove with respect to the total
number of bound ions (Figure 6A). The binding of one single
ion is enough to induce a sensible change in the minor
groove. Upon the successive incorporation of ions, the
narrowing becomes more marked, reaching a minimum when
six ions are concomitantly bound. Experimental studies on
the same dodecamer also reveal a high occupancy of cations

in the minor groove, leading to its narrowing.78 Furthermore,
a highly ordered structure is formed when cations and water
interact with the AT track of the DNA. Such a structure is
organized in four layers of solvent sites and resembles a
series of fused hexagonal motifs.78 Figure 6B shows the 3D
occupancy map of WT4 and cations around the minor groove
of the AT track. This map reveals sites highly occupied by
WT4 (red wire mesh), NaW+ (green wire mesh), and KW+

(blue wire mesh) that resembles a zig-zag structure (dashed
path connecting black points in Figure 6B). When such a
zig-zag structure is superimposed onto the experimentally
observed fused hexagon motif, good agreement is obtained
for the second and fourth solvent-site layers, as confirmed
by the inter solvent-site distances (Figure 6C).

The minor groove narrowing process appears to take place
on two different time scales. The first is related to the binding

Figure 6. Binding of cations within the minor groove. (A) The minor groove width averaged over all frames with an equal
number of bound cations is plotted against the number of bound ions (according to the criteria explained in the Methods section).
(B) WT4 (red), NaW+ (green), and KW+ (blue) occupancy isosurfaces located in the minor groove of the AT track. Dashed path
connecting black points indicate the zig-zag motif formed by the cations and WT4 beads in the minor groove. (C) Scheme
showing the superimposition of the zig-zag motif (black circles connected by dashed line) observed in the CG simulation over
the fused hexagon motif (continuous line) formed by the solvent sites (cyan, violet, gray, and orange circles) experimentally
observed. These sites can by occupied by both water or cations.77 The distances between corresponding solvation sites in the
fused hexagon motif are shown and compared to the corresponding ones in the zig-zag motif (parentheses). (D) Minor groove
width (top) and number of bound cations plotted against time (bottom). The number of cations is shown as the number of NaW+

(green), number of KW+ (blue), and total number of cations (sum of the number of NaW+ and number of KW+, in red).
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of one or two ions for up to a few dozen nanoseconds, while
the second corresponds to the simultaneous binding of three
to six ions for a period of nearly 1 µs (Figure 6D). This last
induces a more marked and persistent but always reversible
structural distortion with an average minor groove width of
0.98 nm (three bound cations) to 0.94 nm (six bound cations).
The magnitude of this DNA distortion is in very good
agreement with the average value of 0.96 nm obtained
experimentally.79

It is worth noticing that temporal scales for sodium binding
are coincident with the faster events found in this study have
been reported for MD simulations at the atomistic level.83-85

Unfortunately, the longest atomistic simulation reported in
this system was carried out for 1.2 µs.83 Although only
nanosecond binding events were reported in that work, the
agreement of the position of the binding sites and DNA
distortion with X-ray data78,79 may allow for speculation that
a lack of longer binding events in the atomistic simulation
could be related to insufficient sampling. Clearly, longer
simulation times that go beyond the introductory scope of
this paper would be needed to properly sample these long
lasting events. This issue will be addressed in a forthcoming
publication.

There is a marked selectivity for sodium against potassium.
Indeed, while the simultaneous binding of more than two
sodium ions is very frequent, only two potassium ions were
present within the minor groove simultaneously, and this
rather rare event was detected only five times in the 4 µs
trajectory (Figure 6D and Figure S4, Supporting Informa-
tion).

Finally, to complete the picture regarding the ionic
structure around DNA, we analyzed the ionic distribution at
longer distances from the double helix. This was done by
calculating the number density of the three types of ions
present in the system at increasing distances from DNA. In
good agreement with the prediction from Poisson-Boltzmann
theory,86 the amount of electrolytes along a direction
perpendicular to the DNA principal axis follows an expo-
nential decay (Figure S5, Supporting Information).

Discussion and Conclusions

In this work, we have presented a model for simulating water
at a coarse grain level. The WT4 model presented here is
based on the transient tetrahedral structure adopted by water
molecules in solution, preserving the molecular character-
istics of the atomistic liquid. Due to the large number and
heterogeneity of the CG models proposed in the literature,
it is difficult to establish a fair comparison in terms of a
computational speedup obtained with WT4. However, a
comparison is more straightforward if we restrict it to the
simplest models that condense three or four water molecules
into a single bead.53,54,87 This implies a coarse graining factor
from 9 to 12, as compared to the value of ∼8 obtained for
WT4. In addition to a similar coarse graining factor, our
model offers some advantages, like the capacity to interact
via explicit short- and long-range electrostatic interactions,
and a dielectric permittivity. This grants the model the ability
to reproduce some of the characteristic properties of water
and electrolytic solutions.

The bead’s masses were assigned to fit the water density
at 300 K. Although this may raise some concerns about the
suitability of the model at different temperatures, the relative
error for the WT4 density with respect to the experimental
determination of pure water remains below 3% in the range
of 278 to 328 K (Figure 2B).

A strong assumption of the model is the fact that the
existences of these five-member water clusters are supposed
to be permanent, while their average lifetime in real water
is on the order of picoseconds. This defect is partially
compensated by setting a loose harmonic constraint between
the beads of our representation. This allows for bond
stretching variations of about 10% in the bond lengths,
conferring a large plasticity to the WT4 molecules and the
possibility of adapting their conformation according to its
molecular environment.

The use of the WT4 model to solvate simple ions
reproduces their hydration structure and some thermody-
namic properties such as osmotic pressure, which is often
considered a quality gauge of the parametrization.

We notice that important properties such as the isothermal
compressibility and surface tension are poorly described by
WT4. This may be of particular relevance in the study of
self-assembly phenomena, and for such treatment special
caution is advised. Despite this deviation from ideal behavior,
the description of the double-stranded DNA segment does
not seem to be compromised. This suggests that the
long-medium range screening properties of the solvation
model are suitable for overcoming the strong electrostatic
repulsion generated by the negatively charged phosphate
groups of DNA. In fact, the addition of explicit solvation
and different ionic species highly enhanced the description
of the DNA dynamics, allowing, for instance, the reproduc-
tion of the cation-mediated narrowing of the minor groove
that could not be studied within the implicit solvation
approach. While the implicit solvation approach can provide
a good and faster description of sequence dependent effects
on the structural and dynamical stability, inclusion of the
explicit solvent can allow for the study, for instance, of the
influence of intrinsic versus extrinsic sources of DNA
flexibility, solvent mediated effects, ionic specificity, etc.
Furthermore, the use of periodic boundary conditions and
explicit electrostatics permits a more realistic consideration
of long-range effects.

WT4 together with the CG electrolyte model represent
correctly the gross solvation structure around DNA, as noted
by the percentage of DNA charge neutralized at 0.9 nm that
closely resembles that of atomistic simulations and that
predicted by counterion condensation theory. Moreover,
DNA hydration features like the extensive major groove
hydration, minor groove hydration spines, and conical
arrangement around phosphate groups that resembles the
hydration cones observed in atomistic simulations and
experimental data are well reproduced. It is important to note
in this context that the development of interaction parameters
has always been carried out within the philosophy of fitting
structural properties of water, ionic solvation, and DNA. In
this respect, we first developed the representation for WT4
in the bulk and then added the description of simple CG
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electrolytes. Finally, the existing DNA parameters for implicit
solvation were slightly modified to further refine its structural
description when embedded in explicit solvent. In this sense,
good agreement with experimental determinations can be
considered emerging properties of the model because no
specific fittings of cross interaction potentials have been
performed.

The simulation scheme presented here allows for runing
at a rate of ∼1 µs per day (S15

CG) on a dual quad core PC
(Intel Xeon 2.66 GHz). This performance along with the
nearly atomic resolution achievable upon backmapping of
the coordinates in our DNA model24 make the millisecond
time scale reachable. This would effectively bridge the gap
between the time scales feasible to MD and those that are
biologically relevant.

Finally, we would like to stress the point that the model
presented here computes all of the interactions using a typical
Hamiltonian function, avoiding ad hoc code modifications/
recompilations. Topologies, interaction parameters, and
coordinate files for GROMACS implementation are available
from the authors upon request.
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