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1.  Introduction

Energy production and the combat against climate change 
are at the centre of our daily concerns and stand for a socio-
economic priority. Nowadays, great efforts are being made to 
develop different ways of providing clean energy sources to 
supply our increasing energy demand abating provisions of 
fossil fuels. Among them, nuclear fusion is one of the most 
promising options presenting large advantages such as high 

energy efficiency, reliable power, plentiful fuel and increased 
safety.

Currently, two main approaches for nuclear fusion energy 
production are being studied: magnetic confinement (MC) 
and inertial, also called laser, confinement (IC). The large-
scale project for MC studies is the international thermonuclear 
experimental reactor (ITER) [1] supported by a multinational 
consortium (EU, Japan, USA, Korea, Russian, China and 
India). Concerning IC, the largest projects are the laser inertial 
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Abstract
The trapping and mobility of hydrogen in nanostructured tungsten grain boundaries (GBs) 
have been studied by combining experimental and density functional theory (DFT) data. 
Experimental results show that nanostructured W coatings with a columnar grain structure and 
a large number of (1 1 0)/(2 1 1) interfaces retain more H than coarsed grained W samples. 
To investigate the possible influence of GBs on H retention, a complete energetic analysis of 
a non-coherent W(1 1 0)/W(1 1 2) interface has been performed employing DFT. Our results 
show that this kind of non-coherent interface largely attracts point defects (both a H atom and 
a metallic monovacancy separately) and that the presence of these interfaces contributes to 
a decrease in the migration energy of the H atoms with respect to the bulk value. When both 
the W monovacancy and H atom are introduced together into the system, the HV complex 
becomes the most stable configuration and one of the mechanisms explaining the H retention 
in the radiation damaged GB observed experimentally.
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fusion engine (LIFE) [2] reactor in USA and the High Power 
laser Energy Research (HiPER) [3] in the EU. The aim of these 
projects is to demonstrate the scientific and technological fea-
sibility of controlled fusion. Nevertheless, a very important 
question, which has to be addressed in the context of these 
reactors, is the choice of the plasma facing material (PFM). 
Because of its excellent properties, tungsten is one of the most 
attractive materials proposed in nuclear fusion reactors [4–8]. 
However, it is known that the irradiation of tungsten with H 
leads to surface blistering and subsequent cracking and exfo-
liation [9, 10]. Blister characteristics and cracking behavior 
of tungsten under hydrogen irradiation has been observed to 
strongly depend on irradiation conditions and on microstruc-
tures [11, 12, 21]. In general, the H blistering in polycrystal-
line W has been related to its retention and accumulation at 
intrinsic defects such as vacancies, grain boundaries (GBs) or 
dislocations.

One option to delay the appearance of blistering and exfo-
liation effects is the use of nanostructured materials [22–24]. 
The behavior of these materials under irradiation is very 
much dominated by the large density of GBs, which at room 
temperature (RT) act as (i) annihilation centres for Frenkel 
pairs (self-healing behavior) [25, 26] and (ii) pinning centres 
for hydrogen [27, 28]. These two facts may drive the delay, 
i.e. a shift to higher irradiation fluences, of the formation of 
blisters which is very relevant from the application point of 
view. Because of this reason, the study of the role of GBs in 
hydrogen behavior is very relevant.

One of the main areas of research related to development 
and characterization of nanomaterials is described in the 
W and W-alloys program of the European fusion develop-
ment agreement (EFDA) topical group on Fusion Materials 
[13]. Here Rieth et al describe the recent progress done to 
produce, to characterize and to simulate the behavior of 
diverse nanoestrcutured pure W [14], and W-alloys, such as 
W-Ti, W-Ta, and reinforced with Y2O3 [15], La2O3 [16] or 
TiC [17] nanoparticles for different purposes, for example, 
to develop a structural material with improved mechanical 
properties [18, 19] or to improve security in the case of an 
accidental loss of coolant [20]. However, to the best of our 
knowledge, only a few works have been devoted so far, to 
study the behavior of light species and in particular of H, in 
nanostructured W.

Experimental data evidences that the retention of hydrogen 
in nanostructured tungsten (NW) is larger than in coarse 
grained tungsten (CGW) [29] and that hydrogen is pinned at 
GBs in a recrystallized tungsten sample [30]. Computer simu-
lations, based on DFT and Molecular Dynamics (MD) carried 
out hitherto, indicate that GBs can behave as trapping centers 
for hydrogen and therefore hydrogen strongly segregates to 
them [31, 32]. It has also been shown that GBs may act as 
fast transport channels due to the presence of low-activation-
energy migration paths, possibly leading to enhanced diffu-
sion rates for hydrogen in the trace impurity limit. However, 
it is worthwhile to mention that previous DFT simulations 
have been performed for ideal GBs, i.e. only coherent inter-
faces have been considered. For example, Zhou et al studied 
in detail the 36.9°[ ]{ }Σ =1 0 0 0 1 3 5 symmetrical tilted 

GB [31], while Xiao and Geng focused their analysis in the 
Σ = 3 ⟨ ⟩1 1 1  tilt grain boundary [35]. A recent work has been 
devoted to the study of general high-angle GBs in nanocrys-
talline W using MD simulations [32]. Their findings indicate 
that hydrogen diffusivity for NW samples is lower than that 
reported for CGW and furthermore, it strongly depends on 
hydrogen concentration. It was also found that trapping ener-
gies in general high-angle GBs are higher than those previ-
ously calculated for high-symmetry GBs in bicrystals [33]. 
The differences between these data show the need of study the 
influence of every particular defect in the hydrogen behavior. 
Thus, as previously stated by Lu et al [34] there is a large 
necessity of combining modeling and experiments to account 
for the role of each kind of defect in the hydrogen behavior, 
which is required to validate simulations and to use them for 
further realistic predictions of material behavior under condi-
tions which experimentally cannot be reached so far like those 
taking place in a nuclear fusion reactor.

The aim of this paper is to study the hydrogen behavior in 
a particular grain boundary. For this purpose, we carried out 
DFT calculations for a realistic non-coherent interface formed 
by two W(1 1 0) and W(1 1 2) surfaces as suggested experi-
mentally. The stability and mobility of a H atom as well as a 
metallic vacancy at the interface are analyzed in detail. Our 
results show that both defects are highly attracted by the inter-
face and that they can find easier ways to migrate along the 
GB than inside the perfect bulk.

2.  Methodology

2.1.  Experimental details

W coatings with a thickness of  ∼1.2 μm and root mean square 
(rms) roughness lower than 3 nm were deposited by DC sput-
tering from a pure W commercial target (99.95%) at a normal 
incidence angle on single-side polished Si (1 0 0) substrate. 
More details about sample fabrication are reported in [36].

In order to study the influence of the microstructure of the 
sample on the behavior of hydrogen, two samples, one with 
a columnar structure, the so-called nanostructured tungsten 
(NW), with an average diameter of  ∼100 nm and a com-
mercial coarse grained W (CGW) with a grain size in the 
μm range were implanted with H at room temperature (RT). 
Implantations were performed at the ion implanter located at 
the Helmholtz Zentrum Rossendorf Dresden. The implanta-
tion energy and the fluence were selected to be 170 keV and 
×5 1020 m2 in order to mimic IC energies in HiPER [37].

Prior to implantation, the CGW samples were mechani-
cally polished by using napless synthetic cloth. For the first 
rough polishing step, a 0.5 μm colloidal alumina was used. 
The second polishing was done by using a 0.03 μm colloidal 
alumina. No other treatment was applied to the CGW before 
implantation. The sample morphology was characterized prior 
to and after implantation by high resolution field emission 
gun-scanning electron microscope (FEG-SEM) operated at 
different acceleration voltages from 1 to 3 kV.

The microstructural characterization of the samples prior 
to and after implantation was investigated by x-ray diffraction 
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(XRD) using a Philips X-PERT four cycle diffractometer with 
a Cu αK  radiation source. The XRD measurements were per-
formed in the Bragg–Brentano geometry.

The H depth profiles were characterised by resonance 
nuclear reaction analysis (RNRA) experiments, carried out 
by using the H(15N,4Heγ)12C [38] nuclear reaction with a 
N2+ beam impinging onto the sample surface at normal inci-
dence. The beam energy was varied in the range from 6.425 
to 11.033 MeV. The γ-rays were detected by a ×10 10 cm2 
bismuth germinate detector mounted immediately outside the 
vacuum chamber at about 1.5 cm behind the sample. Some 
special precautions were taken in order to carry out reliable 
depth profiling measurements and to avoid ion beam-induced 
hydrogen diffusion [39]. The beam spot and the current were 
selected to be ×2 2 mm2 and  ∼10 nA, respectively. In addi-
tion, the beam spot position was changed every two measure-
ments. As described in [40], in order to assure that the selected 
experimental configuration does not lead to ion beam-induced 
diffusion, several spectra were sequentially measured on the 
same point up to a dose 10 times higher than that used in these 
experiments. No ion beam-induced hydrogen diffusion was 
detected in any case. More details about RNRA characteriza-
tion are given in [29].

2.2. Theoretical simulations

DFT simulations were performed with the Vienna Ab initio 
Simulation Package VASP code [41]. The Perdew–Burke–
Ernzerhof (PBE) parameterization [42] of the generalized 
gradient approximation (GGA) for the exchange and corre-
lation functional was used as well as the Plane Augmented 
Wave pseudopotentials provided by the code [43]. Six valence 
electrons have been considered for W (4 3d and 2 4s) and one 
single 1s valence electron for H. Within these approxima-
tions, the lattice parameter was estimated to be 3.172 Å for 
the cutoff energy of 400 eV used for the plane waves, in good 
agreement with the experimental value of 3.165 Å [44].

The experimental data suggest (see the following section) 
that W/W interfaces are created by placing two W(1 1 0) 
and W(1 1 2) surfaces in front of each other. Unfortunately, 
nothing is known about the most favorable relative orienta-
tions. Figure 1 shows two ideal interfaces built with the lattice 
parameter obtained with VASP. The light (dark) blue spheres 
represent the W atoms in the (1 1 2) [(1 1 0)] surface. The atomic 
configuration of the (1 1 0) surface in figure 1(b) is rotated 55 
degrees with respect to that in figure 1(a). Both reconstruc-
tions are non-coherent and, consequently, the surfaces do 
not fit perfectly. For this reason, one of them (the (1 1 2))  
had to be slightly expanded (∼1%) (see the direction indi-
cated by the red arrow in both interfaces shown in figure 1) 
when periodic boundaries are included in the relaxation of 
the system. The red dotted lines define the two dimensional 
supercells accessible to DFT simulations. The following cal-
culations presented in this work are refereed to the interface 
shown in figure 1(b).

As recently suggested [45], it is highly recommended to 
include at least 6 layers of each surface to perform a DFT 
simulation of this kind of interfaces as it is shown in figure 2. 

Following this recommendation, both surfaces were firstly 
relaxed separately. After that, they were joined by setting 
an initial distance between both surfaces of 2.24 Å, that is 
the same as the interlayer distance in the ⟨ ⟩1 1 0  direction, 
including a free vacuum of 12 Å. Subsequently, the complete 
slab was fully relaxed until the atomic forces were lower than 
0.025 eV Å−1. The last layer of each surface remained fixed 
during the calculation in order to simulate atomic bulk posi-
tions. The structure was first relaxed using only the gamma 
point in the first Brillouin zone and afterwards, the calculation 
was refined by including 8 k-points following the Monkhorst–
Pack methodology [46]. Finally, the distance between both 
surfaces is varied until the energy minimum of the most stable 
interface is found. Additionally, the W(1 1 2) part of the slab 
has been allowed to relax in the XY direction, while keeping 
the Z-coordinate of the last layer fixed, until the most stable 
structure was found.

In the methodology suggested by von Afthan et al to create 
a grain boundary [47], different numbers of vacancies were 
created at the interface in order to find the most stable initial 
configuration. Borovikov et al completed this work before for 
three different W grain boundaries obtaining that, in all the 
cases, the most stable configurations were free of vacancies 
[48]. Following this result, we started our analysis with the 
pure W interface to perform a subsequent energetic study of a 
metallic vacancy at the grain boundary.

Figure 1.  (a) and (b) Two relative orientations of the W(1 1 2)/ 
W(1 1 0) interface. The structure shown in (b) is analyzed in detail 
in this work.

Figure 2.  Lateral view of the slab used in the simulation. Light and 
dark blue spheres correspond to the (1 1 2) and (1 1 0) surfaces, 
respectively.
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The energies obtained for the different structures have been 
used to estimate the corresponding formation energies. First 
of all, we should give an appropriate definition for the forma-
tion energy in order to have a consistent comparison with the 
results obtained for systems with periodic conditions in the 
three directions. The formation energy ( )E N nf H vac  of a system 
wih with nvac W vacancies and NH hydrogen atoms in the 
interface is defined as [45]:

( ) ( ) ( ) ( )= + − −E N n E N n n E W N E H E ,f H vac Tot H vac vac H W/W
� (1)
where ( )E N nTot H vac  is the energy obtained in the relaxation of 
such interface, E(W) is the energy of one W atom in the bulk, 
E(H) is half the energy of one isolated H2 molecule and finally 
EW/W is the energy of the relaxed clean interface. Equation (1) 
is equivalent to the one used previously by Yu et al [49]. 
Changing the expression, we can define the solution energy as 
presented before by Zhou et al [31].

( ) ( ) ( ) ( )= − −E N n E N n N E H E nS H vac Tot H vac H Tot vac� (2)

In a final step, we are interested in the analysis of the 
defects mobility. For this purpose, we have used the nudged 
elastic band (NEB) technique [50] as implemented in VASP. 
This methodology finds the path that minimizes the energetic 
cost for a displacement between two initial and final geom-
etries. Using this procedure, we can obtain the energy barrier 
required to jump between two different structures.

3.  Experimental results

Figures 3(a) and (c) show the top view and cross sectional 
SEM image, respectively, of a pristine NW sample. It is 
observed that the sample is made of columnar grains which 
grow perpendicular to the substrate having an average diam-
eter of 100 nm. Moreover, the sample is very compact and 

does not exhibit any visible cracks. A more detailed descrip-
tion of the morphology and microstructure of NW samples is 
reported in [36]. As shown in figures 3(b) and (d), neither the 
surface morphology nor the columnar structure exhibit any 
significant change in shape and size after the implantation of 
hydrogen.

XRD patterns for NW and CGW samples prior to and after 
H-implantation are depicted in figure 4. All samples exhibit 
four Bragg peaks corresponding to the α-(1 1 0), α-(2 0 0), 
α-(2 1 1) and α-(2 2 0) reflections of W. Thus, all studied sam-
ples are polycrystalline and mono-phase being made of the 
stable bcc α-W phase [51]. The main difference in the micro-
structure between NW and CGW samples is that the first is 
preferentially oriented along the (1 1 0) direction, whereas the 
second is preferentially oriented along the (2 0 0) direction. 
Indeed, by taking a closer look at the XRD patterns of the NW 
sample, the two main orientations are the (1 1 0) and the (2 1 1).  
No differences are observed either for the NW-implanted or 
for the CGW-implanted samples after H implantation.

The projected ranges and the number of target atom dis-
placements, as calculated by the SRIM Monte Carlo code [52], 
are depicted in figure 5. The displacement energy of W was 
selected to be 90 eV in the calculations, which is an average 
value from those reported in the literature [53], and the density 
of the samples was 19.300 kg m−3 [30]. The implantation flu-
ence was ×5 1020 m−2. As shown in figure 5(a) the projected 
range for the implanted H ions shows a Gaussian-like shape 
with the peak located at  ∼680 nm. The maximum number of 
target atom displacements per incoming ion is around 3.

The measured H depth profiles for NW and CGW coat-
ings implanted with H are depicted in figure 5(b). The large 
H concentration measured at the sample surface (⩽150 nm) 
mainly relates to surface contamination since the samples 
were not preserved under vacuum. The fact that the H content 
at the surface is higher for the CGW than for the NW might be 
related to the polishing process that these samples underwent 
prior to implantation. Hence, the H concentration data meas-
ured at the sample surface are not considered in the discussion 
of the results.

The effect of microstructure on H behaviour can be assessed 
by comparing the H depth profile measured for NW to that 
for CGW. Very clear differences are observed from the quali-
tative as well as from the quantitative points of view when 
comparing the H profiles for the two samples. From the quali-
tative point of view, the measured depth profile for the NW 
coating agrees quite well with that calculated, which indicates 
that hydrogen is mainly retained within the calculated pro-
jected range. On the contrary, the depth profile measured for 
the CGW sample is much broader than that calculated. This 
might be an indication that in the CGW coating, H diffuses at 
room temperature (RT). From the quantitative point of view, H 
retention for the NW sample is significantly larger ( ×1.6 1020 
at⋅m−2) than that for the CGW sample ( ×0.9 1020 at⋅m−2). 
These results illustrate that H retention strongly depends on 
microstructure. The fact that the H content is higher for the 
NW than for the CGW sample points out that the NW sam-
ples have a larger density of trapping sites than CGW ones. 
Two reasons can be responsible for such a behaviour. The first 

Figure 3.  Top view (up) and cross sectional (down) SEM images of 
a NW coating prior to, pristine, (a) and (c) and after H implantation 
(b) and (d). Nanostructures are preserved after implantation.
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one is to consider that NW samples show enhanced radiation-
induced defect generation. Thus, as reported by other authors 
[54, 55], in nanostructured samples the extremely mobile self 
interstitial atoms (SIAs) would move to the GB, whereas the 
immobile vacancies would remain at the interior of the grain. 
On this basis, the probability for interstitial-vacancy recom-
bination would be smaller in nanostructured than in coarse 
grained samples. The second reason would be the fact that 
NW coatings contain trapping sites, apparently homogene-
ously distributed along the depth as indicated by the retained 
H profile, which hold H in a very efficient way.

Since the main characteristic of the NW sample is its large 
density of GBs, one may think that the larger hydrogen reten-
tion observed in this sample is related to this fact. Hence, 
GBs may behave as trapping sites for H. However, because 
of the diversity of defects (dislocations, vacancies, GBs, ...) in 
real samples, and considering that all these defects have been 
reported to trap hydrogen, a straightforward conclusion is not 
possible and from these data one may only speculate about the 
role of GBs. On the other hand, computational results reported 
so far, based on DFT calculations, indicate that GBs behave 

as pinning sites for hydrogen supporting our speculation  
[31, 56]. However, as already mentioned these calculations 
were mainly performed for ideal GBs. Since, as reported by 
Piaggi et al [32], the GB trapping energy depends on the GB 
type, in order to have a deeper insight about the role of GBs in 
real samples, DFT calculations were carried out by placing the 
two preferential directions in the samples that we are dealing 
with, namely, W(1 1 2) and W(1 1 0), in front of each other. 
The results are shown in the following section.

4.  DFT results

4.1.  Structural results

Figure 2 shows the resulting slab after the relaxation of the 
structure shown in figure 1(b) including the 6 layers of metal 
in both sides. The final reconstruction presents corrugations 
(difference between the highest and lowest position in the per-
pendicular direction) of 0.38 Å and 0.06 Å in the first layer of 
the (1 1 0) and (1 1 2) surfaces, respectively. The first value is 

Figure 4.  (a) XRD patterns for a pristine (black solid line) and implanted with H (red solid line) NW coating and (b) the same for a CGW 
sample.

Figure 5.  (a) H projected range (black solid line) and H-induced vacancy distribution (black dashed line) as calculated by the SRIM Monte 
Carlo code. (b) H depth profiling for NW (red open circles) and for CGW (red filled squares) as estimated from RNRA measurements. The 
vertical green dashed line in the graph represents the H ion range according to SRIM calculations and the vertical solid green line stands for 
the centre of the H-induced vacancy peak.
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comparable with the corrugations previously obtained in the 
non-coherent Cu/Nb interface [45] while the latter is appre-
ciably smaller. Interestingly, the corrugation decreases very 
rapidly in the (1 1 0) surface (0.11 and 0.03 Å in the second 
and third layer, respectively), and so it can be said that the 
W atoms converge rapidly to the bulk positions. On the other 
hand, the corrugation increases in the second layer of the (1 1 2)  
surface, being 0.18 Å. Highly corrugated interfaces can be 
expected as good sinks for accumulation of defects, given that 
the migration barriers could grow. Our low corrugation for the 
(1 1 2) surface suggests that the opposite behavior could be 
expected in its vicinity.

Once the interface has been created, one single defect (W 
vacancy or H atom) was placed at different sites on the inter-
face (see figure 6). The red dotted line define the two dimen-
sional supercell used in the simulations. Then, the system 
is relaxed under the same conditions previously described. 
Comparing the energy of each defect at the different positions, 
the most favorable places for H adsorption and W vacancy 
formation are found. Notice that the supercell chosen has a ×4 
periodicity along the common ⟨ ⟩1 1 1  direction with equiva-
lent sites in each ×1 sub-unit cell. This allows focusing our 
attention in a small part of the interface.

Initially, the H atoms were implanted over the hollow sites 
of the W(1 1 0) surface. These points correspond to the tet-
rahedral positions, where the H atom is preferably accom-
modated in the bulk as previously reported in many different 
works [57–60]. In figure 6, the final sites of the H atoms at 
the interface after relaxation are shown. The three most stable 
positions are labeled by HI

1, HI
2, and HI

3. In the three cases, 
the H atom prefers to move closer to the less corrugated (1 
1 2) surface. Figure 7(a) shows a lateral view of the HI

1 con-
figuration. The H atom found accommodation between four 
(almost) equidistant W atoms: two from the (1 1 0) surface, 
another one from the (1 1 2) surface and the fourth one is 
located at the second layer of the latter. The distances fall 
in between 2.01 and 2.04 Å, close to the most stable value 
obtained for a W–H isolated dimer, namely, 1.7 Å from our 
calculations. The H atom produced a small deformation (less 
than 0.04 Å) on the surrounding metallic atoms. This means 
that the H atom chose a position at the interface where it can 
interact with several surrounding W atoms so as to minimize 
the deformation of the system. Additionally, we have checked 
the stability of a H2 molecule at the interface. The molecule 
is dissociated as reported previously for W bulk [60, 61], the 
W(1 1 0) surface [62] and different symmetric GBs [31, 35].

On the contrary, the change in the atomic positions becomes 
more important for the most stable V I

1 vacancy, as shown in 
figure 7(b). It is interesting to notice that this V I

1 vacancy lies 
on the same row of the (1 1 2) surface where the H atom was 
bonded in the previous situation. It means that figures 7(a) and 
(b) correspond to exactly the same section  of the interface. 
Now, the atom in the nearest row in the second layer is shifted 
by 0.52 Å to an intermediate position between the vacancy 
and its original site. In fact, when the vacancy is created in 
the second layer, the system evolves to the same structure, 
showing the great attraction exerted by the interface on the W 

vacancies at the (1 1 2) side. On the other hand, the most stable 
vacancy on the (1 1 0) side is placed on the row denoted as V I

2 
in figure 6. The atomic configuration around such a vacancy is 
depicted in figure 7(c). Again, a first neighbor atom moves 0.52 
Å to an intermediate position, but in this case the atom comes 
from the opposite surface. Interestingly, when the vacancy 
is created in the corresponding row of the (1 1 2) surface, 
something similar happens to the nearby atom in the (1 1 0)  
surface: it moves 0.52 upwards, closer to the (1 1 2) layer. In 
both cases, the final structure has similar energy.

Finally, the most stable V I
1, V I

2 and V I
3 vacancies have 

been filled in with a H atom. The hydrogen does not occupy 
the vacancy site, in agreement with the result found by Zhou  
et al in their symmetric GB [31] and following the same ten-
dency than in the bulk [59, 60]. In the three cases analyzed, the 
H occupies a different position at the interface than in the equiv-
alent case without the vacancy, moving closer to the nearest sur-
face. Contrary to what can be expected, the most stable cases are 
obtained when the H atom is placed near the V I

2 and the V I
3 sites, 

see figures 7(d) and (e). In both cases, the H atoms are bonded 
with three surrounding W atoms. In the first case, figure 7(d), 

Figure 6.  Frontal view of the W(1 1 2)/W(1 1 0) interface shown in 
figure 1(b) after relaxation. Red spheres indicate the different sites 
where the H atom has been adsorbed, being the three most stable 
positions denoted as: HI

1, HI
2, and HI

3. In a similar way, the three 
most stable vacancy positions are denoted as: V I

1, V I
2, and V I

3.

Figure 7.  (a) Atomic reconstruction around the most stable H 
position at the interface; (b) and (c) show the same for a vacancy 
at the (1 1 2) and (1 1 0) surface, respectively; (d) and (e) show 
the most stable H positions when vacancies V I

2 and V I
3 are present, 

respectively.
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the H is bonded with two W atoms from the first layer of the 
(1 1 0) surface (each one placed in different rows) and a third 
atom located in the first layer of the (1 1 2) surface. The three 
W atoms lie at equidistant distances from the H (1.92 Å). In the 
second geometry, figure 7(e), the closest W atom (1.97 Å) sits 
at the second layer of the (1 1 2) surface, underneath there is a 
W atom at the (1 1 0) surface at 2.06 Å and finally the third W 
atom lies in the same row as the vacancy V I

3 at 2.38 Å.

4.2.  Energetic analysis

Once the most stable structures have been found, an energetic 
analysis needs to be performed to compare the formation 
energy of the most stable structures to previous bulk simula-
tions or calculations for other GBs. The equations (1) and (2) 
are used to estimate the corresponding formation and solution 
energies for the different cases analyzed in the previous sec-
tion. The resulting values are summarized in table 1.

The three formation energies obtained for the HI
1, HI

2 and 
HI

3 sites are clearly smaller than the value obtained in a bulk 
calculation (performed for a × ×5 5 5 cubic unit cell using the 
same parameters than in [64]). The results suggest that H finds 
a more comfortable place to stay at the interface (−0.09 eV 
versus 0.96 eV). The same conclusion was previously found 
by several authors [31, 32, 49, 59]. We can directly compare 
the solution energies obtained by Zhou et al using the sym-
metric 36.9° [ ]{ }Σ =1 0 0 0 1 3 5 [31]. Notice that for a H 
atom placed at the interface the formation energy defined in 
equation (1) is the same than the solution energy of the equa-
tion (2). The values for the three most stable cases are lower 
than in that work (−0.09 eV versus  −0.23 eV), suggesting 
that the symmetric GB attracts H more strongly than this non-
coherent interface. We have performed an additional simula-
tion implanting the H atom in the second layer of each surface 
near the most stable positions. In the (1 1 2) case, the atom 
moves directly to the interface, finally occupying the HI

1 site. 
On the contrary, the H in the second layer of the (1 1 0) sur-
face stays in a meta-stable tetrahedral position with an energy 
higher than that at the first layer by about 0.87 eV, but still a 
little bit more stable than the bulk value. This means that the 
H atoms will tend to move to the GB whenever possible. In 
principle, if no motion of H along the GB is considered, this 
result may account for the experimental results that indicate 

that hydrogen concentration after implantation is larger for the 
NW than for the CGW.

From an inspection of table  1, we can conclude that, as 
happened before with the H atoms, vacancies are attracted to 
the interface. The formation energy of the three most stable 
vacancies is clearly lower than the value obtained in the bulk 
(1.51 versus 3.16 eV) as well as lower than the result obtained 
for a Σ = 3 ⟨ ⟩1 1 1  tilt grain boundary [35]. Consequently, the 
vacancies are expected to be located at the GBs too. Again, 
we can create the defect in the second layer of each surface. 
As mentioned before, the vacancy in the (1 1 2) second layer 
evolves to the same position as when it is initially in the 
first layer, revealing its great tendency to find the interface, 
whereas on the (1 1 0) surface the vacancy is stable at the 
second layer, being the resulting energy 1.10 eV higher than 
in the first layer. As for the H case, the resulting formation 
energy (2.66 eV) lies in between the interface and the bulk 
cases. So, again it can be expected that the vacancy will try to 
move to an interfacial position.

Additionally, we have studied the relative stability of the 
complex (HV) formed by a H atom and a metallic vacancy in 
different configurations. In table 1, the formation energies of 
H in the three vacancies are presented resulting the V I

3 vacancy 
as the most stable site followed by the V I

2 by around 10 meV. 
Once again, the three values are much lower than in the bulk, 
confirming the great attraction of both defects even when they 
are together at the interface. The solution energy obtained by 
Zhou et al [31] is again lower than the values presented here 
(−0.63 eV versus  −0.42 eV), thus confirming a greater attrac-
tion from the symmetric GB than from the analyzed interface. 
We have performed different simulations including one H and 
a metallic vacancy separated at the interface. For example, 
we have tried the structure with a vacancy in the most stable 
V I

1 site and an additional H atom in two possible positions: 
in the same row but far away from the vacancy and in the 
HI

2 site. Both final structures are 0.22 and 0.36 eV less stable, 
respectively, than the geometry presented in figure 7(d). Thus, 
although the H atoms do not occupy exactly the vacancy site, 
the system finds a better accommodation when both defects 
are close to each other. This tendency could imply that the H 
atoms will accumulate near the vacancies at the GB reducing 
the damage in the interface and consequently extending the 
service life of the material.

Table 1.  Formation energies (in eV) of one H, one vacancy (V) and one H in a vacancy (HV) for the three most stable cases obtained at the 
interface (Int) as compared to bulk results (bulk) and other works (Int-bib and bulk-bib).

Int1, 2, 3 Int-bib Bulk Bulk-bib

( )E Hf −  0.09,−0.07,−0.05 −  1.73,−0.13 [49] 0.96 0.85 [49]

( )E Vf 1.51, 1.57, 1.64 3.66, 2.36 [35] 3.16 3.11 [63], 3.52 [58]
( )E HVf 1.44, 1.21, 1.20 — 2.80 2.86 [59, 60]*
( )E HS −  0.09,−0.07,−0.05 −  0.23 [31] 0.96 0.89 [31]

( )E VS −  0.05,−0.35,−0.42 −  0.63 [31] −  0.25 −  0.31 [31]

Note: The 1, 2, 3 indices identify the corresponding three cases analyzed here for H, V and HV. *The value was estimated combining the energies presented 
in both works.
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4.3.  Mobility of defects

In a final step, we have studied the mobility of the defects at the 
interface. Due to the special configuration created, the defects 
are expected to move in the interface along the rows in the 
⟨ ⟩1 1 1  direction as suggested in figure 6. For that purpose, we 
have performed calculations based on the NEB technique [50] 
mentioned in section 2.2 to obtain the energy barrier required 
to jump between two different structures. For one H atom, we 
started from the most stable HI

1 site. In the same row, a second 
almost equivalent structure was found to be only 10 meV less 
stable. The resulting migration energy between these two 
points is just 0.12 eV, a value smaller than the one obtained 
in a similar simulation between two tetrahedral sites in the 
perfect bulk (0.21 eV). This result suggests that the H atoms 
will move more easily along this interface than in the perfect 
bulk, in good agreement with previous findings for different 
symmetrical GBs [31, 32, 35]. Additionally, we have studied 
how the H atom reaches the interface, performing a NEB cal-
culation between the most stable site at the interface and the 
geometry with the H in the second layer. As mentioned before, 
in the W(1 1 2) surface the H atom moves directly from the 
second layer to the interface, so we have only performed the 
NEB for the W(1 1 0) surface. The resulting migration energy 
is 0.15 eV, again lower than in the bulk, showing the great 
attraction exerted by the interface on the H atoms. This result 
suggests that the H atoms will move faster as they approach 
the interface, justifying the H accumulation at the GB sug-
gested by the experimental results.

Regarding vacancies, in both sides of the interface they 
are expected to jump between first neighboring positions. For 
simplicity, we have analyzed the motion along the rows shown 
in figure  6, where all the positions are equivalent and the 
atoms jumps between first neighboring positions. For other 
alternative motions, the vacancy will jump from one row to 
another chain where the formation energy is higher; there-
fore, the barrier is expected to be higher. Then, the migration 
energy is calculated along the V I

1 and V I
3 rows for the (1 1 2) 

and (1 1 0) surfaces, respectively. The barriers were estimated 
to be 1.16 and 0.75 eV, lower than the 1.70 eV presented in 
[65]. Although the value is much higher than for H migration, 
we can conclude again that the vacancy can move along the 
interface more easily than in the bulk. As mentioned before, 
a vacancy in the second layer at the (1 1 0) surface is more 
than 1 eV less stable than in the first layer. Interestingly, the 
calculated energy barrier is really small, around 20 meV. 
Consequently, recalling that the vacancy in the second layer 
of the (1 1 2) surface evolves to a similar structure to the case 
in the first layer, it will migrate very easily to the first layer 
in both surfaces, thus confirming again the great tendency of 
vacancies to move to the interface.

Finally, we estimated the energetic cost for a H atom to 
escape (or dissociate) from a monovacancy in the interface. 
A lower bound can be obtained comparing the energies of the 
structures with the H atom inside/outside the vacancy. As men-
tioned in the previous section, the energy difference between 
these configurations is 0.22 eV. To this values we should add the 
energy barrier that the H atom has to jump during the migration 

process. This calculation implies a very complex NEB simula-
tion, but a reasonable value could be close to the migration 
energy of the H at the interface. Then, the final energy cost 
will be around 0.35 eV, resulting in a barrier higher than in the 
bulk. This result suggests one of the mechanisms that explain 
the larger H retention in the GB, but at the same time hints that 
hydrogen could be easily removed from the material.

5.  Conclusions

In summary, experimental results show that nanostructured 
tungsten samples with a columnar structure and a large number 
of (1 1 0)/(1 1 2) interfaces retain more hydrogen than coarse 
grained tungsten samples. One plausible explanation for such a 
behavior is to consider that hydrogen is trapped at grain bound-
aries. Based on the density functional theory, our calculations 
carried out for a realistic non-coherent W(1 1 0)/W(1 1 2)  
interface confirm this speculation. The results show that H 
atoms find a better accommodation near the vacancy at the 
interface than anywhere in the bulk or even than at the pure 
interface. This should be one of the mechanisms explaining the 
high H accumulation experimentally measured for nanostruc-
tured tungsten samples. The formation of the HV complexes 
is favored by the strong attraction exerted by these interfaces 
to H atoms and single vacancies and the low migration ener-
gies found for both kind of defects along the interface. Indeed, 
the relatively low energy estimated for the H-V dissociation 
may favor the subsequent H outdifussion. Hence, the theo-
retical results support the experimental findings, making the 
nanostructured tungsten an attractive alternative for the poten-
tial plasma facing material. Moreover, this work contributes 
to account for the role of each kind of defect in the hydrogen 
behavior, which is required to validate simulations and to use 
them for further realistic predictions of material behavior 
under conditions which experimentally cannot be reached so 
far like those taking place in a nuclear fusion reactor.
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