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#### Abstract

Nonlinear Fokker-Planck equations endowed with power-law diffusion terms have proven to be valuable tools for the study of diverse complex systems in physics, biology, and other fields. The nonlinearity appearing in these evolution equations can be interpreted as providing an effective description of a system of particles interacting via short-range forces while performing overdamped motion under the effect of an external confining potential. This point of view has been recently applied to the study of thermodynamical features of interacting vortices in type II superconductors. In the present work we explore an embedding of the nonlinear Fokker-Planck equation within a Vlasov equation, thus incorporating inertial effects to the concomitant particle dynamics. Exact time-dependent solutions of the $q$-Gaussian form (with compact support) are obtained for the Vlasov equation in the case of quadratic confining potentials.
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## I. INTRODUCTION

A variety of phenomena in complex systems [1-8] has been recently addressed using nonlinear Fokker-Planck equations (NLFPEs) [9]. Specific applications range over several subjects, including type II superconductors [10], granular media [11], and self-gravitating systems [12,13]. A NLFPE determines the evolution of a time-dependent density $\rho$, defined on an appropriate configuration space. One of the most studied and well-known instances of the NLFPE involves two components: a power-law, nonlinear diffusion $[14,15]$ one, and a linear drift term. In many of the aforementioned applications, the density $\rho$ should be regarded as a real physical density describing the distribution of particles in configuration space (as opposed to a statistical ensemble probability density) [7,16]. In these types of settings, the nonlinear diffusion term provides a convenient, effective description of the interaction between the particles of the system, while the drift term accounts for the effects of other external forces acting upon them. Nonlinear diffusion also provides useful phenomenological models in population dynamics for the spread of interacting organisms [17-19] and for the spread of energy in strongly nonlinear disordered lattices [20]. The NLFPEs recently considered in the literature are endowed with several mathematically interesting and physically relevant features. They satisfy an $H$ theorem involving a free-energy-like quantity defined in terms of the $S_{q}$ nonadditive entropic functionals [21-24]. These entropic measures have been applied to the study of diverse complex systems [25-28]. In some important instances, the NLFPEs have exact analytical solutions of the $q$-Gaussian form, which can be regarded as maximum entropy densities optimizing the $S_{q}$ entropies under suitable, simple constraints [23,25]. In fact, there is a profound
relationship between the nonlinear Fokker-Planck dynamics and the thermostatistical formalism associated with the $S_{q}$ entropies. Although this connection was originally pointed out more than 20 years ago [29], the investigation of its multiple physical implications has only blossomed in recent years (see, for example, Refs. [1,16,30-33] and references therein). Indeed, the $S_{q}$-NLFPE relationship [29] is at the core of one of the best understood (especially from the analytical point of view $[7,10,16]$ ) mechanisms explaining the phenomenological success of the $q$-thermostatistical theory [25] in describing various types of complex systems. A notable example of these lines of development is given by recently reported experimental results on granular media [11], verifying, within a $2 \%$ error and for a considerable range of experimental situations, a scale relation predicted in 1996 on the basis of the theoretical analysis of the $q$-Gaussian solutions of the NLFPE [34].

The Vlasov equation [35-45] is an important tool in several branches of physics, including galactic dynamics [35], plasma physics $[36,43]$, collective dynamics in nuclear matter and atomic nuclei [44], and the thermostatistics of classical spinlike systems [45]. It was first introduced by Jeans [37] for studying the dynamics of self-gravitating stellar systems like galaxies and, much later and independently, reintroduced by Vlasov in the context of plasma physics [38]. The Vlasov dynamics is central to one of the most important applications of $S_{q}$ thermostatistics, which is the description of the dark matter haloes of galaxies [40-42]. Vlasov dynamics also played a distinguished role at the beginning of the development of $S_{q}$ thermostatistics. The realization that some of the basic solutions of the Vlasov-Poisson system of equations in stellar dynamics, the polytropic spheres, are actually $S_{q}$-maximum entropy distributions, suggested a relation between the $S_{q}$
entropy and self-gravitating systems (see Ref. [46] and references therein) and, more generally, with systems exhibiting long-range interactions [25]. This connection constitutes nowadays one the most productive fields of research related to the $S_{q}$ thermostatistics [47,48]. In the present work we provide a link between two types of dynamics associated with the $S_{q}$ thermostatistics: the Vlasov dynamics of $N$-particle systems exhibiting $q$-Gaussian space-velocity distributions, and the dynamics of overdamped, interacting particles described by the power-law NLFPEs.

## II. THE NONLINEAR FOKKER-PLANCK EQUATION

The starting point of the present work is the power-law NLFPE

$$
\begin{equation*}
\frac{\partial P}{\partial t}=\mathcal{D} \frac{\partial^{2}}{\partial x^{2}}\left[P\left(\frac{P}{P_{0}}\right)^{1-q}\right]-\frac{\partial(P K)}{\partial x} \tag{1}
\end{equation*}
$$

where $P(x, t)$ is a time-dependent density, $\mathcal{D}$ is a diffusion constant $[\mathcal{D}(2-q)>0], K(x)$ is a drift force, and $q$ is a real parameter characterizing the (power-law) nonlinearity appearing in the diffusion term. The density $P$ and the constant $P_{0}$ have dimensions of inverse length. From now on, when we speak about the NLFPE we mean Eq. (1). This equation is often written in terms of a dimensionless quantity $f(x, t)=P / P_{0}$, having then the form $\frac{\partial f}{\partial t}=\mathcal{D} \frac{\partial^{2}\left(f^{2-q}\right)}{\partial x^{2}}-\frac{\partial(f K)}{\partial x}$. However, for our present purposes it will be convenient to work with the dimensional density $P(x, t)$. When dealing with one spatial dimension the drift force $K(x)$ can always be derived from a potential function $U(x), K(x)=-d U / d x$. Here we have followed the standard terminology used in the literature on the Fokker-Planck equation (both linear and nonlinear), where $K$ is called a "force" and $U$ a "potential." It is important to point out, however, that $K$ does not have dimensions of force, nor does $U$ have dimensions of energy. These two quantities are, nevertheless, respectively proportional to a force and a potential energy having the right dimensions. We shall come back to this issue in Sec. III.

The NLFPE then admits a stationary solution of the $q$ exponential form [25],

$$
\begin{align*}
P_{q}(x) & =P_{0} A \exp _{q}[-\beta U(x)] \\
& =P_{0} A[1-(1-q) \beta U(x)]_{+}^{\frac{1}{1-q}}, \tag{2}
\end{align*}
$$

where $A$ and $\beta$ are positive constants to be determined, and the $q$-exponential function, $\exp _{q}(z)=[1+(1-q) z]_{+}^{\frac{1}{1+q}}$, is equal to zero whenever $1+(1-q) z \leqslant 0$. One finds that the ansatz given by (2) constitutes a stationary solution of the NLFPE (1) provided that the constants $A$ and $\beta$ comply with $(2-q) \beta \mathcal{D}=A^{q-1}$. We shall assume that the potential function $U(x)$ is such that the stationary distribution $P_{q}(x)$ has a finite norm, that is, $\int P_{q}(x) d x=I<\infty$ (we shall not assume that the norm $I$ is equal to 1 ). The specific conditions required for $P_{q}$ to have a finite norm (in particular, the range of allowed $q$-values) depend on the particular form of the potential function $U(x)$. Since in many physical applications the NLFPE describes a physical density (as opposed to a probability density) we assume that its solution $P(x, t)$ has a finite norm, but not necessarily that it is normalized to 1 .

The stationary density $P_{q}(x)$ can be regarded as a distribution optimizing the nonadditive $q$-entropic functional

$$
\begin{equation*}
S_{q}[P]=\frac{k}{q-1} \int P\left[1-\left(\frac{P}{P_{0}}\right)^{q-1}\right] d x \tag{3}
\end{equation*}
$$

under the constraints corresponding to the norm and the mean value of the potential $U(x)$ [25,29]. In (3) $k$ is an appropriate constant determining the units (and dimensions) of $S_{q}$. In the limit $q \rightarrow 1$ the standard linear Fokker-Planck equation,

$$
\begin{equation*}
\frac{\partial P}{\partial t}=\mathcal{D} \frac{\partial^{2} P}{\partial x^{2}}-\frac{\partial(P K)}{\partial x} \tag{4}
\end{equation*}
$$

is recovered, and the $S_{q}$ maximum entropy stationary density (2) coincides with the well-known exponential, Boltzmann-Gibbs-like density,

$$
\begin{equation*}
P_{B G}(x)=\frac{1}{Z} \exp \left[-\frac{1}{\mathcal{D}} U(x)\right] . \tag{5}
\end{equation*}
$$

In this limit the condition that has to be verified by the parameters appearing in the stationary solution reduces to $\beta \mathcal{D}=1$, becoming independent of the normalization constant $A$. The density $P_{B G}(x)$ is normalized to one if $Z=$ $\int \exp \left[-\frac{1}{\mathcal{D}} U(x)\right] d x$, and it maximizes the Boltzmann-Gibbs entropy $S_{B G}=-k \int P \ln \left(P / P_{0}\right) d x$ under the constraints of normalization and the mean value $\langle U\rangle=\int P U d x$ of the potential $U(x)$.

As already mentioned, the power-law NLFPE complies with an $H$ theorem in terms of a free-energy-like quantity based on the $S_{q}$ entropies,

$$
\begin{equation*}
\frac{d}{d t}\left[(\mathcal{D} / k) S_{q^{*}}[P]-\langle U\rangle\right] \geqslant 0 . \tag{6}
\end{equation*}
$$

Here the functional $S_{q^{*}}$ is characterized by the entropic index $q^{*}=2-q$. Notice that $q^{*}$ coincides with the exponent appearing in the Laplacian term of the NLFPE.

In the present work we are going to deal mostly with instances of the NLFPE corresponding to integer values of the parameter $q$. In these cases, the power-law NLFPE can be simplified by absorbing into the diffusion constant the factor $P_{0}^{q-1}$ appearing within the Laplacian term in (1). In other words, defining the new constant $D=\mathcal{D} P_{0}^{q-1}$, the NLFPE can be cast into the simpler form,

$$
\begin{equation*}
\frac{\partial P}{\partial t}=D \frac{\partial^{2}\left(P^{2-q}\right)}{\partial x^{2}}-\frac{\partial(P K)}{\partial x} . \tag{7}
\end{equation*}
$$

It should be emphasized that, although (7) has the form of the NLFPE for a dimensionless density, we are here still dealing with a dimensional density $P$. On the other hand, the constant $D$ appearing in (7) does not have the usual dimensions of a diffusion constant. The stationary solution of (7) has the form $A[1-(1-q) \beta U(x)]_{+}^{\frac{1}{1-q}}$, with $(2-q) \beta D=A^{q-1}$. Setting $k=P_{0}^{q^{*}-1}$ for the constant $k$ appearing in the entropy $S_{q^{*}}$, the $H$ theorem satisfied by (7) is given by

$$
\begin{equation*}
\frac{d}{d t}\left[D S_{q^{*}}[P]-\langle U\rangle\right] \geqslant 0, \tag{8}
\end{equation*}
$$

which can be regarded as a generalized free-energy $H$ theorem [22]. In order to derive (8) one has to take into account the conservation of the norm $\frac{d}{d t} \int P d x=0$.

## III. FROM THE POWER-LAW NLFPE TO A VLASOV EQUATION

As discussed in Ref. [7], the NLFPE can be interpreted as describing the behavior of the spatial density of a set of particles interacting via short-range interactions, and performing overdamped motion while confined by an external potential $U(x)$. In this description of that many-particle system's dynamics the inertial effects are neglected, and the evolution of the system is followed only in configuration (position) space. It is a natural next step to relax the overdamping approximation, thus including inertial effects, and find out if the close relation between these kinds of systems and the $S_{q}$-based thermostatistics still holds. That is, in a nutshell, the main purpose of the present work.

Let us consider a system of particles of mass $m$ interacting via short-range, repulsive forces, and moving under the effects of a drag force originating in a resisting medium, and of a confining potential $W$. We are going to consider a manybody system in one spatial dimension. The total force on an individual test particle has then three components: the force due to the interaction with the other particles, the drag force $-\alpha \dot{x}$ (with the constant $\alpha>0$ ), and the force due to the potential $W$. Since the particles interact via short-range repulsive forces, only close neighbors contribute to the force acting on a given particle. Intuitively one expects (we provide below a more detailed analysis of this issue) that the force on a particle due to interactions with other particles is of the form $F_{\text {int }} \propto n_{\text {left }}-n_{\text {right }}$, where $n_{\text {leff,right }}$ are the number of neighbors to the left and right of the test particle that lie within the range of the interaction force. If this force satisfies some physically reasonable assumptions, the above heuristic ideas can be put in a precise form, yielding $F_{\text {int }}=-2 B \frac{\partial \tilde{\rho}}{\partial x}$, where $\tilde{\rho}(x)$ is the spatial density of particles and $B>0$ is a constant characterizing the strength of the interaction between particles [here we use the notation $\tilde{\rho}(x)$ to denote the spatial density of particles because, later in the paper, we are going to use $\rho(x, v)$ to designate the space-velocity distribution of particles; see explanation before Eq. (10)]. It is worth analyzing the force acting on one particle, due to the interaction with the other particles, in more detail (see Ref. [7] for a full discussion). Let $\mathcal{B}\left(\left|x^{\prime}-x\right|\right)\left(x^{\prime}-x\right) /\left|x^{\prime}-x\right|$ be the force on a particle located at $x$ due to a particle located at $x^{\prime}$, where $\mathcal{B}\left(\left|x^{\prime}-x\right|\right) \geqslant 0$ represents the strength of the short-range (repulsive) force between the two particles. We assume that $\mathcal{B}$ is a smooth function of the distance $r=\left|x^{\prime}-x\right|$ between the particles, which decays fast enough with $r$, so that the integral $\int_{0}^{\infty} r \mathcal{B}(r) d r$ converges. Moreover, the short-range nature of the force means that the range of distances over which $\mathcal{B}(r)$ is appreciably different from zero is small compared with the natural length scales of the system. In particular, over the range of distances where $\mathcal{B}$ differs substantially from zero the spatial density $\tilde{\rho}$ can be approximated as $\tilde{\rho}\left(x^{\prime}\right)=\tilde{\rho}(x)+\left(x^{\prime}-x\right)(\partial \tilde{\rho} / \partial x)($ see Ref. [7] for a detailed discussion). Using this approximation, the force acting on a particle located at $x$, due to the interaction with the other particles, can be written as

$$
\begin{equation*}
F_{\mathrm{int}}=-2 B \frac{\partial \tilde{\rho}}{\partial x} \tag{9}
\end{equation*}
$$

with $B=\int_{0}^{\infty} r \mathcal{B}(r) d r$. This form of the force $F_{\text {int }}$ acting on a test particle is formally equivalent to the one resulting from an
interaction potential between particles located at $x_{1}$ and $x_{2}$ of the form $V\left(x_{1}, x_{2}\right)=2 B \delta\left(x_{2}-x_{1}\right)$, where $\delta(x)$ is Dirac's delta function. The equation of motion of one particle, including the effects of the external confining potential $W$ and a drag force $-\alpha \dot{x}$, is

$$
\begin{equation*}
m \ddot{x}=-2 B \frac{\partial \tilde{\rho}}{\partial x}-\frac{\partial W}{\partial x}-\alpha \dot{x} \tag{10}
\end{equation*}
$$

In the regime of overdamped motion (that is, when the inertial term $m \ddot{x}$ is much smaller than the other terms in the particle's equation of motion) one has

$$
\begin{equation*}
\dot{x}=-\frac{2 B}{\alpha}\left(\frac{\partial \tilde{\rho}}{\partial x}\right)-\frac{1}{\alpha}\left(\frac{\partial W}{\partial x}\right) \tag{11}
\end{equation*}
$$

The particle density $\tilde{\rho}(x, t)$ describing a system of interacting particles that move according to (11) obeys the continuity equation,

$$
\begin{equation*}
\frac{\partial \tilde{\rho}}{\partial t}=\frac{2 B}{\alpha} \frac{\partial}{\partial x}\left(\tilde{\rho} \frac{\partial \tilde{\rho}}{\partial x}\right)+\frac{1}{\alpha} \frac{\partial}{\partial x}\left(\tilde{\rho} \frac{\partial W}{\partial x}\right) \tag{12}
\end{equation*}
$$

which, after the identifications $D \rightarrow \frac{B}{\alpha}$ and $U \rightarrow \frac{W}{\alpha}$, reduces to the $q=0$ instance of the NLFPE in (7):

$$
\begin{equation*}
\frac{\partial \tilde{\rho}}{\partial t}=D \frac{\partial^{2}}{\partial x^{2}}\left(\tilde{\rho}^{2}\right)+\frac{\partial}{\partial x}\left(\tilde{\rho} \frac{\partial U}{\partial x}\right) \tag{13}
\end{equation*}
$$

The above NLFPE, with a quadratic nonlinearity within the diffusion term, is the one we are going to consider in the present work. The nonlinear diffusion term in this NLFPE is associated with two-body interactions and has been recently applied to the study of the thermostatistics of interacting vortices in type II superconductors [7,10,16].

In this work we are going to assume that the drag force acting on each of the particles of the system depends linearly on the velocity of the particle. This drag force originates on the interaction between the particle and the medium in which the particles constituting the system under consideration are moving. We are not going to explicitly model this particle-medium interaction. We shall take it into account only through the aforementioned, phenomenological drag force. The procedure developed here to connect the NLFPE with the Vlasov equation needs the assumption of a linear drag. The exploration of possible extensions of this approach, valid for more general drag forces, is outside the scope of the present work. In this regard, it is worth mentioning that other types of velocity dependence for drag forces also occur in nature. In fact, interesting advances, both at the theoretical and at the experimental levels, have been recently made in the study of the drag forces experienced by test particles when moving in different types of environments [49-51]. These developments allowed for the identification of relevant scenarios, characterized by particular types of interactions between the test particle and the environment particles, leading to clear departures from linear drag.

## A. Embedding the NLFPE within Vlasov dynamics

We are now going to relax the overdamped motion assumption and incorporate inertial effects to the statistical description of our system of interacting particles. In order to do that, we now describe the (evolving) state of the system by a
time-dependent space-velocity density, $\rho(x, v, t)$. The density $\rho(x, v, t)$ has dimensions of time over squared length, so that $\rho d x d v$ is dimensionless. The density $\rho$ is normalized to the total number of particles, $N=\int \rho d x d v$, and the spatial density $\tilde{\rho}$ is obtained by integrating $\rho$ over all velocities, $\tilde{\rho}(x, t)=\int \rho(x, v, t) d v$. The equation of motion of a test particle is then given by (10), and the associated continuity equation satisfied by $\rho(x, v, t)$ constitutes the Vlasov equation corresponding to our multiparticle system,

$$
\begin{equation*}
\frac{\partial \rho}{\partial t}+\frac{\partial}{\partial v}\left(\frac{F}{m} \rho\right)+\frac{\partial}{\partial x}(v \rho)=0 \tag{14}
\end{equation*}
$$

where $F$ is the total force acting on an individual particle,

$$
\begin{equation*}
F=-2 B \frac{\partial \tilde{\rho}}{\partial x}-\frac{\partial W}{\partial x}-\alpha \dot{x} \tag{15}
\end{equation*}
$$

Notice that the contribution to $F$ due to the interaction with the other particles of the system is given by the gradient of the spatial density $\tilde{\rho}$, because the interaction forces are assumed to be only position dependent (not velocity dependent). The evolution equation (14) seems to be linear in $\rho$, but it is actually nonlinear, because the force $F$ depends on $\rho$ itself. The main physical assumption behind the evolution equation (14), besides the basic one of having a large enough number of particles in each element $d x d v$ of the $(x, v)$ plane so that the system can be described by a continuous density $\rho(x, v)$, is that (15) provides a good description of the total force acting on an individual particle of the system. And, in particular, the force $F_{\text {int }}$ given in (9) accounts completely for the interaction between one particle and the rest of the particles of the system. These physical assumptions are also central to the validity of the quadratic NLFPE as an effective description of a set of repulsively interacting particles doing overdamped motion, as discussed in Ref. [7]. Indeed, the numerical evidence reported there attests to the fact that, for the type of many-particle systems discussed here, the above mentioned assumptions are actually satisfied.

## B. The Vlasov dynamics

The dynamics of the system of particles under consideration is then described by the Vlasov equation,

$$
\begin{align*}
\frac{\partial \rho}{\partial t}= & \frac{\partial}{\partial v}\left(\frac{2 B}{m} \rho \frac{\partial \tilde{\rho}}{\partial x}\right)+\frac{\partial}{\partial v}\left(\frac{1}{m} \rho \frac{\partial W}{\partial x}\right) \\
& +\frac{\partial}{\partial v}\left(\frac{\alpha}{m} v \rho\right)-\frac{\partial}{\partial x}(v \rho) \tag{16}
\end{align*}
$$

The Vlasov equation can equivalently be cast as

$$
\begin{equation*}
\left(\frac{d \rho}{d t}\right)_{\text {orbit }}=\frac{\alpha}{m} \rho \tag{17}
\end{equation*}
$$

where

$$
\begin{align*}
\left(\frac{d \rho}{d t}\right)_{\text {orbit }}= & \frac{\partial \rho}{\partial t}-\frac{2 B}{m}\left(\frac{\partial \tilde{\rho}}{\partial x}\right) \frac{\partial \rho}{\partial v}-\frac{1}{m}\left(\frac{\partial W}{\partial x}\right) \frac{\partial \rho}{\partial v} \\
& -\left(\frac{\alpha v}{m}\right) \frac{\partial \rho}{\partial v}+v \frac{\partial \rho}{\partial x} \tag{18}
\end{align*}
$$

is the total time derivative of the density evaluated along one particle's orbit. It follows from (17) that the local
space-velocity density around a given particle behaves as $\rho_{t}^{(\text {orbit })}=\rho_{t=0} \exp (\alpha t / m)$. This implies that for $\alpha \neq 0$ the Vlasov equation (16) does not admit stationary solutions [except the trivial one where $\rho$ is equal to zero everywhere in the $(x, v)$ plane]. However, as we shall shortly see, for appropriate interaction and external potentials, $V\left(x_{1}, x_{2}\right)$ and $W(x)$, respectively, there is a stationary spatial density $\tilde{\rho}(x)$.

It is useful to consider the evolution of the total energy of the system,

$$
\begin{align*}
E= & \frac{m}{2} \int v^{2} \rho d x d v \\
& +\int V\left(x_{1}, x_{2}\right) \rho\left(x_{1}, v_{1}, t\right) \rho\left(x_{2}, v_{2}, t\right) d x_{1} d x_{2} d v_{1} d v_{2} \\
& +\int \rho W d x d v \tag{19}
\end{align*}
$$

where the first term on the right-hand-side of the above equation corresponds to the system's kinetic energy $E_{K}=$ $\frac{m}{2} \int v^{2} \rho d x d v$ and the other two terms to the potential energy, which can be expressed in terms of the spatial density $\tilde{\rho}(x, t)$ as

$$
\begin{align*}
E_{\mathrm{pot}}= & \int V\left(x_{1}, x_{2}\right) \tilde{\rho}\left(x_{1}, t\right) \tilde{\rho}\left(x_{2}, t\right) d x_{1} d x_{2} \\
& +\int \tilde{\rho}(x, t) W(x) d x \tag{20}
\end{align*}
$$

It is possible to show that the time derivative of the total energy is given by

$$
\begin{equation*}
\frac{d E}{d t}=-\alpha m \int v^{2} \rho d x d v \leqslant 0 \tag{21}
\end{equation*}
$$

As expected, due to the drag forces, the total energy is a decreasing function of time. For the particular value $\alpha=0$, the system is conservative and the energy becomes an integral of motion.

For $\alpha>0$ a stationary particle configuration would correspond to a global minimum of the energy functional $E$. This minimum can be realized for a state of the system having $E_{K}=$ 0 , if the potentials $V\left(x_{1}, x_{2}\right)$ and $W(x)$ are such that there is a spatial density $\tilde{\rho}_{\min }(x)$ that minimizes the potential energy (20). This is indeed the case for the short-range repulsive interactions considered in the present case, if one considers an appropriate confining potential $W$ as, for example, a quadratic confining potential. The stationary distribution then corresponds to the space-velocity density $\rho(x, v)=\tilde{\rho}_{\min }(x) \delta(v)$. For the shortrange repulsive interactions considered here the stationary density $\tilde{\rho}_{\text {min }}(x)$ is then given by the variational principle $\delta \int\left[B \tilde{\rho}^{2}(x)+\tilde{\rho}(x) W(x)\right] d x=0$, which, equivalently, can be recast under the guise

$$
\begin{equation*}
\delta\left[B S_{2}[\tilde{\rho}]-\langle W\rangle\right]=0 \tag{22}
\end{equation*}
$$

## C. The overdamped regime: Back to the NLFPE

It is instructive to discuss briefly how the NLFPE can be recovered from the Vlasov one in the limit of overdamped motion. Integrating the Vlasov equation over all velocities, one gets

$$
\begin{equation*}
\frac{\partial \tilde{\rho}}{\partial t}=-\frac{\partial}{\partial x}\left(\int v \rho d v\right)=-\frac{\partial}{\partial x}(\tilde{\rho}\langle v\rangle) \tag{23}
\end{equation*}
$$

where $\langle v\rangle=\frac{1}{\tilde{\rho}} \int v \rho(x, v, t) d v$ is the local average particle velocity at position $x$. In the overdamped regime particles move according to $\dot{x}=-(2 B / \alpha)(\partial \tilde{\rho} / \partial x)-(1 / \alpha)(\partial W / \partial x)$. The space-velocity density is consequently of the form

$$
\begin{equation*}
\rho(x, v, t)=\delta\left(v+\frac{2 B}{\alpha} \frac{\partial \tilde{\rho}}{\partial x}+\frac{1}{\alpha} \frac{\partial W}{\partial x}\right) \tilde{\rho}(x, t), \tag{24}
\end{equation*}
$$

where $\delta(\cdots)$ stands for Dirac's delta function. Inserting (24) into (23) yields

$$
\begin{equation*}
\frac{\partial \tilde{\rho}}{\partial t}=D \frac{\partial^{2} \tilde{\rho}^{2}}{\partial x^{2}}+\frac{\partial}{\partial x}\left(\frac{\partial U}{\partial x} \tilde{\rho}\right) \tag{25}
\end{equation*}
$$

which has the same form as Eq. (13), with $D=B / \alpha$ and $U=$ $W / \alpha$.

## D. Revisiting the NLFPE $\boldsymbol{H}$ theorem

The force due to interactions, $-2 B(\partial \tilde{\rho} / \partial x)$, is a conservative force that can be regarded as arising from the potential function $\phi(x)=2 B \tilde{\rho}$. Recalling the interparticle potential $V\left(x_{1}, x_{2}\right)=-2 B \delta\left(x_{1}, x_{2}\right)$, it is plain that the potential function $\phi(x)$ is just the total potential function that one particle feels in the field generated by the rest of the particles in the system, $\phi(x)=\int V\left(x, x^{\prime}\right) d x^{\prime}$. Now, in order to determine the potential energy $\Omega$ (due to the interactions) corresponding to a spatial configuration $\tilde{\rho}(x)$, we can follow the standard procedure of building $\tilde{\rho}$ incrementally, bringing successive layers $d \tilde{\rho}^{*}$ of matter "from infinity,"

$$
\begin{equation*}
d \Omega=\int\left[2 B \tilde{\rho}^{*}(x) d \tilde{\rho}^{*}(x)\right] d x \tag{26}
\end{equation*}
$$

yielding

$$
\begin{equation*}
\Omega=2 B \int\left[\int_{0}^{\tilde{\rho}} \tilde{\rho}^{*} d \tilde{\rho}^{*}\right] d x=B \int \tilde{\rho}^{2}(x) d x \tag{27}
\end{equation*}
$$

In our system, besides $\Omega$, we have another contribution to the total potential energy, due to the external potential,

$$
\begin{equation*}
\langle W\rangle=\int \tilde{\rho} W d x \tag{28}
\end{equation*}
$$

The total potential energy, with both contributions from the interactions between particles and to the external confining potential, is then

$$
\begin{equation*}
E_{\mathrm{pot}}=\Omega+\langle W\rangle=B \int \tilde{\rho}^{2}(x) d x+\int \tilde{\rho} W d x \tag{29}
\end{equation*}
$$

In the overdamped regime the $N$-particle system always moves downhill in the potential energy landscape:

$$
\begin{equation*}
\frac{d E_{\mathrm{pot}}}{d t} \leqslant 0 \tag{30}
\end{equation*}
$$

This inequality can be recast in the equivalent form,

$$
\begin{equation*}
\frac{d}{d t}\left[D S_{2}[\tilde{\rho}]-\langle U\rangle\right] \geqslant 0, \tag{31}
\end{equation*}
$$

which constitutes a particular case of the (generalized freeenergy) $H$ theorem found in Ref. [22], and can be proven directly from the NLFPE given by (25).

## IV. EXACT TIME-DEPENDENT ANALYTICAL SOLUTIONS: THE $q$ GAUSSIAN ANSATZ

We consider a harmonic confining potential

$$
\begin{equation*}
W=\frac{1}{2} C x^{2}, \tag{32}
\end{equation*}
$$

with $C>0$, and the $q$-Gaussian ansatz,

$$
\begin{align*}
\rho(x, v, t)= & \rho_{0}\left[1-\left(1-q^{\prime}\right)\left(\beta_{x x}\left(x-x_{0}\right)^{2}\right.\right. \\
& \left.\left.+2 \beta_{x v}\left(x-x_{0}\right)\left(v-v_{0}\right)+\beta_{v v}\left(v-v_{0}\right)^{2}\right)\right]_{+}^{\frac{1}{1-q^{\prime}}} \tag{33}
\end{align*}
$$

where $\rho_{0}, \beta_{x x}, \beta_{x v}, \beta_{v v}, x_{0}$, and $v_{0}$ are time-dependent parameters and $q^{\prime}=-1$. To have a physically sensible (that is, normalizable) distribution the parameters appearing in (33) must comply with the constraints $\beta_{x x}, \beta_{v v}>0$, and $\Delta=$ $\beta_{x x} \beta_{v v}-\beta_{x v}^{2}>0$. Under these conditions the curves of constant density in the $(x v)$ plane are ellipses, and the distribution (33) has a finite norm. The spatial density $\tilde{\rho}(x, t)$, obtained after integrating the space-velocity distribution (33) over all velocities, is
$\tilde{\rho}(x, t)$

$$
\begin{equation*}
=\rho_{0} \mathcal{N}\left(\beta_{v v}\right)\left[1-\left(1-q^{\prime}\right)\left(\beta_{x x}-\frac{\beta_{x v}^{2}}{\beta_{v v}}\right)\left(x-x_{0}\right)^{2}\right]_{+}^{\frac{1}{1-q^{\prime}}+\frac{1}{2}} \tag{34}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{N}\left(\beta_{v v}\right)=\int_{z_{-}}^{z_{+}} d z\left[1-\left(1-q^{\prime}\right) \beta_{v v} z^{2}\right]^{\frac{1}{1-q^{\prime}}} \tag{35}
\end{equation*}
$$

with $z_{ \pm}= \pm \sqrt{\frac{1}{\left(1-q^{\prime}\right) \beta_{v v}}}$. The spatial density is again a $q$-Gaussian, characterized by the parameter $q^{\prime \prime}$ given by

$$
\begin{equation*}
\frac{1}{1-q^{\prime \prime}}=\frac{1}{1-q^{\prime}}+\frac{1}{2} \tag{36}
\end{equation*}
$$

The appearance of different interrelated $q$-values when studying one particular system is a feature that has been observed in various applications of the $q$-thermostatistics. These $q$-values are related with each other by a set of transformations [of which (36) is a particular instance] that has been discussed in detail in Refs. [52-54]. Another scenario with multiple $q$-values is discussed in Ref. [55].

For $q^{\prime}=-1$ one has that $q^{\prime \prime}=0$, and (34) reduces to

$$
\begin{equation*}
\tilde{\rho}(x, t)=\frac{\pi}{2 \sqrt{2}} \frac{\rho_{0}}{\sqrt{\beta_{v v}}}\left[1-2\left(\beta_{x x}-\frac{\beta_{x v}^{2}}{\beta_{v v}}\right)\left(x-x_{0}\right)^{2}\right]_{+} . \tag{37}
\end{equation*}
$$

The above spatial density has the shape of an inverted parabola, and vanishes for $\left|x-x_{0}\right| \geqslant 1 /\left(2 \beta_{v v} \Delta\right)$. The density (37) shares the parabolic form exhibited by the time-dependent solution of the NLFPE discussed in Ref. [10], although the detailed dynamics governing the former is different from the one associated with the latter. Indeed, the evolution of $\tilde{\rho}(x, t)$ arises from a Vlasov dynamics incorporating inertial effects, which are not included in the NLFPE description. Note that the spatial density is a $q$-Gaussian with a $q$-value $(q=0)$ different
from the one corresponding to the space-velocity distribution. The norm $N$ (total number of particles in the system) is

$$
\begin{align*}
N & =\iint \rho(x, v, t) d x d v=\int \tilde{\rho}(x, t) d x \\
& =\frac{\pi \rho_{0}}{3 \sqrt{\beta_{x x} \beta_{v v}-\beta_{x v}^{2}}} \tag{38}
\end{align*}
$$

Inserting the spatial density (37) within the Vlasov equation (16) one gets

$$
\begin{align*}
\frac{\partial \rho}{\partial t}= & -\frac{\partial}{\partial v}\left(\frac{2 B R}{m}\left(x-x_{0}\right) \rho\right)+\frac{\partial}{\partial v}\left(\frac{C}{m} x \rho\right) \\
& +\frac{\partial}{\partial v}\left(\frac{\alpha}{m} v \rho\right)-\frac{\partial}{\partial x}(v \rho) \tag{39}
\end{align*}
$$

with $R=\sqrt{2} \pi \frac{\rho_{0}}{\sqrt{\beta_{v v}}}\left(\beta_{x x}-\frac{\beta_{x v}^{2}}{\beta_{v v}}\right)$.
It can be verified after some computations that the ansatz (33) constitutes a time-dependent solution of the Vlasov equation (16), provided that the set of parameters appearing in (33) obey the set of coupled ordinary differential equations,

$$
\begin{align*}
\dot{\rho}_{0} & =a \rho_{0} \\
\dot{x}_{0} & =v_{0}  \tag{40}\\
\dot{v}_{0} & =-\frac{C}{m} x_{0}-a v_{0}
\end{align*}
$$

and

$$
\begin{align*}
& \dot{\beta}_{x x}=2 b \beta_{x v} \\
& \dot{\beta}_{x v}=-\beta_{x x}+a \beta_{x v}+b \beta_{v v}  \tag{41}\\
& \dot{\beta}_{v v}=-2 \beta_{x v}+2 a \beta_{v v}
\end{align*}
$$

where

$$
\begin{align*}
a & =\alpha / m \\
b & =\frac{C}{m}-2 \sqrt{2} \pi \frac{B \rho_{0}}{m \sqrt{\beta_{v v}}}\left(\beta_{x x}-\frac{\beta_{x v}^{2}}{\beta_{v v}}\right) \tag{42}
\end{align*}
$$

The first equation in (40) can be integrated immediately yielding $\rho_{0}(t)=\rho_{0 i} \exp (\alpha t / m)$. It transpires from the second and third equations in (40) that the center $\left(x_{0}, v_{0}\right)$ of the $q$-Gaussian solution evolves according to the equations of motion of a one-dimensional damped harmonic oscillator. For large $t$ one has $x_{0} \rightarrow 0$ and $v_{0} \rightarrow 0$.

It follows from (41) that $d \Delta / d t=2 a \Delta$, and $\Delta=$ $\Delta_{0} \exp (2 a t)$. This implies that, if the conditions that the parameters $\beta_{x x}, \beta_{v v}$, and $\beta_{x v}$ have to satisfy for normalizability are satisfied at the initial time, these conditions are also satisfied at all later times: they are preserved by the equations of motion (40)-(41). The already mentioned time dependences of $\rho_{0}$ and $\Delta$, combined with the expression (38) for the norm $N$, imply that $N$ is a constant of motion, as expected. The spatial density $\tilde{\rho}(x, t)$ associated with the time-dependent $q$-Gausian solution evolves asymptotically towards a stationary one, given by the variational principle (22), which corresponds to a minimum of the potential energy functional $E_{\text {pot }}$ given in (29). It can be verified after some algebra that the relationship that the parameters appearing in (37) have to satisfy for stationarity (that is, for the minimum of $E_{\mathrm{pot}}$ ) correspond to $b=0$ [that is, the right-hand-side of the second equation in (42) vanishes]. From


FIG. 1. The quotient $g(t) / g(0)$, where $g(t)=\beta_{v v} \exp (-2 a t)$ [see Eq. (46)] and $g(0)$ stands for the initial value of $g(t)$, is plotted against time, for $a=1, B=1, m=1, C=1, \rho_{0, i}=1$, and $\Delta_{0}=(\pi / 3)^{2}$. The quantity $g(t) / g(0)$ is dimensionless, and time is measured in units of $a^{-1}$.
the asymptotic condition $b=0$ it follows that the asymptotic behavior of $\beta_{v v}$ is given by $\beta_{v v} \approx \beta_{v v}^{(l)} \exp [2 a t]$, where $\beta_{v v}^{(l)}$ is an appropriate constant characterizing the behavior of $\beta_{v v}$ at large times. These asymptotic relations satisfied by $b$ and $\beta_{v v}$ imply, in turn, that

$$
\begin{equation*}
\beta_{v v}^{(l)}=\left[\frac{2 \sqrt{2} \pi B \rho_{0, i} \Delta_{0}}{C}\right]^{\frac{2}{3}} \tag{43}
\end{equation*}
$$

The asymptotic, stationary spatial density is then given by

$$
\begin{equation*}
\tilde{\rho}(x)=\frac{\pi}{2 \sqrt{2}} \frac{\rho_{0, i}}{\sqrt{\beta_{v v}^{(l)}}}\left[1-2\left(\frac{\Delta_{0}}{\beta_{v v}^{(l)}}\right) x^{2}\right]_{+} . \tag{44}
\end{equation*}
$$

Some features of the dynamics of the system under consideration are illustrated in Figs. 1-3. The results depicted in these figures correspond to values of the system's parameters given by $a=1, B=1, m=1, C=1, \rho_{0, i}=1$, and $\Delta_{0}=(\pi / 3)^{2}$. The time evolution of the quantity $g(t) / g(0)$ [see Eq. (46)] is shown in Fig. 1. We can see that this quantity exhibits an initial oscillatory behavior, with the amplitude of the oscillations decreasing with time. For large times, $g(t) / g(0)$ approaches a constant asymptotic value. The evolution of the quantities $\beta_{x x}$ and $\beta_{v v}$ is given in Fig. 2. As shown in the inset on the left of Fig. 2, the quantity $\beta_{x x}$ stays always positive. The same happens with $\beta_{v v}$ (see the right part of Fig. 2) consistently with the fact that the quantity $\Delta=\beta_{x x} \beta_{v v}-\beta_{x v}^{2}$ is also always positive, as required for the normalizability of the space-velocity density (33). The scaled spatial density $\sqrt{g(t)} \tilde{\rho}(x)$ is depicted in Fig. 3, as a function of the scaled and centered spatial variable $\left[x-x_{0}(t)\right] / \sqrt{g(t)}$. The shape of the scaled spatial density as a function of $\left[x-x_{0}(t)\right] / \sqrt{g(t)}$ is constant in time.

To get a better understanding of the nonstationary regime associated with the evolution equations (41), it is convenient to recast those equations as a second-order ordinary differential equation in $\beta_{v v}$. We first take the time derivative of the third equation in (41). In the right-hand side of the resulting equation we substitute $\dot{\beta}_{x v}$ by the expression in the right-hand side of the second equation in (41). In the equation resulting from this


FIG. 2. Plots of $\beta_{x x}(t)$ against time (a) and $\beta_{v v}(t)$ against time (b). The values of the physical parameters characterizing the system are the same as those detailed in the caption of Fig. 1. The quantity $\beta_{x x}$ is measured in units of $\left[\frac{m a^{2}}{B}\right]^{2 / 3}, \beta_{v v}$ in units of $\left[\frac{m}{B a}\right]^{2 / 3}$, and time in units of $a^{-1}$.
substitution we replace $\beta_{x x}$ by $\left(\Delta+\beta_{x v}^{2}\right) / \beta_{v v}$. Finally, we use the third equation in (41) again, now in order to substitute $\beta_{x v}$ by an expression involving only $\beta_{v v}$ and $\dot{\beta}_{v v}$. These steps lead to the equation

$$
\begin{equation*}
\ddot{\beta}_{v v}=\frac{2 \Delta}{\beta_{v v}}+a \dot{\beta}_{v v}+\frac{\dot{\beta}_{v v}^{2}}{2 \beta_{v v}}-\frac{2 C}{m} \beta_{v v}+4 \sqrt{2} \pi \frac{B \rho_{0} \Delta}{m \beta_{v v}^{1 / 2}} \tag{45}
\end{equation*}
$$

The previously determined asymptotic behavior for large times, $\beta_{v v} \approx \beta_{v v}^{(l)} \exp (2 a t)$, suggests to reformulate (45) in terms of the ansatz:

$$
\begin{equation*}
\beta_{v v}=g(t) \exp (2 a t) \tag{46}
\end{equation*}
$$

After some calculations one then obtains the following evolution equation for $g(t)$ :

$$
\begin{align*}
\ddot{g}= & \frac{2 \Delta_{0}}{g} \exp (-2 a t)-a \dot{g}+\frac{\dot{g}^{2}}{2 g}-\frac{2 C}{m} g \\
& +4 \sqrt{2} \pi \frac{B \rho_{0, i} \Delta_{0}}{m g^{1 / 2}} \tag{47}
\end{align*}
$$



FIG. 3. Plot of the scaled spatial density $\sqrt{g(t)} \tilde{\rho}(x)$ as a function of the scaled and centered spatial variable $\left[x-x_{0}(t)\right] / \sqrt{g(t)}$. The scaled density $\sqrt{g} \tilde{\rho}$ is measured in units of $\left[\frac{m^{2} a}{B^{2}}\right]^{1 / 3}$ and the spatial coordinate $\left[x-x_{0}(t)\right] / \sqrt{g}$ in units of $\left[\frac{B^{2}}{m^{2} a}\right]^{1 / 3}$.

In order to interpret this equation of motion it is convenient to make the change of variables $z=\sqrt{g}$, yielding

$$
\begin{equation*}
\ddot{z}=\frac{\Delta_{0}}{z^{3}} \exp (-2 a t)-\frac{C}{m} z+2 \sqrt{2} \pi \frac{B \rho_{0, i} \Delta_{0}}{m z^{2}}-a \dot{z} \tag{48}
\end{equation*}
$$

We see that the equation of motion of $z$ can be written as $\ddot{z}=-\frac{\partial \Phi}{\partial z}-a \dot{z}$, with

$$
\begin{equation*}
\Phi(z, t)=\frac{\Delta_{0}}{2 z^{2}} \exp (-2 a t)+\frac{C}{2 m} z^{2}+2 \sqrt{2} \pi \frac{B \rho_{0, i} \Delta_{0}}{m z} \tag{49}
\end{equation*}
$$

The equation of motion for $z$ is formally equivalent to the equation of motion of a particle of unit mass moving in one spatial dimension under the time-dependent potential $\Phi(z, t)$ and the drag force $-a \dot{z}$. The energy of this particle, $\epsilon=$ $\frac{1}{2} \dot{z}^{2}+\Phi(z, t)$, decreases monotonically in time, since $d \epsilon / d t=$ $-\frac{a \Delta_{0}}{z^{2}} \exp (-2 a t)-a \dot{z}^{2}<0$. Consequently, at large times the value of $z$ tends towards the minimum of $\Phi$, which is at $z_{m}=\left(2 \sqrt{2} \pi B \rho_{0, i} \Delta_{0} / C\right)^{1 / 3}$, corresponding to the stationary value $\left[\beta_{v v}^{(l)}\right]^{1 / 2}$.

## V. CONSERVATIVE DYNAMICS

Of special interest is the system obtained when $\alpha=0$, corresponding to vanishing drag, which describes a conservative $N$-particle system. In this case we have that $\Delta=\Delta_{0}=$ const and $\rho_{0}=\rho_{0, i}=$ const. The equations of motion associated with the $q$-Gaussian solution are

$$
\begin{align*}
& \dot{x}_{0}=v_{0}  \tag{50}\\
& \dot{v}_{0}=-\frac{C}{m} x_{0}
\end{align*}
$$

and

$$
\begin{align*}
& \dot{\beta}_{x x}=2 b \beta_{x v} \\
& \dot{\beta}_{x v}=-\beta_{x x}+b \beta_{v v} \\
& \dot{\beta}_{v v}=-2 \beta_{x v} \tag{51}
\end{align*}
$$

The first set of equations corresponds to a one-dimensional (conservative) harmonic oscillator. The equations of motion



FIG. 4. Plot of $\beta_{x x}$ against $\beta_{v v}$ (a) and $\beta_{x v}$ against $\beta_{v v}$ (b) along one orbit of the conservative system ( $a=0$ ), with the other physical parameters characterizing the system being the same as in Fig. 1. The quantity $\beta_{v v}$ is measured in units of $\left[\frac{m^{3}}{B^{2} C}\right]^{1 / 3}, \beta_{x x}$ is measured in units of $\left[\frac{C}{B}\right]^{2 / 3}$, and $\beta_{x v}$ in units of $\sqrt{m / C}[C / B]^{2 / 3}$.
for the $\beta$-parameters also describe a conservative dynamical system in the three-dimensional phase space with coordinates $\beta_{x x}, \beta_{x v}$, and $\beta_{v v}$. Indeed, if one rewrites the equations of motion (51) in a vectorial form, $d \vec{\beta} / d t=\vec{G}(\vec{\beta})$, where the $\vec{\beta}$ and $\vec{G}$ are, respectively, vectors with components ( $\beta_{x x}, \beta_{x v}, \beta_{v v}$ ) and $\left(2 b \beta_{x v},-\beta_{x x}+b \beta_{v v},-2 \beta_{x v}\right)$, it is plain that $\nabla_{\beta} \cdot G=0$, where $\vec{\nabla}_{\beta}=\left(\partial / \partial \beta_{x x}, \partial / \partial \beta_{x v}, \partial / \partial \beta_{v v}\right)$ is the $\vec{\nabla}$-operator in the $\beta$-space. In other words, the dynamics given by (51) preserves the phase-space volume in $\beta$-space. Combining the first and the third equations in (51) one finds $\dot{\beta}_{x x}+b \dot{\beta}_{v v}=0$, from which it follows that $\frac{d}{d t}\left(\beta_{x x}+b_{1} \beta_{v v}+2 b_{2} \beta_{v v}^{-1 / 2}\right)=0$, where $b_{1}=C / m$ and $b_{2}=2 \sqrt{2} \pi \frac{B \rho_{0}}{m} \Delta_{0}$. This means that, besides the integral of motion $\Delta=\beta_{x x} \beta_{v v}-\beta_{x v}^{2}$, the system (51) has a second integral of motion:

$$
\begin{equation*}
\Lambda=\beta_{x x}+\frac{C}{m} \beta_{v v}+4 \sqrt{2} \pi \frac{B \rho_{0}}{m}\left(\beta_{x x} \beta_{v v}-\beta_{x v}^{2}\right) \beta_{v v}^{-1 / 2} . \tag{52}
\end{equation*}
$$

The equations of motion (51) in $\beta$-space can be explicitly recast in terms of the integrals $\Lambda$ and $\Delta$,

$$
\begin{equation*}
\frac{d \vec{\beta}}{d t}=\left(\vec{\nabla}_{\beta} \Lambda\right) \times\left(\vec{\nabla}_{\beta} \Delta\right), \tag{53}
\end{equation*}
$$

which means that the evolution equations for the $\beta$-parameters actually constitute a Nambu system $[56,57]$ with invariants $\Lambda(\vec{\beta})$ and $\Delta(\vec{\beta})$.

The time evolution of the quantities $\beta_{x x}, \beta_{x v}$, and $\beta_{v v}$ in the conservative regime is illustrated in Figs. 4 and 5, where the periodic oscillatory behavior of these variables is clearly appreciable. The effective potential $\Phi(z)$ associated with the conservative regime is plotted in Fig. 6.

The conservative regime can also be analyzed using Eqs. (48) and (49), with $a=0$. The equation of motion for the variable $z=\sqrt{\beta_{v v}}$ then formally corresponds to a particle of unit mass moving in one spatial dimension under the (time-independent) potential

$$
\begin{equation*}
\Phi(z)=\frac{C}{2 m} z^{2}+2 \sqrt{2} \pi \frac{B \rho_{0} \Delta}{m z} . \tag{54}
\end{equation*}
$$

The corresponding energy $\epsilon=\frac{1}{2} \dot{z}^{2}+\Phi(z)$ is now conserved, and $z(t)$ exhibits an oscillatory behavior around the minimum of the potential located at $z_{m}=\left(2 \sqrt{2} \pi B \rho_{0, i} \Delta_{0} / C\right)^{1 / 3}$. This, in turn, implies an oscillatory behavior for $\beta_{v v}, \beta_{x v}$, and $\beta_{x x}$. It can be verified, after some algebra, that $\epsilon=\frac{\beta_{x x}}{2}+$ $\frac{C \beta_{v v}}{2 m}+2 \sqrt{2} \pi \frac{B \rho_{0} \Delta}{m \beta_{v v}^{1 / 2}}=\frac{\Lambda}{2}$. Therefore, the conserved quantity $\epsilon$ is proportional to the integration constant $\Lambda$ that we have previously found. The conserved quantity $\epsilon$, although formally




FIG. 5. Plots of $\beta_{x x}$ (a), $\beta_{v v}$ (b), and $\beta_{x v}$ (c), against time, for the conservative case. The quantity $\beta_{x x}$ is measured in units of $\left[\frac{C}{B}\right]^{2 / 3}, \beta_{v v}$ in units of $\left[\frac{m^{3}}{B^{2} C}\right]^{1 / 3}, \beta_{x v}$ in units of $\sqrt{m / C}[C / B]^{2 / 3}$, and time in units of $\sqrt{m / C}$.


FIG. 6. Plot of the effective potential $\Phi(z)$ given by Eq. (54). The quantities $z$ and $\Phi$ are respectively measured in units of $\left[\frac{m^{3}}{B^{2} C}\right]^{1 / 6}$ and $\left[\frac{C}{B}\right]^{2 / 3}$.
corresponding to the energy associated with the $z(t)$ motion, is not equal to the physical total energy $E$ of our manyparticle system. It is, however, closely related to $E$. The physical energy is given by $E=E_{\mathrm{kin}}+E_{\mathrm{pot}}$, where $E_{\mathrm{kin}}=$ $\frac{m}{2} \int v^{2} \rho(x, v, t) d x d v$ is the total kinetic energy of the manyparticle system, and $E_{\mathrm{pot}}=\Omega+\langle W\rangle$ is the total potential energy [see Eq. (29)]. In terms of the parameters characterizing the $q$-Gaussian solution, one has

$$
\begin{align*}
E_{\mathrm{kin}} & =\frac{\pi \rho_{0} m v_{0}^{2}}{6 \sqrt{\Delta}}+\frac{\pi \rho_{0} m \beta_{x x}}{60 \Delta^{3 / 2}} \\
\Omega & =\frac{\pi^{2} \sqrt{2}}{15} \frac{\rho_{0}^{2} B}{\sqrt{\beta_{v v} \Delta}}  \tag{55}\\
\langle W\rangle & =\frac{\pi \rho_{0} C x_{0}^{2}}{6 \sqrt{\Delta}}+\frac{\pi \rho_{0} C \beta_{v v}}{60 \Delta^{3 / 2}}
\end{align*}
$$

and the total energy is

$$
\begin{equation*}
E=N\left(\frac{m}{2} v_{0}^{2}+\frac{C}{2} x_{0}^{2}\right)+\frac{N m \Lambda}{15 \Delta} \tag{56}
\end{equation*}
$$

where $N=\pi \rho_{0} / 3 \sqrt{\Delta}$ is the total number of particles of the system [see (38)]. The first term in (56) constitutes the contribution to the total energy due to the position and motion of the center of mass of the system, while the second term $E_{\mathrm{int}}=\frac{N m \Lambda}{15 \Delta}$ is the energy associated with the internal configuration and motion of the system. We see that the internal energy can be expressed in terms of the integration constants $\Lambda$ and $\Delta$.

The equations of motion (50) and (51) admit a stationary solution corresponding to $x_{0}=0, v_{0}=0, \beta_{x v}=0$, and $\beta_{x x}=$ $b \beta_{v v}$. The corresponding stationary solution of the Vlasov equation is then

$$
\begin{equation*}
\rho_{\mathrm{st}}(x, v)=\rho_{0}\left\{1-4 \beta_{v v}\left[\frac{v^{2}}{2}+\phi_{\mathrm{sp}}(x)\right]\right\}_{+} \tag{57}
\end{equation*}
$$

where

$$
\begin{equation*}
\phi_{\mathrm{sp}}(x)=\left[\frac{1}{2} \frac{C}{m}-\sqrt{2} \pi \frac{B \rho_{0}}{m \sqrt{\beta_{v v}}} \beta_{x x}\right] x^{2} \tag{58}
\end{equation*}
$$

is the potential field (per unit mass) experienced by one single particle of the system (the subindex "sp" stands for "single particle"). The first term within the square bracket in the right-hand side of (58) corresponds to the contribution to $\phi_{\text {sp }}(x)$ due to the external confining potential, while the second term arises from the interaction of the test particle with the rest of the particles of the system. We see that the stationary space-velocity distribution depends on the $(x, v)$ variables only through the single-particle energy per unit mass, $\varepsilon=\frac{v^{2}}{2}+\phi_{\mathrm{sp}}(x)$, which is an integral of motion of the individual particles. This is in agreement with Jean's theorem [35], which states that stationary solutions of the Vlasov equation depend on the space-velocity variables only through integrals of motion of the individual particles. It is worth mentioning that the stationary space-velocity density actually has a $q$-exponential dependence on the single-particle energy, $\rho_{\mathrm{st}}=\rho_{0}\left[1-\left(1-q^{\prime}\right) 2 \beta_{v v} \varepsilon\right]_{+}^{1 /\left(1-q^{\prime}\right)}$, with $q^{\prime}=-1$.

## VI. CONCLUSIONS

We have investigated the main properties of a Vlasov dynamics arising from the incorporation of inertial effects to a many-body system described by a nonlinear Fokker-Planck equation. The nonlinear Fokker-Planck equation with a powerlaw nonlinearity in the diffusion term describes a system of particles interacting via short-range forces and moving, in an overdamped regime, under the effects of an external confining potential. By including inertial effects, the nonlinear Fokker-Planck dynamics governing the evolution of the space distribution of particles becomes embedded within a Vlasov dynamics governing the space-velocity distribution of particles. This Vlasov dynamics leads to a reinterpretation of the $H$ theorem satisfied by the nonlinear Fokker-Planck equation. The free-energy-like quantity associated with these $H$ theorems coincides with the total potential energy of the many-body system under consideration, which comprises two terms: one associated with the interaction between the particles, and the other one associated with the external confining potential. The first term corresponds to the (generalized) entropic functional appearing in the aforementioned free-energy-like quantity. We have obtained a family of exact, analytical time-dependent solutions for the Vlasov equation exhibiting the form of time-dependent $q$-Gaussian space-velocity densities. These solutions involve two $q$-values related by a simple equation. One $q$-value characterizes the space-velocity distribution and the other one the (velocity-integrated) spatial density. The occurrence of more than one, interrelated, $q$-values is a pattern also observed in other applications of the $S_{q}$ thermostatistics [54,55].

Research conducted in recent years indicates that the $S_{q}$ thermostatistics helps to understand the thermodynamics of confined, interacting particles under the effect of drag forces in the overdamped limit $[16,32,33]$. Important applications, such as the study of vortices in type II superconductors [7,10], attest to that. The main aim of the present effort was to relax the overdamped motion assumption in order to incorporate inertial effects within the aforementioned scenarios. These developments enlarge the range of possible applications of the $S_{q}$ thermostatistical approach to other systems of confined particles affected by drag forces. This is specially relevant
for systems constituted by particles that, unlike the type II superconducer vortices, have finite (nonvanishing) mass. Interesting candidates for future applications are systems of particles interacting via Yukawa potentials, used for modeling dusty and complex plasmas [58-62].
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