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Abstract. In this paper we study a one phase free boundary problem for the p(x)-Laplacian with
non-zero right hand side. We prove that the free boundary of a weak solution is a C1,α surface in
a neighborhood of every “flat” free boundary point. We also obtain further regularity results on
the free boundary, under further regularity assumptions on the data. We apply these results to
limit functions of an inhomogeneous singular perturbation problem for the p(x)-Laplacian that we
studied in [25].

1. Introduction

In this paper we study the following inhomogeneous free boundary problem for the p(x)-Laplacian:
u ≥ 0 and

(P (f, p, λ∗))

{
∆p(x)u := div(|∇u(x)|p(x)−2∇u) = f in {u > 0}
u = 0, |∇u| = λ∗(x) on ∂{u > 0}.

The p(x)-Laplacian serves as a model for a stationary non-newtonian fluid with properties de-
pending on the point in the region where it moves. For example, such a situation corresponds to
an electrorheological fluid. These are fluids such that their properties depend on the magnitude of
the electric field applied to it. In some cases, fluid and Maxwell’s equations become uncoupled and
a single equation for the p(x)-Laplacian appears (see [33]).

The free boundary problem P (f, p, λ∗) appears, for instance, in the limit of a singular perturba-
tion problem that may model high activation energy deflagration flames in a fluid with electromag-
netic sensitivity (see [25]). When p(x) ≡ 2 (in which case the p(x)-Laplacian coincides with the
Laplacian) this singular perturbation problem was introduced by Zeldovich and Frank-Kamenetski
in order to model these kind of flames in [37]. In this latter case, the right hand side f may come
from nonlocal effects as well as from external sources (see [23]).

The free boundary problem considered in this paper also appears in an inhomogeneous min-
imization problem that we study in [26] where we prove that minimizers are weak solutions to
P (f, p, λ∗).

In the present article we prove that the free boundary ∂{u > 0} —with u a weak solution of
P (f, p, λ∗)— is a smooth hypersurface in a neighborhood of every “flat” free boundary point.

Key words and phrases. Free boundary problem, variable exponent spaces, regularity of the free boundary, singular
perturbation, inhomogeneous problem.
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The notion of weak solution used in this paper is such that it also includes the limits of the sin-
gular perturbation problem described above, that we studied in [25], under suitable nondegeneracy
conditions.

More precisely, in the present work we prove that the free boundary of a weak solution to
P (f, p, λ∗) (see Definition 2.2) is a C1,α surface near flat free boundary points (Theorems 4.1, 4.2
and 4.3). As a consequence we get that the free boundary is C1,α in a neighborhood of every point
in the reduced free boundary (Theorem 4.4). We also obtain further regularity results on the free
boundary, under further regularity assumptions on the data (Corollary 4.1).

In the particular situation of the minimization problem mentioned above, we prove in [26] that
the set of singular free boundary points has null HN−1-measure.

The basic ideas we follow in this paper to prove the regularity of the free boundary of a weak
solution were introduced by Alt and Caffarelli in the seminal paper [1], where the case of distri-
butional weak solutions of P (f, p, λ∗) with p(x) ≡ 2 and f ≡ 0 was studied. The treatment of
a quasilinear equation was first done in [2] for the uniformly elliptic case. Then, the p-Laplacian
(p(x) ≡ p) was treated in [8]. The main difference being that a control of |∇u| from below close to
the free boundary is needed in order to be able to work with linear equations with the ideas of [2].
Both [2] and [8] deal with minimizers that are weak solutions in the stronger sense of [1]. A notion
of weak solution similar to the one in the present paper was first considered in [29]. The case of a
variable power p(x) was considered in [16] still for minimizers and in the homogeneous case f ≡ 0.
The linear inhomogeneous case was treated in [18] and [21] for minimizers.

We point out that the regularity of the free boundary for the inhomogeneous problem f 6≡ 0 had
not been obtained even in the case of p(x) ≡ p.

For other references related to the free boundary problem under consideration in this paper we
would like to refer the reader to [3], [4], [5], [9], [10], [11], [27], [28], [30], [31], [32], [34], [35] and
the references therein. This list is by no means exhaustive.

An outline of the paper is as follows: in Section 2 we define the notion of weak solution to the
free boundary problem P (f, p, λ∗) and we derive some properties of weak solutions. In Section 3
we study the behavior of weak solutions to the free boundary problem P (f, p, λ∗) near “flat” free
boundary points. In Section 4 we study the regularity of the free boundary for weak solutions to
the free boundary problem P (f, p, λ∗). In Section 5 we present an application of these results to
limit functions of the singular perturbation problem that we studied in [25]. Our results apply to
limit functions satisfying suitable conditions that are fulfilled, for instance, under the situation we
considered in [26].

1.1. Preliminaries on Lebesgue and Sobolev spaces with variable exponent. Let p : Ω→
[1,∞) be a measurable bounded function, called a variable exponent on Ω and denote pmax =

esssup p(x) and pmin = essinf p(x). We define the variable exponent Lebesgue space Lp(·)(Ω) to

consist of all measurable functions u : Ω → R for which the modular %p(·)(u) =
∫

Ω |u(x)|p(x) dx is
finite. We define the Luxemburg norm on this space by

‖u‖Lp(·)(Ω) = ‖u‖p(·) = inf{λ > 0 : %p(·)(u/λ) ≤ 1}.

This norm makes Lp(·)(Ω) a Banach space.
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There holds the following relation between %p(·)(u) and ‖u‖Lp(·) :

min
{(∫

Ω
|u|p(x) dx

)1/pmin

,
(∫

Ω
|u|p(x) dx

)1/pmax
}
≤ ‖u‖Lp(·)(Ω)

≤ max
{(∫

Ω
|u|p(x) dx

)1/pmin

,
(∫

Ω
|u|p(x) dx

)1/pmax
}
.

Moreover, the dual of Lp(·)(Ω) is Lp
′(·)(Ω) with 1

p(x) + 1
p′(x) = 1.

Let W 1,p(·)(Ω) denote the space of measurable functions u such that u and the distributional

derivative ∇u are in Lp(·)(Ω). The norm

‖u‖1,p(·) := ‖u‖p(·) + ‖|∇u|‖p(·)
makes W 1,p(·) a Banach space.

The space W
1,p(·)
0 (Ω) is defined as the closure of the C∞0 (Ω) in W 1,p(·)(Ω).

For more about these spaces, see [12, 20] and the references therein.

1.2. Preliminaries on solutions to p(x)-Laplacian. Let p(x) be as above and let g ∈ L∞(Ω).
We say that u is a solution to

∆p(x)u = g(x) in Ω

if u ∈W 1,p(·)(Ω) and, for every ϕ ∈W 1,p(·)
0 (Ω), there holds that∫

Ω
|∇u(x)|p(x)−2∇u · ∇ϕdx = −

∫
Ω
ϕg(x) dx.

Under the assumptions of the present paper (see 1.3 below) it follows from [36] that u ∈ L∞loc(Ω).

For any x ∈ Ω, ξ, η ∈ RN fixed we have the following inequalities

|η − ξ|p(x) ≤ C(|η|p(x)−2η − |ξ|p(x)−2ξ)(η − ξ) if p(x) ≥ 2,

|η − ξ|2
(
|η|+ |ξ|

)p(x)−2
≤ C(|η|p(x)−2η − |ξ|p(x)−2ξ)(η − ξ) if p(x) < 2.

These inequalities imply that the function A(x, ξ) = |ξ|p(x)−2ξ is strictly monotone. Then, the
comparison principle for the p(x)-Laplacian holds since it follows from the monotonicity of A(x, ξ).

1.3. Assumptions. Throughout the paper we let Ω ⊂ RN be a domain.

Assumptions on p(x). We assume that the function p(x) verifies

(1.1) 1 < pmin ≤ p(x) ≤ pmax <∞, x ∈ Ω.

Unless otherwise stated, we assume that p(x) is Lipschitz continuous in Ω. In some results we
assume further that p ∈W 1,∞(Ω) ∩W 2,q(Ω).

Assumptions on λ∗(x). We assume that the function λ∗ is continuous in Ω and verifies

(1.2) 0 < λmin ≤ λ∗(x) ≤ λmax <∞, x ∈ Ω.

In our main results λ∗(x) is Hölder continuous in Ω.

Assumptions on f(x). We assume that f ∈ L∞(Ω). In some results we assume further that
f ∈W 1,q(Ω).
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1.4. Notation.

• N spatial dimension
• Ω ∩ ∂{u > 0} free boundary
• |S| N -dimensional Lebesgue measure of the set S
• HN−1 (N − 1)-dimensional Hausdorff measure
• Br(x0) open ball of radius r and center x0

• Br open ball of radius r and center 0
• B+

r = Br ∩ {xN > 0}, B−r = Br ∩ {xN < 0}
• B′r(x0) open ball of radius r and center x0 in RN−1

• B′r open ball of radius r and center 0 in RN−1

• –
∫
–Br(x0) u = 1

|Br(x0)|
∫
Br(x0) u dx

• –
∫
–∂Br(x0) u = 1

HN−1(∂Br(x0))

∫
∂Br(x0) u dH

N−1

• χS characteristic function of the set S
• u+ = max(u, 0), u− = max(−u, 0)
• 〈 ξ , η 〉 and ξ · η both denote scalar product in RN

2. Weak solutions to the free boundary problem P (f, p, λ∗)

In this section we define the notion of weak solution to the free boundary problem P (f, p, λ∗).
We also derive some properties of the weak solutions to problem P (f, p, λ∗), which will be used

in the next sections, where a theory for the regularity of the free boundary for weak solutions will
be developed.

In all the results of this section p(x) will be a Lipschitz continuous function.
We first need

Definition 2.1. Let u be a continuous and nonnegative function in a domain Ω ⊂ RN . We say
that ν is the exterior unit normal to the free boundary Ω∩ ∂{u > 0} at a point x0 ∈ Ω∩ ∂{u > 0}
in the measure theoretic sense, if ν ∈ RN , |ν| = 1 and

(2.1) lim
r→0

1

rN

∫
Br(x0)

|χ{u>0} − χ{x / 〈x−x0,ν〉<0}| dx = 0.

Then we have

Definition 2.2. Let Ω ⊂ RN be a domain. Let p be a measurable function in Ω with 1 < pmin ≤
p(x) ≤ pmax < ∞, λ∗ continuous in Ω with 0 < λmin ≤ λ∗(x) ≤ λmax < ∞ and f ∈ L∞(Ω). We
call u a weak solution of P (f, p, λ∗) in Ω if

(1) u is continuous and nonnegative in Ω, u ∈W 1,p(·)(Ω) and ∆p(x)u = f in Ω ∩ {u > 0}.
(2) For D ⊂⊂ Ω there are constants cmin = cmin(D), Cmax = Cmax(D), r0 = r0(D), 0 < cmin ≤

Cmax, r0 > 0, such that for balls Br(x) ⊂ D with x ∈ ∂{u > 0} and 0 < r ≤ r0

cmin ≤
1

r
sup
Br(x)

u ≤ Cmax.

(3) For HN−1 a.e. x0 ∈ ∂red{u > 0} (this is, for HN−1-almost every point x0 ∈ Ω ∩ ∂{u > 0}
such that Ω ∩ ∂{u > 0} has an exterior unit normal ν(x0) in the measure theoretic sense)
u has the asymptotic development

(2.2) u(x) = λ∗(x0)〈x− x0, ν(x0)〉− + o(|x− x0|).
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(4) For every x0 ∈ Ω ∩ ∂{u > 0},
lim sup
x→x0
u(x)>0

|∇u(x)| ≤ λ∗(x0).

If there is a ball B ⊂ {u = 0} touching Ω ∩ ∂{u > 0} at x0 then,

lim sup
x→x0
u(x)>0

u(x)

dist(x,B)
≥ λ∗(x0).

Definition 2.3. Let v be a continuous nonnegative function in a domain Ω ⊂ RN . We say that
v is nondegenerate at a point x0 ∈ Ω ∩ {v = 0} if there exist c > 0, r̄0 > 0 such that one of the
following conditions holds:

(2.3) –

∫
–
Br(x0)

v dx ≥ cr for 0 < r ≤ r̄0,

(2.4) –

∫
–
∂Br(x0)

v dx ≥ cr for 0 < r ≤ r̄0,

(2.5) sup
Br(x0)

v ≥ cr for 0 < r ≤ r̄0.

We say that v is uniformly nondegenerate on a set Γ ⊂ Ω ∩ {v = 0} in the sense of (2.3) (resp.
(2.4), (2.5)) if the constants c and r̄0 in (2.3) (resp. (2.4), (2.5)) can be taken independent of the
point x0 ∈ Γ.

Remark 2.1. Assume that v ≥ 0 is locally Lipschitz continuous in a domain Ω ⊂ RN , v ∈
W 1,p(·)(Ω) with ∆p(x)v ≥ fχ{v>0}, where f ∈ L∞(Ω), 1 < pmin ≤ p(x) ≤ pmax < ∞ and p(x) is
Lipschitz continuous. Then the three concepts of nondegeneracy in Definition 2.3 are equivalent
(for the idea of the proof, see Remark 3.1 in [22], where the case p(x) ≡ 2 and f ≡ 0 is treated).

We will now derive some properties of the weak solutions.

Lemma 2.1. If u satisfies the hypothesis (1) of Definition 2.2 then λ = λu := ∆p(x)u− fχ{u>0} is
a nonnegative Radon measure with support on Ω ∩ ∂{u > 0}.

Proof. The proof follows as in the case p(x) ≡ 2, that was done in [24], Lemma 2.1. �

Proposition 2.1. Assume that u satisfies hypothesis (1) of Definition 2.2. Assume moreover that
u ∈ L∞(Ω), ‖∇p‖L∞ ≤ L and there exist constants C0 > 0, r̂0 > 0 such that if x ∈ Ω ∩ ∂{u > 0},
Br(x) ⊂ Ω and r ≤ r̂0, then

sup
Br(x)

u ≤ C0r.

Then, u is locally Lipschitz. Moreover, for any D ⊂⊂ Ω the Lipschitz constant of u in D can be
estimated by a constant C depending only on N, pmin, pmax, L,dist(D, ∂Ω), ‖u‖L∞(Ω), ‖f‖L∞(Ω), C0

and r̂0.

Proof. We will find a constant C such that |∇u| ≤ C in D ∩ {u > 0}. Let r1 = dist(D, ∂Ω) and

y ∈ D ∩ {u > 0} such that dist(y, ∂{u > 0}) < min{ r̂02 ,
r1
3 , 1}. Let x̄ ∈ ∂{u > 0} such that

r = dist(y, ∂{u > 0}) = |x̄− y|. Then Br(y) ⊂ B2r(x̄) and thus,

1

r
sup
Br(y)

u ≤ 1

r
sup
B2r(x̄)

u ≤ 2C0.
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We will show that there exists C̃ such that

|∇u(y)| ≤ C̃
(

1 +
(1

r
sup
Br(y)

u
)pmax/pmin

)
.

In fact, let v(z) = 1
ru(y + rz). Then, ||v||L∞(B1) ≤ 2C0 and ∆p̄(x)v = f̄ in B1, with p̄(z) =

p(y+ rz), f̄(z) = rf(y+ rz). There holds that pmin ≤ p̄(x) ≤ pmax, ‖∇p̄‖L∞ ≤ L and ‖f̄‖L∞(B1) ≤
‖f‖L∞(Ω), if 0 < r < 1. By the local results in [14] it follows that v ∈ C1,α

loc (B1) and then, there
exists C1 > 0 such that ||∇v||Cα(B1/2) ≤ C1. Therefore, if z ∈ B1/2(0)

|∇v(0)| ≤ C2 + |∇v(z)|,
and thus, if x ∈ Br/2(y),

|∇u(y)| ≤ C2 + |∇u(x)|.
If |∇u(y)| ≤ 1, the desired bound follows. If |∇u(y)| ≥ 1, we get

|∇u(y)|pmin ≤ |∇u(y)|p(x) ≤ C3(1 + |∇u(x)|p(x)).

Integrating for x ∈ Br/2(y), we obtain

|∇u(y)|pmin ≤ C3

(
1 + –

∫
–
Br/2(y)

|∇u(x)|p(x)
)
.

Applying Cacciopoli type inequality (see [14], Lemma 3.1, (3.5)) we have, for some constants C4

and R0 that, if r ≤ R0 and ω = –
∫
–Br(y) u(x),

|∇u(y)|pmin ≤ C4

(
1 + –

∫
–
Br(y)

( |u(x)− ω|
r

)p(x))
≤ C4

(
2 +

(2

r
sup
Br(y)

u
)pmax

)
.

This gives the result in case dist(y, ∂{u > 0}) < R1, with R1 = min{R0,
r̂0
2 ,

r1
3 , 1}. If, on the other

hand, dist(y, ∂{u > 0}) ≥ R1, the local results of [14] give

|∇u(y)| ≤ C̄,
for a constant C̄ depending on N, pmin, pmax, L, ‖u‖L∞(Ω), ‖f‖L∞(Ω), R1. We thus obtain the desired
estimate. �

Lemma 2.2. Assume that u satisfies hypotheses (1) and (2) of Definition 2.2. For D ⊂⊂ Ω there

are constants 0 < c̃min ≤ C̃max and r̃0 > 0 such that for balls Br(x) ⊂ D with x ∈ ∂{u > 0} and
0 < r ≤ r̃0

(2.6) c̃min ≤
1

r
–

∫
–
Br(x)

udx ≤ C̃max.

Proof. The result follows from Proposition 2.1, Lemma 2.1 and Remark 2.1. �

Lemma 2.3. Assume that u satisfies hypotheses (1) and (2) of Definition 2.2.
Then, for any domain D ⊂⊂ Ω there exist constants c and r̄0 > 0, with 0 < c < 1, depending on

||∇u||L∞(D), ‖f‖L∞(D) r0, pmin, pmax, ||∇p||L∞(D) and cmin, such that for every Br ⊂ D, centered
at the free boundary with 0 < r ≤ r̄0 we have

|Br ∩ {u > 0}|
|Br|

≥ c.
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Proof. We first notice that, by Proposition 2.1 and Lemma 2.2, u is locally Lipschitz and (2.6) holds.
Let Br(x0) ⊂ D with x0 ∈ ∂{u > 0}. We observe that u(x) ≤ r||∇u||L∞(D) in {u > 0} ∩ Br(x0).
Therefore, for 0 < r ≤ r̃0

c̃min ≤
1

r
–

∫
–
Br(x0)

udx ≤ ||∇u||L∞(D)
|Br(x0) ∩ {u > 0}|

|Br(x0)|
.

�

Remark 2.2. Assume that u satisfies hypotheses (1) and (2) of Definition 2.2. It follows from
Lemma 2.3 that the free boundary has Lebesgue measure zero.

Lemma 2.4. Assume that u satisfies hypotheses (1) and (2) of Definition 2.2.
Then for any domain D ⊂⊂ Ω there exist constants c, C and r̄0 depending on N , pmin, pmax,

||∇p||L∞(D), ||f ||L∞(D), ||∇u||L∞(D), cmin, Cmax and r0 such that, for every Br ⊂ D centered at
the free boundary, with r ≤ r̄0, we have

crN−1 ≤
∫
Br

dλ ≤ CrN−1.

Here λ = λu is as in Lemma 2.1.

Proof. Let ξ ∈ C∞0 (Ω), ξ ≥ 0. Then,∫
Ω
ξdλ = −

∫
|∇u|p(x)−2∇u · ∇ξ dx−

∫
{u>0}

fξ dx.

Approximating χBr from below by a sequence {ξn} in C∞0 (Ω) such that 0 ≤ ξn ≤ 1, ξn = 1 in
Br− 1

n
and |∇ξn| ≤ CNn and using that u is locally Lipschitz, we have that

−
∫
|∇u|p(x)−2∇u · ∇ξn dx−

∫
{u>0}

fξn dx ≤ C0n
∣∣Br \Br− 1

n

∣∣+ ||f ||L∞(D)

∣∣Br∣∣
≤ C1r

N−1,

if r ≤ 1, with C0 = C0(pmax, ||∇u||L∞(D), N) and C1 = C1(pmax, ||∇u||L∞(D), N, ||f ||L∞(D)).
Then, as ∫

Ω
ξndλ→

∫
Br

dλ,

the bound from above holds.
Let us now prove the bound from below. Arguing by contradiction we assume that there exists

a sequence of functions uk satisfying hypotheses (1) and (2) of Definition 2.2 with power pk(x)
and right hand side fk(x), with pmin ≤ pk(x) ≤ pmax, ||∇pk||L∞(D) ≤ L1, ||fk||L∞(D) ≤ L2 and
||∇uk||L∞(D) ≤ L0, and balls Brk(xk) ⊂ D, with xk ∈ ∂{uk > 0} and rk → 0 with λk = ∆pk(x)uk −
fkχ{uk>0} satisfying that

∫
Brk (xk) dλk ≤ εkrk

N−1 with εk → 0. Let vk(x) = uk(xk+rkx)
rk

. As the v′ks

are uniformly Lipschitz in B1(0) and vk(0) = 0, we can assume that vk → v0 uniformly in B1/2.

We can also assume that xk → x0 ∈ D.
We have vk ≥ 0 and ∆p̄k(x)vk = f̄k in B1(0) ∩ {vk > 0}, with p̄k(x) = pk(xk + rkx), f̄k(x) =

rkfk(xk + rkx). We can assume that p̄k → p0 ∈ R uniformly on compact subsets of B1(0).
We claim that ∇vk → ∇v0 a.e. in B1/2. In fact, on one hand, by the interior Hölder gradient

estimates, we have that ∇vk → ∇v0 uniformly on compact subsets of {v0 > 0}.
On the other hand, if Br(x̄) ⊂ {v0 ≡ 0} ∩ B1/2(0), then Br/2(x̄) ∩ ∂{vk > 0} = ∅ for large k

by the nondegeneracy. So, either Br/2(x̄) ⊂ {vk ≡ 0} for a subsequence, or else vk > 0 in Br/2(x̄)
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for large k. In any case, ∇vk → ∇v0 uniformly in Br/4(x̄). Now observing that, with the same
argument used in Remark 2.2, we get that |B1/2(0) ∩ ∂{v0 > 0}| = 0, the claim follows.

Then, for all ξ ∈ C∞0 (B1/2), ξ ≥ 0,

−
∫
B1/2

|∇v0|p0−2∇v0 · ∇ξ = lim
k→∞

(
−
∫
B1/2

|∇vk|p̄k(x)−2∇vk · ∇ξ −
∫
B1/2

f̄kξχ{vk>0}

)
.

On the other hand, denoting ϕ(y) = ξ(y−xkrk
), we have

−
∫
B1/2

|∇vk|p̄k(x)−2∇vk ·∇ξ−
∫
B1/2

f̄kξχ{vk>0} =
1

rkN−1

∫
Brk/2(xk)

ϕdλk ≤ ‖ϕ‖L∞(Brk/2(xk))εk → 0.

Therefore ∆p0v0 = 0 in B1/2. But v0 ≥ 0 and v0(0) = 0, so that by the Harnack inequality we have
v0 = 0 in B1/2.

On the other hand, 0 ∈ ∂{vk > 0}, and by the nondegeneracy, we have∫
B1/4

vk ≥ c > 0.

Thus, ∫
B1/4

v0 ≥ c > 0

which is a contradiction. �

The next result gives a representation formula for weak solutions. We will denote byHN−1b ∂{u >
0} the measure HN−1 restricted to the set ∂{u > 0}.

Theorem 2.1. Assume that u satisfies hypotheses (1) and (2) of Definition 2.2. Then,
1) HN−1(D ∩ ∂{u > 0}) <∞, for every D ⊂⊂ Ω.
2) There exist a borelian function qu defined on Ω ∩ ∂{u > 0} such that

∆p(x)u− fχ{u>0} = quHN−1b ∂{u > 0}.

3) For every D ⊂⊂ Ω there exist C > 0, c > 0 and r1 > 0 such that

crN−1 ≤ HN−1(Br(x0) ∩ ∂{u > 0}) ≤ CrN−1

for balls Br(x0) ⊂ D with x0 ∈ D ∩ ∂{u > 0} and 0 < r < r1 and, in addition,
4) c ≤ qu ≤ C in D ∩ ∂{u > 0}.

Proof. The result follows as Theorem 4.5 in [1]. �

Remark 2.3. Assume that u satisfies hypotheses (1) and (2) of Definition 2.2. It follows from
Theorem 2.1 that the set Ω ∩ {u > 0} has finite perimeter locally in Ω (see [15] 4.5.11). That
is, µu := −∇χ{u>0} is a Borel measure, and the total variation |µu| is a Radon measure. In this
situation, we define the reduced boundary as in [15], 4.5.5. (see also [13]) by, ∂red{u > 0} := {x ∈
Ω ∩ ∂{u > 0}/|νu(x)| = 1}, where νu(x) is the unit vector with

(2.7)

∫
Br(x)

|χ{u>0} − χ{y/〈y−x,νu(x)〉<0}| = o(rN )

for r → 0, if such a vector exists, and νu(x) = 0 otherwise. By the results in [15] Theorem 4.5.6,
we have

µu = νuHN−1b∂red{u > 0}.
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We also have the following result on blow up sequences

Lemma 2.5. Assume that u satisfies hypotheses (1) and (2) of Definition 2.2. Let Bρk(xk) ⊂ Ω be
a sequence of balls with ρk → 0, xk → x0 ∈ Ω and u(xk) = 0. Let us consider the blow-up sequence
with respect to Bρk(xk). That is,

uk(x) :=
1

ρk
u(xk + ρkx).

Then, there exists a blow-up limit u0 : RN → R such that, for a subsequence,

(1) uk → u0 in Cαloc(RN ) for every 0 < α < 1,

(2) ∂{uk > 0} → ∂{u0 > 0} locally in Hausdorff distance,

(3) ∇uk → ∇u0 uniformly on compact subsets of {u0 > 0},

(4) ∇uk → ∇u0 a.e. in RN ,

(5) If xk ∈ ∂{u > 0}, then 0 ∈ ∂{u0 > 0},

(6) ∆p(x0)u0 = 0 in {u0 > 0},

(7) u0 is Lipschitz continuous and satisfies property (2) of Definition 2.2 in RN with the same
constants as u in a ball Bρ0(x0) ⊂⊂ Ω .

Proof. The proof follows with similar ideas to those in [1], 4.7 and [2], pp. 19-20. We here use
that ∆pk(x)uk = fk in {uk > 0}, where pk(x) = p(xk + ρkx) and fk(x) = ρkf(xk + ρkx) satisfy

pk → p(x0) and fk → 0 uniformly on compact sets of RN . This implies that ∇uk are uniformly
Hölder continuous on compact subsets of {u0 > 0}. (Notice that some of these arguments were
already employed in the proof of Lemma 2.4). �

We will next prove an identification result for the function qu given in Theorem 2.1, which holds
at points x0 ∈ ∂red{u > 0} that are Lebesgue points of the function qu and are such that

(2.8) lim sup
r→0

HN−1(∂{u > 0} ∩B(x0, r))

HN−1(B′(x0, r))
≤ 1.

(Here B′(x0, r) = {x′ ∈ RN−1 / |x′| < r}).
Notice that under our assumptions, HN−1− a.e. point in ∂red{u > 0} satisfies (2.8) (see Theorem

4.5.6(2) in [15]).

Lemma 2.6. Assume that u satisfies hypotheses (1), (2) and (3) of Definition 2.2. Then, qu(x0) =

λ∗(x0)p(x0)−1 for HN−1 a.e. x0 ∈ ∂red{u > 0}.

Proof. If u satisfies (3) of Definition 2.2, take x0 ∈ ∂red{u > 0} such that

u(x) = λ∗(x0)〈x− x0, ν(x0)〉− + o(|x− x0|),

where ν(x0) is the exterior unit normal at x0 in the measure theoretic sense. We assume ν(x0) = eN .
Take ρk → 0 and uk(x) = 1

ρk
u(x0 + ρkx). If ξ ∈ C∞0 (Ω) we have

−
∫
{u>0}

|∇u|p(x)−2∇u · ∇ξ dx−
∫
{u>0}

fξ dx =

∫
∂{u>0}

qu(x)ξdHN−1,
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and if we replace ξ by ξk(x) = ρkξ(
x−x0
ρk

) with ξ ∈ C∞0 (BR), k ≥ k0 and we change variables, we

obtain

−
∫
{uk>0}

|∇uk|pk(x)−2∇uk · ∇ξ dx−
∫
{uk>0}

fkξ dx =

∫
∂{uk>0}

qu(x0 + ρkx)ξdHN−1,

where pk(x) = p(x0 + ρkx) and fk(x) = ρkf(x0 + ρkx). From Lemma 2.5, it follows that, for a
subsequence, uk → u0 uniformly on compact sets of RN , with u0(x) = λ∗(x0)x−N and moreover,

|∇uk|pk(x)−2∇uk → |∇u0|p0−2∇u0 a.e. in RN , with p0 = p(x0). Thus,

−
∫
{uk>0}

|∇uk|pk(x)−2∇uk · ∇ξ dx−
∫
{uk>0}

fkξ dx→ −
∫
{xN<0}

|∇u0|p0−2∇u0 · ∇ξ dx.

We now let

ξ(x) = min
(
2(1− |xN |)+, 1

)
η(x1, ..., xN−1),

for |xN | ≤ 1 and ξ = 0 otherwise, where η ∈ C∞0 (B′r), (where B′r is a ball (N − 1) dimensional with
radius r) and η ≥ 0. Then, if x0 is a Lebesgue point of qu satisfying (2.8), we proceed as in [1],
p.121 and we get

(2.9)

∫
∂{uk>0}

qu(x0 + ρkx)ξ dHN−1 → qu(x0)

∫
{xN=0}

ξ dHN−1.

As ∇u0 = −λ∗(x0)eNχ{xN<0}, it follows that

λ∗(x0)p0−1

∫
B′r

ξ(x′, 0) dHN−1 = qu(x0)

∫
B′r

ξ(x′, 0) dHN−1.

Thus, we deduce that for HN−1-almost every point x0 ∈ ∂red{u > 0}, qu(x0) = λ∗(x0)p(x0)−1. �

3. Flat free boundary points

In this section we study the behavior of weak solutions to the free boundary problem P (f, p, λ∗)
near “flat” free boundary points.

Throughout the section we assume, unless otherwise stated, that f is bounded, p(x) is Lipschitz
continuous and λ∗(x) is Hölder continuous.

As in previous papers, we start by defining the flatness classes.

Definition 3.1. Let 0 < σ1, σ2 ≤ 1, τ > 0. We say that u belongs to the class F (σ1, σ2; τ) in
Bρ(x0) in direction ν with power p(x), slope λ∗(x) and right hand side f(x) if u is a weak solution
to the free boundary problem P (f, p, λ∗) in Bρ(x0), x0 ∈ ∂{u > 0} and

(1) u(x) = 0 if 〈x− x0, ν〉 ≥ σ1ρ, x ∈ Bρ(x0),
(2) u(x) ≥ −λ∗(x0)

(
〈x− x0, ν〉+ σ2ρ

)
if 〈x− x0, ν〉 ≤ −σ2ρ, x ∈ Bρ(x0),

(3) |∇u| ≤ λ∗(x0)(1 + τ) in Bρ(x0).

After a rotation and a translation we may assume that x0 = 0 and ν = eN . We will not explicitly
mention the direction of flatness when ν = eN .

We may further reduce the analysis to the unit ball by the following transformations:

(3.1) ū(x) =
u(ρx)

ρ
, p̄(x) = p(ρx), λ̄∗(x) = λ∗(ρx), f̄(x) = ρf(ρx).

Then, if u ∈ F (σ1, σ2; τ) in Bρ with power p, slope λ∗ and right hand side f , there holds that
ū ∈ F (σ1, σ2; τ) in B1 with power p̄, slope λ̄∗ and right hand side f̄ .
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Observe that, if 1 < pmin ≤ p(x) ≤ pmax < ∞, 0 < λmin ≤ λ∗(x) ≤ λmax < ∞, p ∈ Lip with
|∇p| ≤ L1, λ∗ ∈ Cα∗ with [λ∗]Cα∗ (Bρ) ≤ C∗ and f ∈ L∞(Bρ) with |f | ≤ L2, there holds that p̄, λ̄∗

and f̄ are in similar spaces in B1 and 1 < pmin ≤ p̄(x) ≤ pmax <∞, 0 < λmin ≤ λ̄∗(x) ≤ λmax <∞,
|∇p̄| ≤ L1ρ, |f̄ | ≤ L2ρ and [λ̄∗]Cα∗ (B1) ≤ C∗ρα

∗
.

The first lemma states that, if u vanishes for xN ≥ σ, there holds that, in a smaller ball, u is
above a hyperplane for xN ≤ −ε.

Lemma 3.1. Let p ∈ Lip(B1), λ∗ ∈ Cα
∗
(B1), f ∈ L∞(B1) with |∇p| ≤ L1ρ, |f | ≤ L2ρ,

[λ∗]Cα∗ (B1) ≤ C∗ρα
∗

and C∗ρα
∗ ≤ λ∗(0)σ. Let u ∈ F (σ, 1;σ) in B1 with power p, slope λ∗ and rhs

f .
Let 0 < ε ≤ 1/2 and 1

2 ≤ R < 1. There exists σ0 = σ0(ε,N,R, pmin, pmax, λmin, λmax, L1, L2, C
∗)

such that if σ ≤ σ0 there holds that u ∈ F (σ/R, ε;σ) in BR with the same power, slope and rhs.

Proof. We follow the construction of [2] with the variation of [8]. In this paper, we consider an
arbitrary R instead of R = 1/2 in order to pursue the argument in the next steps.

Let R′ = R + (1 − R)/4. As in these papers, we will prove that, for every 0 < r ≤ (1 − R)/8
there exists σ0 = σ0(r,R, pmin, pmax, λmin, λmax, L1, L2, C

∗) such that for σ ≤ σ0,

(3.2) u(ξ) ≥ λ∗(0)[−ξN − 4r] for ξ ∈ ∂BR′ with ξN ≤ −
(1−R)

4
.

Then, integrating along vertical lines a distance at most R′ and using that |∇u| ≤ λ∗(0)(1 +σ), we
get

u(ξ′, ξN + α) ≥ u(ξ)− λ∗(0)(1 + σ)α

≥ λ∗(0)
[
− (ξN + α)− 4r −R′σ

]
≥ λ∗(0)

[
− (ξN + α)− εR

]
if 0 ≤ α ≤ R′, r = min{Rε8 ,

1−R
8 } and σ ≤ min{ Rε

R+1 , σ0}.
This implies that, for |x| < R, xN ≤ −Rε,

u(x) ≥ −λ∗(0)
(
xN +Rε

)
.

So that u ∈ F (σ/R, ε;σ) in BR with power p, slope λ∗ and rhs f , and the lemma will be proved.

In order to prove (3.2), we will show that, once we fix 0 < r ≤ (1−R)
8 there exists κ > 0 such

that, for every ξ ∈ ∂BR′ with ξN ≤ −(1−R)/4, there exists xξ ∈ ∂Br(ξ) such that

(3.3) u(xξ) ≥ −λ∗(0)(1− κσ)xξN .

Then, by using again that |∇u| ≤ λ∗(0)(1 + σ),

u(ξ) ≥ u(xξ)− λ∗(0)(1 + σ)r ≥ λ∗(0)[−(1− κσ)xξN − (1 + σ)r]

≥ λ∗(0)[−ξN − r − κσ − 2r] ≥ λ∗(0)[−ξN − 4r]

if σ ≤ r
κ , that is, we get (3.2).

The existence of a point xξ satisfying (3.3) is done by assuming that such a point does not
exist and getting a contradiction if κ is large depending on r,R and the constants in the structure
conditions. The inequality that will allow to get this contradiction will be achieved if σ is small
depending on the same parameters. Such inequality comes from the construction of two barriers
in the following way:
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Let η ∈ C∞0 (B′1) given by

η(y) =

{
exp
(
− 9|y|2

1−9|y|2

)
if |y| < 1

3 ,

0 if |y| ≥ 1
3 .

Let s ≥ 0 be maximal such that

B1 ∩ {u > 0} ⊂ D := {x ∈ B1 : xN < σ − sη(x′)}.

Then, as 0 ∈ ∂{u > 0} there holds that s ≤ σ.

First, we let v ∈W 1,p(·)(D \Br(ξ)) be the solution to

(3.4)


∆p(x)v = −L2ρ in D \Br(ξ),
v = 0 on ∂D ∩B1,

v = λ∗(0)(1 + σ)(σ − xN ) on ∂D \B1,

v = −λ∗(0)(1− κσ)xN on ∂Br(ξ).

Since the boundary datum coincides with λ∗(0)(1 +σ)(σ−xN − sη(x′)) on ∂D, it has an extension

φ ∈ W 1,∞(D \ Br(ξ)) and therefore the solution v exists by a minimization argument in φ +

W
1,p(·)
0 (D \Br(ξ)).
As we are assuming that (3.3) does not hold for any xξ ∈ ∂Br(ξ) and, since u = 0 if x ∈ ∂D∩B1

and |∇u| ≤ λ∗(0)(1 + σ), there holds that u ≤ v on ∂(D \ Br(ξ)). Now, recalling Lemma 2.1, we
get ∆p(x)u ≥ fχ{u>0} ≥ −L2ρ, then comparison of weak sub- and super-solutions gives

u ≤ v in D \Br(ξ).

Now, let z ∈ ∂D∩∂{u > 0}∩{|z′| < 1/3}. Then, there exists a ball B contained in {u = 0} such
that z ∈ ∂B. By the definition of weak solution and, since λ∗(z) ≥ λ∗(0)−C∗ρα∗ |z|α∗ ≥ λ∗(0)(1−σ),
we deduce that

(3.5) λ∗(0)(1− σ) ≤ λ∗(z) ≤ lim sup
x→z

u(x)>0

u(x)

dist(x,B)
≤ |∇v(z)|.

We will get a contradiction once we find a barrier from above for v in the form w = v1 − κσv2

with |∇v1| ≤ λ∗(0)(1 + C3σ), |∇v2| ≥ cλ∗(0) > 0, v1 > 0, v2 > 0 close to z and v1 = v2 = 0 on
∂D ∩B1 close to z. In fact, if such a barrier w exists, by (3.5) there holds that

λ∗(0)(1− σ) ≤ |∇v(z)| ≤ |∇w(z)| = |∇v1(z)| − κσ|∇v2(z)| ≤ λ∗(0)
[
1 + C3σ − cκσ

]
and this is a contradiction if κ is large depending only on C3 and c. Since the constants C3 and c
will depend only on r,R, pmin, pmax, λmin, λmax, L1, L2 and C∗, the lemma will be proved.

As in [8] and [16], the idea of the construction of v1 and v2 is that they will be such that
w = v1 − κσv2 will satisfy

(3.6)
λ∗(0)

2
≤ |∇w| ≤ 2λ∗(0)

if σ is small depending on those constants. Then,

∆p(x)w = |∇w|p(x)−2
[∑

ij

bij(x)wxixj +
∑
j

bj(x)wxj

]
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with bij = δij + (p(x)− 2)
wxiwxj
|∇w|2 and bj = pxj log |∇w|. There holds that

(3.7) β1|ν|2 ≤
∑
ij

bijνiνj ≤ β2|ν|2 ∀ν ∈ RN

with β1 = min{1, pmin−1}, β2 = max{1, pmax−1} and, with Λ = max{| log λmin|, | log λmax|}+log 2,
b = (b1, · · · , bN ),

(3.8) |b| ≤ ΛL1ρ ≤
ΛL1λmax

C∗
σ = C0σ,

if σ ≤ C∗

λmax
, with C0 = ΛL1λmax

C∗ .
Thus, the idea is to construct v1 in such a way that

2

3
λ∗(0) ≤ |∇v1| ≤

3

2
λ∗(0)

and

T v1 ≤ −S−1L2
λmax

C∗
σ = −Mσ in D,

with S = min{
(
λmin

2

)pmin−2
,
(
λmin

2

)pmax−2
, (2λmax)pmin−2, (2λmax)pmax−2} for any operator

T =
∑
ij

bij(x)∂xixj +
∑
j

bj(x)∂xj

with {bij} satisfying (3.7) with β1 = min{1, pmin − 1}, β2 = max{1, pmax − 1} and {bj} satisfying

|b| ≤ C0σ

with C0 the constant in (3.8).
Then, v2 will be a function satisfying

T v2 ≥ 0 in D̃ \Br(ξ)
for any such an operator T with

0 < cλ∗(0) ≤ |∇v2| ≤ Cλ∗(0)

for some constants c, C depending only on R, r. Here D̃ is a smooth domain contained in D and
containing D \ B(1−R)/10(∂B′1 × {0}). In this way, once we fix κ > 0 there holds that w satisfies
(3.6) if σ is small and therefore,

∆p(x)w ≤ −L2ρ = ∆p(x)v in D̃ \Br(ξ).

The functions v1 and v2 are also constructed in such a way that w ≥ v on ∂
(
D̃ \Br(ξ)

)
.

As in the previously cited papers, we let

d1(x) = −xN + σ − sη(x′) and v1(x) = λ∗(0)
γ1

µ1

(
1− e−µ1d1(x)

)
in D

with µ1 = C1σ and γ1 = 1 + C2σ. Then, |∇v1| ≤ λ∗(0)(1 + Cσ)(1 + C2σ) with C depending
only on η (in particular, |∇v1| ≤ λ∗(0)(1 +C3σ) with C3 depending only on C2 and η). Moreover,
Dxixjv1 = λ∗(0)γ1e

−µ1d1
[
Dxixjd1 − µ1d1xid1xj

]
. Thus,

T v1 ≤ γ1e
−µ1d1

[
N2λmaxβ2‖D2η‖L∞σ − λminβ1µ1 + λmaxC0(1 + C3σ)σ

]
≤
[
2N2λmaxβ2‖D2η‖L∞ + 4λmaxC0 − e−2C1λminβ1]σ

≤ −Mσ
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if σ ≤ σ(C1, C2, C3) and C1 ≥ C1(λmin, λmax, β1, β2, C0,M). C1 is fixed from now on.
On the other hand,

(3.9)
2

3
λ∗(0) ≤ λ∗(0)(1 + C2σ)e−C1σ(1+σ) ≤ |∇v1| ≤ λ∗(0)(1 + C3σ) ≤ 3

2
λ∗(0)

if σ ≤ σ(C1, C2, C3).

The constant C2 (and therefore also C3) will be fixed now in order to guaranty that w ≥ v on
the boundary of D \Br(ξ).

First, on ∂D ∩B1 we have v1 = 0.

Observe that

v1(x) ≥ λ∗(0)(1 + C2σ)e−2C1σd1 ≥ λ∗(0)
(
1 +

C2

2
σ
)
d1 ≥ λ∗(0)(1 + 4σ)d1

if C2 ≥ 8 and σ ≤ σ(C1, C2).

Now, on ∂D \B1 we consider two cases:

(a) |x′| ≥ 1
3 . Then, η(x′) = 0 and d1 = σ − xN . Thus,

v1(x) ≥ λ∗(0)(1 + σ)(σ − xN ).

(b) |x′| < 1
3 . Then, |xN | >

√
2
3 and

v1(x) ≥ λ∗(0)
(
1 + 4σ

)
(σ − xN − sη(x′))

≥ λ∗(0)(1 + σ)(σ − xN ) + λ∗(0)
[
3(σ − xN )− (1 + 4σ)

]
σ

≥ λ∗(0)(1 + σ)(σ − xN ) + λ∗(0)
[√

6− (1 + 4σ)
]
σ

≥ λ∗(0)(1 + σ)(σ − xN )

if C2 ≥ 8, σ ≤ σ(C1, C2) and
√

6− (1 + 4σ) ≥ 0.

Finally, if x ∈ ∂Br(ξ) and, since r ≤ (1−R)
8 , there holds that xN < 0, so that

v1(x) ≥ λ∗(0)(1 + 4σ)(σ − xN − sη(x′))

= λ∗(0)
[
− xN + (1 + 4σ)(σ − sη(x′))− 4σxN

]
≥ −λ∗(0)xN .

Therefore, we can fix C2 = 8 for our construction of v1.

Now, we construct v2 in D̃ \Br(ξ) with D̃ as described above. We take d2 such that

d2 ∈ C2(D̃ \Br(ξ)), d2 = 0 on ∂D̃, 0 ≤ d2 ≤ 1 in D̃ \Br(ξ)
and, moreover

0 < c̃ ≤ |∇d2| ≤ C̃ in D̃ \Br(ξ)
with C̃, c̃ depending only on r,R.

Then, we take

v2(x) = λ∗(0)
γ2

µ2

(
eµ2d2(x) − 1

)
.

First, we fix µ2. Then, γ2 is fixed so that v2 ≤ (1−R)
8 λ∗(0), that is,

γ2 =
(1−R)

8

µ2

(eµ2 − 1)
.



REGULARITY OF THE INTERFACE IN A FREE BOUNDARY PROBLEM FOR THE p(x)-LAPLACIAN 15

Thus, there exist constants depending only on c̃, C̃, µ2, R such that

0 < cλ∗(0) ≤ |∇v2| ≤ Cλ∗(0).

Now, we fix µ2 so that T v2 ≥ 0 in D̃ \Br(ξ) for any operator T as above.
There holds

T v2 ≥ γ2

[
µ2λminβ1c̃

2 − β2λmax‖D2d2‖L∞ − C̃C0σλmax

]
≥ 0

if µ2 ≥ µ2(λmin, λmax, β1, β2, c̃, C̃, C0). (Recall that c̃ and C̃ depend only on r,R).

Now, in order to finish our proof we need to see that w = v1 − κσv2 ≥ v in D̃ \ Br(ξ). For this
purpose, it only remains to show that the inequality holds on ∂Br(ξ), that is, we have to prove
that

w(x) = v1(x)− κσv2(x) ≥ −λ∗(0)(1− κσ)xN on ∂Br(ξ).

Recall that v2 ≤ (1−R)
8 λ∗(0). Thus,

w(x) = v1(x)− κσv2(x) ≥ λ∗(0)(−xN −
(1−R)

8
κσ) ≥ −λ∗(0)(1− κσ)xN

since xN ≤ − (1−R)
8 for x ∈ ∂Br(ξ).

And we get a contradiction as discussed above. �

The following lemma gives a control of the gradient of u from below on compact sets of B−1 .

Lemma 3.2. Let p, λ∗, f, ρ, u as in Lemma 3.1. For every ε, δ > 0, 1
2 ≤ R < 1, there exists σ0

depending on ε,N, δ,R, pmin, pmax, λmin, λmax, L1, L2, C
∗ such that, if σ ≤ σ0 there holds that

|∇u| ≥ λ∗(0)(1− δ) in BR ∩ {xN ≤ −ε}.

Proof. The proof is entirely similar to the one of Lemma 6.6 in [8]. Let R < R′ < 1. As in [8] we use
a contradiction argument. In our case by Lemma 3.1, we have that the functions uk ∈ F ( 1

k , 1; 1
k )

in B1 satisfy

∆pk(x)uk = fk in K ⊂⊂ B−R′ ,
if k is large depending on K. Here |fk| ≤ L2ρk, 1 < pmin ≤ pk(x) ≤ pmax < ∞, |∇pk| ≤ L1ρk

and C∗ρk
α∗ ≤ λ∗k(0)

k . Thus, by the regularity estimates in [14], for a subsequence, ∇uk converges

uniformly on compact subsets of B−R′ . And the proof follows as in [8]. �

Now we can prove one of the main results that states that, flatness to the right (u vanishing for
xN ≥ σ) implies flatness to the left in a smaller ball.

Proposition 3.1. Let p, λ∗, f, ρ, u as in Lemma 3.1. Let 1/2 ≤ R < 1. There exist
σ0 = σ0(N,R, pmin, pmax, λmin, λmax, L1, L2, C

∗), C0 = C0(N,R, pmin, pmax, λmin, λmax, L1, L2, C
∗)

such that, if σ ≤ σ0 there holds that u ∈ F (σ/R,C0σ;σ) in BR with the same power, slope and rhs.

Proof. The proof follows as the one of Theorem 6.3 in [8]. We let R′ = R + (1 − R)/4 and

R′′ = R+ (1−R)/2. In our case, since |∇u| ≥ λ∗(0)
2 in BR′′ ∩ {xN ≤ −(1−R)/8} if σ is small and

|∇u| ≤ 2λ∗(0), there holds that u satisfies

T u = |∇u|2−p(x)f(x) in BR′′ ∩ {xN < −(1−R)/8}
for an operator as the one considered in Lemma 3.1.

Then, as in [8] (see also [2]) we take

w(x) = λ∗(0)(1 + σ)(σ − xN )− u(x)
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that satisfies

T w = −λ∗(0)(1 + σ)bN − |∇u|2−p(x)f(x) in BR′′ ∩ {xN < −(1−R)

8
}

and, using that w ≥ 0 in B1 ∩{xN ≤ σ}, taking ξ ∈ ∂BR′ ∩{xN ≤ −(1−R)/4}, applying Harnack
inequality in B(1−R)/8(ξ) and using that the right hand side is bounded by Cσ for a constant C
depending only on R, pmin, pmax, λmin, λmax, L1, L2 and C∗ we get, as in [2, 8],

w(ξ) ≤ C̃λ∗(0)σ.

Then, the proof follows as in [8]. �

Finally, we can improve on the control of the gradient.

Lemma 3.3. Let p, λ∗, f, ρ, u as in Lemma 3.1. For every 1/2 ≤ R < 1, 0 < δ < 1 there exists
σδ,R and Cδ,R depending also on N, pmin, pmax, λmin, λmax, L1, L2, C

∗ such that, if σ ≤ σδ,R there
holds that

|∇u| ≥ λ∗(0)(1− δ) in BR ∩ {xN ≤ −Cδ,Rσ}.

Proof. It follows exactly as the proof of Theorem 6.4 in [8].
Observe that the scalings p̄k(x) = pk(yk + 2dkx), λ̄∗k(x) = λ∗k(yk + 2dkx) and f̄k(x) = 2dkfk(yk +

2dkx) satisfy the same structure conditions as the functions pk, λ
∗
k and fk that are independent of

k in the contradiction argument. �

Now, in order to improve the flatness in some possibly new direction we perform a non-homoge-
neous blow up.

Lemma 3.4. Let uk ∈ F (σk, σk; τk) in B1 with power pk, slope λ∗k and rhs fk such that 1 < pmin ≤
pk(x) ≤ pmax < ∞, 0 < λmin ≤ λ∗k(x) ≤ λmax < ∞, |∇pk| ≤ L1ρk, |fk| ≤ L2ρk, [λ∗k]Cα∗ ≤ C∗ρα

∗
k

with C∗ρα
∗
k ≤ λ∗k(0)τk, σk → 0 and τk

σ2
k
→ 0 as k →∞.

For y ∈ B′1, let

F+
k (y) := sup{h / (y, σkh) ∈ ∂{uk > 0}},
F−k (y) := inf{h / (y, σkh) ∈ ∂{uk > 0}}.

Then, for a subsequence,

(1) F (y) := lim sup
z→y
k→∞

F+
k (z) = lim inf

z→y
k→∞

F−k (z) for every y ∈ B′1.

Moreover, F+
k → F, F−k → F uniformly, F is continuous, F (0) = 0 and |F | ≤ 1.

(2) F is subharmonic.

Proof. (1) is proved exactly as in Lemma 7.3 in [1].
In order to prove (2), we take g a harmonic function in a neighborhood of B′r(y0) ⊂⊂ B′1 with

g > F on ∂B′r(y0) and g(y0) < F (y0) and get a contradiction. We define the sets Z+(φ), Z−(φ)
and Z0(φ) as in the previous papers. That is,

Z := B′r(y0)× R, Z+(φ) := {(y, h) ∈ Z /h > φ(y)}
and corresponding definitions for Z−(φ), Z0(φ).

Observe that we may assume that HN−1
(
Z0(σkg) ∩ ∂{uk > 0}

)
= 0. If not, we replace g by

g + c0 for some small enough constant c0.
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In fact, let c1 > 0 small such that g(y0) < g(y0) + c < F (y0) for 0 < c < c1. Since by Theorem
2.1 HN−1(D ∩ ∂{uk > 0}) <∞ for every D ⊂⊂ B1, we see that

|{(y, h) ∈ Z /σkg(y) < h < σk(g(y) + c1)} ∩ ∂{uk > 0}| = 0,

which implies that
∫ c1

0 Hk(c)dc = 0, for Hk(c) = HN−1
(
Z0(σk(g + c)) ∩ ∂{uk > 0}

)
. Then, we

can take c0 ∈ (0, c1) such that Hk(c0) = 0 for every k, and now replacing g by g + c0 we have
HN−1

(
Z0(σkg) ∩ ∂{uk > 0}

)
= 0.

In the following we denote Z+ = Z+(σkg) and similarly Z− and Z0.
Now, by using the representation formula (Theorem 2.1) and proceeding as in [1], Lemma 7.5,

we get ∫
{uk>0}∩Z0

|∇uk|pk(x)−2∇uk · ν dHN−1 =

∫
∂{uk>0}∩Z+

quk dH
N−1 +

∫
{uk>0}∩Z+

fk dx.

Since quk ≥ 0 and quk(x) = λ∗k(x)pk(x)−1 HN−1 − a.e. on ∂red{uk > 0},

(3.10)

∫
∂{uk>0}∩Z+

quk dH
N−1 ≥

∫
∂red{uk>0}∩Z+

λ∗k
pk−1 dHN−1

≥ min
{(
λ∗k(0)(1− C∗∗ρα∗k )

)p+
k −1

,
(
λ∗k(0)(1− C∗∗ρα∗k )

)p−k −1
}
HN−1

(
∂red{uk > 0} ∩ Z+

)
where C∗∗ = C∗

λmin
, p+

k = supB1
pk and p−k = infB1 pk. Recall that p+

k − p
−
k ≤ L1ρk.

On the other hand,

(3.11)

∫
{uk>0}∩Z+

fk dx ≥ −L2ρk
∣∣{uk > 0} ∩ Z+

∣∣.
Finally,

(3.12)

∫
{uk>0}∩Z0

|∇uk|pk(x)−2∇uk · ν dHN−1

≤ max
{(
λ∗k(0)(1 + τk)

)p+
k −1

,
(
λ∗k(0)(1 + τk)

)p−k −1
}
HN−1

(
{uk > 0} ∩ Z0

)
.

From now on, in order to simplify the computations, we assume that λ∗k(0) ≥ 1. The final result
will be the same if not.

By (3.10), (3.11) and (3.12),

λ∗k(0)p
−
k −1(1− C∗∗ρα∗k )p

+
k −1HN−1

(
∂red{uk > 0} ∩ Z+

)
≤ L2ρk

∣∣{uk > 0} ∩ Z+

∣∣+ λ∗k(0)p
+
k −1(1 + τk)

p+
k −1HN−1

(
{uk > 0} ∩ Z0

)
.

Therefore,

(3.13)

HN−1
(
∂red{uk > 0} ∩ Z+

)
≤ λ∗k(0)p

+
k −p

−
k

( 1 + τk
1− C∗∗ρα∗k

)p+
k −1
HN−1

(
{uk > 0} ∩ Z0

)
+

L2ρk

λ∗k(0)p
−
k −1(1− C∗∗ρα∗k )p

+
k −1

∣∣{uk > 0} ∩ Z+

∣∣.
Now, we use the excess area formula Lemma 7.5 in [1] (with Ek = {uk > 0} ∪ Z−) that states

that, since F (y0) > g(y0),

(3.14) HN−1
(
∂redEk ∩ Z

)
≥ HN−1(Z0) + cσ2

k
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for k large.
Therefore, since there holds Z∩∂Ek =

(
Z+∩∂{uk > 0}

)
∪
(
Z0∩{uk = 0}

)
and (3.14), we obtain

(3.15)

HN−1
(
Z+ ∩ ∂red{uk > 0}

)
≥ HN−1

(
Z ∩ ∂redEk

)
−HN−1

(
Z0 ∩ {uk = 0}

)
≥ HN−1

(
Z0

)
+ cσ2

k −HN−1
(
Z0 ∩ {uk = 0}

)
= HN−1

(
Z0 ∩ {uk > 0}

)
+ cσ2

k.

From here, using the facts that

λ∗k(0)p
+
k −p

−
k

( 1 + τk
1− C∗∗ρα∗k

)p+
k −1
− 1 ≤ C0

(
τk + ρα

∗
k

)
and

L2ρk

λ∗k(0)p
−
k −1(1− C∗∗ρα∗k )p

+
k −1
≤ C1ρk,

together with |{uk > 0} ∩ Z+| ≤ |B1| ≤ C, HN−1({uk > 0} ∩ Z0) ≤ HN−1(Z0) ≤ C, (3.13) and
(3.15), we get

cσ2
k ≤ CC0(τk + ρα

∗
k ) + CC1ρk ≤ C2(τk + ρα

∗
k ).

This is a contradiction to our assumptions that C∗ρα
∗
k ≤ λ∗k(0)τk and τk

σ2
k
→ 0. �

The following lemma was proved in [2] with c = 1. The result is obtained by rescaling the h
variable.

Lemma 3.5. Let w(y, h) be such that

(a)
∑N−1

i=1 wyiyi + cwhh = 0 in B1 ∩ {h < 0} with c > 0.
(b) w(y, h)→ g in L1 as h↗ 0.
(c) g is subharmonic and continuous in B′1, g(0) = 0.
(d) w(0, h) ≤ C|h|.
(e) w ≥ −C.

Then, there exists C0 depending only on C, N and c such that, for every y ∈ B′1/2,∫ 1/2

0

1

r2

(
–

∫
–
∂B′r(y)

g(z)dHN−2
)
dr ≤ C0.

Then, we have

Lemma 3.6. Let uk, pk, λ
∗
k, fk, ρk, σk as in Lemma 3.4. Let F+

k , F
−
k and F as in that lemma.

There exists C = C(N, pmin, pmax, λmin, λmax) such that, if y0 ∈ B′1/2,

(3.16)

∫ 1/4

0

1

r2

(
–

∫
–
∂B′r(y0)

(
F − F (y0)

)
dHN−2

)
dr ≤ C.

Proof. The proof follows the lines of the previously cited papers. The idea is that the function
2
(
F (y0 + 1

2y)− F (y0)
)

will take the place of the function g in Lemma 3.5.
We write down the proof for the reader’s convenience since we cannot assume that λ∗k(0) = 1

and we have a right hand side in the equation that was not present in the previous papers. We let
y0 ∈ B′1/2 and consider the functions ūk(y, h) = 2uk(y0 + 1

2y, σkF
+
k (y0) + 1

2h) in B1. From the fact

that uk ∈ F (σk, σk; τk) in B1 we deduce that ūk ∈ F (4σk, 4σk; τk) in B1.
In fact, we denote (x′, xN ) = (y0 + 1

2y, σkF
+
k (y0) + 1

2h) and recall that |F+
k | ≤ 1 . Then we have

for y ∈ B′1, h > 4σk that xN > σkF
+
k (y0) + 2σk ≥ σk implying that ūk(y, h) = 0.
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On the other hand, for y ∈ B′1, h < −4σk we have xN < σkF
+
k (y0) − 2σk ≤ −σk. This implies

that ūk(y, h) = 2uk(x
′, xN ) ≥ −2λ∗k(0)[xN + σk] ≥ −λ∗k(0)[h+ 4σk].

Finally, we see that |∇ūk(y, h)| = |∇uk(y0 + 1
2y, σkF

+
k (y0)+ 1

2h)| ≤ λ∗k(0)(1+τk) and we conclude
that ūk ∈ F (4σk, 4σk; τk) in B1.

Observe that by this change of variables the function F+
k (y) has been replaced by 2

(
F+
k (y0 +

1
2y)− F+

k (y0)
)
.

Thus, from now on we may assume that uk ∈ F (4σk, 4σk; τk) in B1 and y0 = 0. Let

wk(y, h) =
uk(y, h) + λ∗k(0)h

σk
.

Then, given 0 < δ < 1
2 , we take k ≥ kδ so that λ∗k(0)/2 ≤ |∇uk| ≤ 2λ∗k(0) in B1−δ ∩ {h ≤ −Cδσk}

with Cδ the constant in Lemma 3.3 with R = 1− δ. We have
(3.17)

Tkwk :=
∑
ij

bkij(x)wkxixj +
∑
j

bkj (x)wkxj =
bkN
σk
λ∗k(0) +

fk
σk
|∇uk|2−pk in B1−δ ∩ {h ≤ −Cδσk}.

Here bkij(x) = δij + (pk(x) − 2)
ukxiukxj
|∇uk|2

and bkj (x) = pkxj log |∇uk|. Therefore, Tk is a uniformly

elliptic operator with ellipticity and bounds of the coefficients independent of k. Namely, they
satisfy (3.7) and

|bk| ≤ C̄0ρk

(see (3.8)).
On the other hand, the right hand side satisfies

(3.18)
bkN
σk
λ∗k(0) +

fk
σk
|∇uk|2−pk ≤ K0

ρk
σk
→ 0 as k →∞.

We will divide the proof into several steps.
(i) We prove that there exists a constant C > 0 such that ‖wk‖L∞(B−1 ) ≤ C.

In fact, recall that uk ∈ F (4σk, 4σk; τk) in B1 so uk(0, 0) = 0 and |∇uk| ≤ λ∗k(0)(1 + τk). On the
other hand, there holds that uk(y, h) = 0 if h ≥ 4σk. Therefore,

uk(y, h) ≤ λ∗k(0)(1 + τk)(4σk − h)

so that, if −K ≤ h ≤ 0,

wk(y, h) ≤ 4λ∗k(0)(1 + τk)− λ∗k(0)
τk
σk
h ≤ C.

On the other hand, if h < −4σk, since uk ∈ F (4σk, 4σk; τk) in B1, by (2) in Definition 3.1,

wk(y, h) =
uk(y, h) + λ∗k(0)h

σk
≥ −

λ∗k(0)(h+ 4σk)− λ∗k(0)h

σk
= −4λ∗k(0).

Finally, if −4σk ≤ h ≤ 0,

wk(y, h) ≥ −
λ∗k(0)(1 + τk)(4σk − h)− λ∗k(0)h

σk

= −4λ∗k(0)(1 + τk) +
λ∗k(0)(2 + τk)h

σk
≥ −C.

(ii) Uniform bounds of first and second order derivatives.
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Recall that wk satisfies (3.17) that is uniformly elliptic with ellipticity constants and bounds of
the coefficients independent of k in B1−δ ∩ {h < −Cδσk}. By step (i) we then have

(3.19) ‖ wk‖C1,α(K) ≤ CK ∀ K ⊂⊂ B−1 .
and, for every 1 < q <∞,

(3.20) ‖ wk‖W 2,q(K) ≤ CK ∀ K ⊂⊂ B−1 .

Hence, for a subsequence that we still call wk, there exists w ∈ C1,α ∩W 2,q such that wk → w
in C1(K) and weakly in W 2,q(K) for every K ⊂⊂ B−1 .

(iii) Determining the equation satisfied by w.

Let cij = δij + (p0 − 2)δiNδjN where pmin ≤ p0 ≤ pmax is the uniform limit of the sequence of

functions pk (for a subsequence). Then, bkij → cij uniformly on compact subsets of B−1 . In fact, by
the uniform estimates of the gradient of wk we have that

(3.21)
∣∣∇uk(y, h) + λ∗k(0)eN

∣∣ =
∣∣∇(uk(y, h) + λ∗k(0)h

)∣∣ ≤ CKσk
if k ≥ kK and K ⊂⊂ B−1 .

Let λ∗0 = limk→∞ λ
∗
k(0) (for a subsequence). Then, by (3.21) ∇uk → −λ∗0eN uniformly on

compact subsets of B−1 . Since λ∗0 ≥ λmin > 0, there holds that

ukxiukxj
|∇uk|2

→ δiNδjN

uniformly on compact subsets of B−1 . And we have proved the convergence.
On the other hand, |bkj (x)| ≤ C0σk. Therefore, by passing to the limit in (3.17) we get

(3.22)
∑
ij

cijwxixj = 0 in B−1 .

(iv) Bounds of w.
Recalling that |∇uk| ≤ λ∗k(0)(1 + τk), we get

(3.23)
∂

∂h
wk(y, h) ≥ −

λ∗k(0)(1 + τk)− λ∗k(0)

σk
= −λ∗k(0)

τk
σk
.

Thus, for h < 0,

(3.24) wk(0, h) ≤ λ∗k(0)
τk
σk
|h| → 0 as k →∞.

Passing to the limit, we find that

w(0, h) ≤ 0 for h < 0.

(v) Let us see that w(y, h)→ λ∗0F (y) as h→ 0−, uniformly in B′1−δ for every 0 < δ < 1.
First, as in [2, 8], we can prove that

(3.25) wk(y, σkh)− λ∗0F (y)→ 0 uniformly in B′1−δ × [−K,−2Cδ]

for every K > 2Cδ and every 0 < δ < 1. We omit this proof, that relies heavily on Proposition 3.1
(see [2] for the proof).

In order to get the result, following the ideas in [2, 8], we construct a barrier. First, for δ > 0
we let Ωδ a smooth domain such that

B−1−2δ ⊂ Ωδ ⊂ B−1−δ.
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For ε > 0 small, we let gε ∈ C3(∂Ωδ) such that ‖gε‖C3(∂Ωδ) ≤ C with C independent of ε and δ and

λ∗0F − 2ε ≤ gε ≤ λ∗0F − ε in ∂Ωδ ∩ ∂B−1−3δ ∩ {h = 0}
gε ≤ λ∗0F − ε in ∂Ωδ ∩ {h = 0}
gε ≤ w − ε in ∂Ωδ ∩ {h < 0}.

Then, we let φε the solution to {∑
ij cijφεxixj = 1 in Ωδ

φε = gε on ∂Ωδ

with cij as in (3.22).
On one hand, if k ≥ k(ε, δ),

φε ≤ wk on ∂Ωδ ∩ {h < −2Cδσk}.

On the other hand, since ‖φε‖C2(Ωδ)
≤ C, there holds that, for K > 2Cδ and k ≥ k(ε, δ,K),

φε ≤ wk on Ωδ ∩ {h = −Kσk}.

Recall that, by Lemma 3.3, we have

|∇uk| ≥
λ∗k(0)

2
in B1−δ ∩ {h < −Cδσk}

and there holds (3.17) and (3.18). Therefore,

Tkwk ≤ K0
ρk
σk
≤ 1

2
in Ωδ ∩ {h < −Kσk}

if k ≥ k0.
Let us see that

(3.26) Tkφε ≥
1

2
in Ωδ ∩ {h < −Kσk}

if K is large independently of ε and k is large independently of ε and K. In fact, for x ∈ Ωδ,

Tkφε =
∑
ij

cijφεxixj +
∑
ij

(
bkij(x)− cij

)
φεxixj +

∑
j

bkj (x)φεxj

≥ 1− ‖D2φε‖L∞
∑
ij

‖bkij − cij‖L∞ − ‖bk‖L∞‖∇φε‖L∞ .

On one hand, ‖bk‖L∞ ≤ C0σk → 0 as k → ∞. On the other hand, by elliptic estimates up to
the boundary {h = −Kσk}, since we have proved that |wk| ≤ C,

‖∇(uk + λ∗k(0)h)‖L∞({h≤−Kσk}) = σk‖∇wk‖L∞({h≤−Kσk})

≤ σkC
ρk/σk + 1

(K − Cδ)σk
≤ 2C

K − Cδ
in Ωδ ∩ {h < −Kσk}.

Then, as
λ∗k(0)

2 ≤ |∇uk| ≤ 2λ∗k(0) in that set and pk(x)− p0 → 0 uniformly in B1,

‖bkij − cij‖L∞(B1∩{h≤−Kσk}) ≤
C

K − Cδ
+ ok(1).

We conclude, by taking K large enough independent of k and ε and then, k large, that (3.26)
holds.
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Therefore, φε ≤ wk in Ωδ ∩{h ≤ −Kσk}. By letting k →∞ we find that φε ≤ w in Ωδ ∩{h < 0}
and then, by letting h→ 0−,

lim inf
h→0−

w(y, h) ≥ lim
h→0−

φε(y, h) ≥ λ∗0F (y)− 2ε for y ∈ B′1−3δ.

In order to get a bound from above, we recall (3.23) and get,

wk(y, h)− wk(y,−Kσk) ≤ −C
τk
σk
|h| if h ≤ −Kσk.

On the other hand, wk(y,−Kσk)→ λ∗0F (y) uniformly in B′1−δ. Hence, if k is large, and (y, h) ∈
B−1−δ ∩ {h ≤ −Kσk},

wk(y, h) ≤ λ∗0F (y) + 2ε

and we deduce that, for (y, h) ∈ B−1−δ,

w(y, h) ≤ λ∗0F (y) + 2ε.

Therefore,

lim sup
h→0−

w(y, h) ≤ λ∗0F (y) + 2ε uniformly in B′1−δ.

Since ε is arbitrary, we conclude that, for every 0 < δ < 1,

lim
h→0−

w(y, h) = λ∗0F (y) uniformly for y ∈ B′1−3δ.

(vi) Final step.
We apply Lemma 3.5 to the function w and recall that when writing w(y, 0) in the original

variables we get 2
(
F (y0 + 1

2y)− F (y0)
)
. So, the result is proved. �

Corollary 3.1. Let uk, pk, λ
∗
k, fk, ρk, σk and F as in Lemma 3.4. There exists a constant C =

C(N, pmin, pmax, λmin, λmax) and, for every 0 < θ < 1 there exist cθ = cθ(N, pmin, pmax, λmin, λmax, θ),
a ball B′r and ` ∈ RN−1 such that

cθ ≤ r ≤ θ, |`| ≤ C, F (y) ≤ ` · y +
θ

2
r for |y| ≤ r.

Proof. The result is a consequence of Lemma 3.6 and the proof follows as Lemmas 7.7 and 7.8 in
[1]. �

Now, we apply the corollary to a weak flat solution u if σ is small enough.

Lemma 3.7. Let p ∈ Lip(Bρ), λ∗ ∈ Cα
∗
(Bρ), f ∈ L∞(Bρ) such that 1 < pmin ≤ p(x) ≤ pmax <∞,

0 < λmin ≤ λ∗(x) ≤ λmax < ∞ with |∇p| ≤ L1, |f | ≤ L2 and [λ∗]Cα∗ (Bρ) ≤ C∗. Let 0 < θ < 1.

There exists σθ = σθ(θ,N, pmin, pmax, λmin, λmax, L1, L2, C
∗) such that, if

u ∈ F (σ, σ; τ) in Bρ in direction ν

with power p, slope λ∗ and rhs f and, if C∗ρα
∗ ≤ λ∗(0)τ , σ ≤ σθ and τ ≤ σθσ2 there holds that

u ∈ F (θσ, 1; τ) in Bρ̄ in direction ν̄

with the same power, slope and rhs and

cθρ ≤ ρ̄ ≤ θρ, |ν − ν̄| ≤ Cσ.
Here cθ and C are the constants in Corollary 3.1.

Proof. It follows as Lemma 7.9 in [1] by applying Corollary 3.1 to ūk(x) = 1
ρk
uk(ρkx). �
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Now, in order to improve on the gradient in the flatness class, we find an equation to which
v = |∇u| is a subsolution.

Lemma 3.8. Let p ∈ W 1,∞(Ω) ∩ W 2,q(Ω) with 1 < pmin ≤ p(x) ≤ pmax < ∞ in Ω and f ∈
L∞(Ω) ∩W 1,q(Ω) for some q ≥ 1.

Let u such that ∆p(x)u = f and 0 < c ≤ |∇u| ≤ C in Ω. There exist D = {Dij}, B = {bj} and
G such that

β̄|ξ|2 ≤
∑
ij

Dij(x)ξiξj ≤ β̄−1|ξ|2 for every ξ ∈ RN , x ∈ Ω,

‖B‖L∞(Ω) ≤ C̄ , ‖G‖Lq(Ω) ≤ C̄

with β̄ = β̄(pmin, pmax, c, C) > 0, C̄ = C̄(pmin, pmax, c, C, ‖f‖L∞(Ω)∩W 1,q(Ω), ‖p‖W 1,∞(Ω)∩W 2,q(Ω))
such that v = |∇u| satisfies

(3.27) divD∇v +B · ∇v ≥ G

weakly in Ω.

Proof. We start with some notation. For x ∈ Ω, ξ ∈ RN , we let A(x, ξ) = |ξ|p(x)−2ξ. First

we observe that, by the arguments in Theorem 3.2 in [7], u ∈ W 2,2
loc (Ω) and then, by using the

nondivergence form of the equation, we deduce that u ∈W 2,t
loc(Ω) for every 1 ≤ t <∞ (see Lemma

9.16 in [17]).
Then, taking η ∈ C∞0 (Ω), letting ηxk as test function and integrating by parts, we get

(3.28)

∫
fηxk =

∫
∂A

∂xk
(x,∇u)∇η +

∑
ij

∫
aij(x,∇u)uxjxkηxi

where aij(x, ξ) = ∂Ai
∂ξj

(x, ξ).

Observe that (3.28) actually holds for any η ∈W 1,p(x)
0 (Ω).

Then, we take η = uxkψ with 0 ≤ ψ ∈ C∞0 (Ω) arbitrary. Hence, by using the ellipticity of aij
and after summation on k, we get∫

f∆uψ +

∫
f〈∇u,∇ψ〉 ≥

∑
i,k

∫
∂Ai
∂xk

(x,∇u)uxixkψ

+
∑
i,k

∫
∂Ai
∂xk

(x,∇u)uxkψxi +
∑
i,j

∫
aij
∑
k

uxkuxjxkψxi .

Now, we denote D = (Dij) with Dij = |∇u|aij , we use that vxj =
∑

k

uxkxjuxk
|∇u| and we integrate by

parts the second terms on the left and right hand sides. In fact, since

∂Ai
∂xk

(x,∇u) = |∇u|p(x)−2 log |∇u|uxipxk ,

we get

(3.29)

d

dxi

[∂Ai
∂xk

(x,∇u)
]

= |∇u|p(x)−2
(

log |∇u|
)2
uxipxkpxi

+ |∇u|p(x)−2 log |∇u|uxipxkxi + |∇u|p(x)−2 log |∇u|uxixipxk
+ (p(x)− 2)|∇u|p(x)−3 log |∇u|uxipxkvxi + |∇u|p(x)−3uxipxkvxi ,
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so we obtain

(3.30)

−
∫
〈∇f,∇u〉ψ ≥

∫
〈D∇v,∇ψ〉+

∑
i,k

∫
∂Ai
∂xk

(x,∇u)uxixkψ

−
∑
i,k

∫
d

dxi

[∂Ai
∂xk

(x,∇u)
]
uxkψ −

∑
i,k

∫
∂Ai
∂xk

(x,∇u)uxixkψ

=

∫
〈D∇v,∇ψ〉 −

∑
i,k

∫
d

dxi

[∂Ai
∂xk

(x,∇u)
]
uxkψ.

Then, by replacing (3.29) in (3.30), it follows

−
∫
〈∇f,∇u〉ψ ≥

∫
〈D∇v,∇ψ〉 −

∫
|∇u|p(x)−2

(
log |∇u|

)2〈∇u,∇p〉2ψ
−
∫
|∇u|p(x)−2 log |∇u|

∑
i,k

uxiuxkpxkxiψ −
∫
|∇u|p(x)−2 log |∇u|〈∇u,∇p〉∆uψ

−
∫ 〈
|∇u|p(x)−3

[
(p(x)− 2) log |∇u|+ 1

]
〈∇u,∇p〉 ∇u,∇v

〉
ψ.

Finally, since |∇u|p(x)−2
(

∆u+ (p(x)− 2)
∑

i,j

uxiuxj
|∇u|2 uxixj + log |∇u|〈∇u,∇p〉

)
= f ,

−
∫
|∇u|p(x)−2 log |∇u|〈∇u,∇p〉∆uψ = −

∫
f log |∇u|〈∇u,∇p〉ψ

+

∫ 〈
(p(x)− 2)|∇u|p(x)−3 log |∇u|〈∇u,∇p〉∇u,∇v

〉
ψ

+

∫
|∇u|p(x)−2

(
log |∇u|

)2〈∇u,∇p〉2ψ.
Hence, v satisfies (3.27) with

Dij = |∇u|p(x)−1
(
δij +

(p(x)− 2)

|∇u|2
uxiuxj

)
,

B = |∇u|p(x)−3〈∇u,∇p〉 ∇u,

G = 〈∇f,∇u〉 − f log |∇u|〈∇u,∇p〉 − |∇u|p(x)−2 log |∇u|
∑
i,k

uxiuxkpxkxi .

�

Remark 3.1. A similar lemma to Lemma 3.8, valid for the case f ≡ 0, was established in reference
[6] (Lemma 2.2).

Now, we get an estimate on |∇u| close to the free boundary.

Lemma 3.9. Let p and f as in Lemma 3.8 with q > max{1, N/2} and λ∗ ∈ Cα
∗
(Ω) with 0 <

λmin ≤ λ∗(x) ≤ λmax <∞ in Ω and [λ∗]Cα∗ (Ω) ≤ C∗. Let u be a weak solution to P (f, p, λ∗) in Ω

and let x0 ∈ Ω ∩ ∂{u > 0} with B4R(x0) ⊂ Ω, R ≤ 1. Assume that, for every r ≤ R,

u ∈ F (σ, 1;∞) in Br(x0) in some direction νr,

with power p, slope λ∗ and rhs f , with σ ≤ 1/2.
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Then, for every x1 in Br(x0),

(3.31) |∇u| ≤ λ∗(x1) + C
( r
R

)γ
in Br(x1) if r ≤ R,

for some constants C and 0 < γ < 1 depending only on N , pmin, pmax, λmin, ‖f‖L∞(B2R(x0))∩W 1,q(B2R(x0)),
‖p‖W 1,∞(B2R(x0))∩W 2,q(B2R(x0)), α

∗, C∗, q and ‖∇u‖L∞(B2R(x0)).

Proof. We let 0 < R0 ≤ R, ε > 0 and define

λ∗2R0
= sup

B2R0
(x0)

λ∗(x),

Uε(x) =
(
|∇u| − λ∗2R0

− ε
)+
.

Let 0 < r ≤ R0. Since for every x̄ ∈ B2R0(x0) ∩ ∂{u > 0}

lim sup
x→x̄

u(x)>0

|∇u| ≤ λ∗(x̄),

then the function Uε vanishes in a neighborhood of B2r(x0) ∩ ∂{u > 0}.
We have |∇u| ≥ λmin in {Uε > 0} and moreover, arguing as in Lemma 3.8 we see that u ∈

W 2,t(B2r(x0) ∩ {Uε > 0}) for every 1 ≤ t <∞. Thus, by Lemma 3.8, Uε is a solution to

divD∇Uε +B · ∇Uε ≥ G

in {Uε > 0} ∩B2r(x0) for some functions D = {Dij}, B = {bj} and G such that

(3.32)

β̄|ξ|2 ≤
∑
ij

Dij(x)ξiξj ≤ β̄−1|ξ|2 for every ξ ∈ RN , x ∈ B2R(x0),

‖B‖L∞({Uε>0}∩B2R(x0)) ≤ C̄ , ‖G‖Lq({Uε>0}∩B2R(x0)) ≤ C̄

with β̄ = β̄(pmin, pmax, λmin, ‖∇u‖L∞(B2R(x0))), C̄ = C̄(pmin, pmax, λmin, ‖∇u‖L∞(B2R(x0)),
‖f‖L∞(B2R(x0))∩W 1,q(B2R(x0)), ‖p‖W 1,∞(B2R(x0))∩W 2,q(B2R(x0))).

Therefore, if G̃ and B̃ are the extensions by 0 of G and B respectively from {Uε > 0}∩B2r(x0) to

B2r(x0) and D̃ is an extension of D that preserves the uniform ellipticity with the same constants,
there holds that Uε satisfies

(3.33) divD̃∇Uε + B̃ · ∇Uε ≥ G̃

in B2r(x0) (see, for instance, Lemma 2.1 in [24]).
Let now hε(r) = supBr(x0) Uε and V = hε(2r)− Uε. Then,

divD̃∇V + B̃ · ∇V ≤ −G̃ in B2r(x0).

Moreover, V ≥ 0 in B2r(x0). By the weak Harnack inequality (see [17]),

inf
Br(x0)

V + r2−N/q‖G̃‖Lq(B2r(x0)) ≥ c –

∫
–
B3r/2(x0)

V

with c = c(N, β̄, ‖B̃‖L∞(B2R(x0)), q).

Now, since by the flatness condition, u (and therefore Uε) vanishes in the ball B 1−σ
2
r(x0+ 1+σ

2 rνr)

for some direction νr, there holds that V = hε(2r) in B 1−σ
2
r(x0 + 1+σ

2 rνr) and therefore,

hε(2r)− hε(r) + r2−N/qC̄ ≥ ĉ
(1− σ

2

)N
hε(2r) ≥ c̄ hε(2r)
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since σ ≤ 1/2, with c̄ = c̄(N, β̄, ‖B̃‖L∞(B2R(x0)), q) < 1 and C̄ the constant in (3.32). We pass to
the limit as ε→ 0 and we conclude that

(3.34) h(r) ≤
(
1− c̄

)
h(2r) + r2−N/qC̄,

if r ≤ R0 with h(r) = supBr(x0)

(
|∇u| − λ∗2R0

)+
. Since 2 −N/q > 0, there exist γ̃ ∈ (0, 1), C̃ > 0

depending only on N, q, c̄, ‖∇u‖L∞(B2R(x0)) and C̄ such that

h(s) ≤ C̃
( s

2R0

)γ̃
if s ≤ 2R0. This implies

(3.35) sup
B2r(x0)

|∇u| ≤ sup
B2R0(x0)

λ∗(x) + C̃
( r
R0

)γ̃
,

if r ≤ R0 ≤ R, and the Hölder continuity of λ∗(x) gives, for x1 ∈ B2R0(x0),

(3.36) sup
B2R0(x0)

λ∗(x) ≤ λ∗(x1) + C∗(4R0)α
∗
.

We now take r ≤ R, R0 = r1/2R1/2 and x1 ∈ Br(x0) and obtain, from (3.35) and (3.36),

sup
Br(x1)

|∇u| ≤ sup
B2r(x0)

|∇u| ≤ λ∗(x1) + C
( r
R

)γ
,

for γ = min{α∗2 ,
γ̃
2} and C depending only on C̃, C∗, γ̃ and α∗, which proves (3.31) and completes

the proof. �

Let us show that a point x0 in the reduced free boundary of a weak solution is always under the
assumptions of Lemma 3.9.

Lemma 3.10. Let p ∈ Lip(Ω) with 1 < pmin ≤ p(x) ≤ pmax < ∞, λ∗ ∈ C(Ω) with 0 < λmin ≤
λ∗(x) ≤ λmax < ∞ and f ∈ L∞(Ω). Let u be a weak solution to P (f, p, λ∗) in Ω and x0 ∈
Ω ∩ ∂red{u > 0}.

There exists σ0 > 0 such that, if σ < σ0, there exists rσ > 0 such that, for every r ≤ rσ,

u ∈ F (σ, 1;∞) in Br(x0) in direction ν(x0),

with power p, slope λ∗ and rhs f . Here ν(x0) denotes the exterior unit normal to Ω ∩ ∂{u > 0} at
x0 in the measure theoretic sense.

Proof. Assume for simplicity that x0 = 0 and ν(x0) = eN . Let R > 0 be such that B4R ⊂ Ω.
Given 0 < ε < 1

2 , there exists rε ≤ R such that

(3.37)
|{u > 0} ∩B+

r |
|Br|

< ε if r ≤ rε,

and also a constant cN > 1 so that

(3.38) |B+
r \ {0 < xN < σr}| ≥ |Br|(1/2− cNσ) > ε|Br| if σ <

1/2− ε
cN

.

Let r ≤ rε
2 and suppose there exists x̄ ∈ (B+

r \{0 < xN < σr})∩∂{u > 0}. Then, supBρ(x̄) u ≥ cminρ,

if ρ ≤ ρ0 = min{r0, R}, with cmin and r0 the constants corresponding to D = B2R in the definition
of weak solution.

Then, if r ≤ ρ0, there exists x1 ∈ B̄σr/2(x̄) such that u(x1) ≥ cminσr/2, implying that

u(x) ≥ cminσr/2− Lκσr/2 > 0 in Bκσr/2(x1) ⊂ B+
2r,
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if κ ≤ min{1, cmin
2L }, where L is the Lipschitz constant of u in B2R. As a consequence,

|{u > 0} ∩B+
2r|

|B2r|
≥ (κσ/4)N ,

which contradicts (3.37) if (κσ/4)N > ε. Finally, we fix σ0 = (2cN )−1, take σ < σ0 and choose
0 < ε < 1

2 satisfying
4

κ
ε1/N < σ <

1/2− ε
cN

.

Then, letting rσ = min{ rε2 , ρ0} and r ≤ rσ, we observe that (B+
r \ {0 < xN < σr}) ∩ ∂{u > 0} = ∅

by the above discussion, and that we cannot have u > 0 in B+
r \ {0 < xN < σr} because of (3.37)

and (3.38). Therefore we conclude that u ∈ F (σ, 1;∞) in Br with power p, slope λ∗ and rhs f , for
every r ≤ rσ. �

Now, we get a result that holds at free boundary points satisfying a density condition on the zero
set. This is the situation when u comes from a minimization problem as was the case in [1, 2, 8],
for instance.

Lemma 3.11. Let p and f as in Lemma 3.8 with q > max{1, N/2} and λ∗ ∈ Cα
∗
(Ω) with

0 < λmin ≤ λ∗(x) ≤ λmax < ∞ in Ω and [λ∗]Cα∗ (Ω) ≤ C∗. Let u be a weak solution to P (f, p, λ∗)

in Ω and let x0 ∈ Ω ∩ ∂{u > 0} with B4R(x0) ⊂ Ω, R ≤ 1. Assume that

(3.39)

∣∣Br(x0) ∩ {u = 0}
∣∣

|Br(x0)|
≥ c0 > 0 if r ≤ R.

Then, for every x1 in Br(x0),

(3.40) |∇u| ≤ λ∗(x1) + C
( r
R

)γ
in Br(x1) if r ≤ R,

for some constants C and 0 < γ < 1 depending only on N , pmin, pmax, λmin, ‖f‖L∞(B2R(x0))∩W 1,q(B2R(x0)),
‖p‖W 1,∞(B2R(x0))∩W 2,q(B2R(x0)), α

∗, C∗, q, ‖∇u‖L∞(B2R(x0)) and c0.

Proof. The proof is exactly as that of Lemma 3.9 the only difference being that instead of the
flatness condition we use the density condition (3.39). �

Now, with the ideas in the proof of Lemma 3.9 we can improve on the gradient.

Lemma 3.12. Let p ∈ W 1,∞(Bρ) ∩W 2,q(Bρ) with 1 < pmin ≤ p(x) ≤ pmax < ∞ in Bρ and f ∈
L∞(Bρ) ∩W 1,q(Bρ) with q > max{1, N/2}, ‖p‖W 1,∞(Bρ)∩W 2,q(Bρ) ≤ L̃1 and ‖f‖L∞(Bρ)∩W 1,q(Bρ) ≤
L̃2. Let λ∗ ∈ Cα∗(Bρ) with 0 < λmin ≤ λ∗(x) ≤ λmax <∞ in Bρ and [λ∗]Cα∗ (Bρ) ≤ C∗.

Let 0 < θ < 1. There exist σθ, cθ, C, C̃ and γ̃ such that, if

u ∈ F (σ, 1; τ) in Bρ in direction ν

with power p, slope λ∗ and rhs f and, if σ ≤ σθ, τ ≤ σθσ2 and C̃ργ̃ ≤ λminτ , there holds that

u ∈ F (θσ, θσ; θ2τ) in Bρ̄ in direction ν̄

with the same power, slope and rhs and

cθρ ≤ ρ̄ ≤
1

4
ρ, |ν − ν̄| ≤ Cσ.

The constants depend only on N , pmin, pmax, λmin, λmax, L̃1, L̃2, α∗, C∗, q. The constants σθ and
cθ depend moreover on θ.
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Proof. We will apply Lemma 3.7 inductively, and we will obtain the improvement of the value τ
with an argument similar to the one in Lemma 3.9.

In fact, if σθ is small enough, we can apply Proposition 3.1 to ū(x) = 1
ρu(ρx) and we get

u ∈ F (C0σ,C0σ; τ) in Bρ/2 in direction ν,

with power p, slope λ∗ and rhs f . Then for 0 < θ1 ≤ 1
2 we can apply Lemma 3.7, if again σθ is

small, and we obtain

(3.41) u ∈ F (C0θ1σ, 1; τ) in Br1ρ in direction ν1,

with the same power, slope and rhs, for some r1, ν1 with

cθ1 ≤ 2r1 ≤ θ1, and |ν1 − ν| ≤ Cσ.
In order to improve the value of τ we proceed as in the proof of Lemma 3.9. In fact, we let

R0 = R = r1ρ, x0 = 0 and repeat the argument leading to (3.34), with r = r1ρ. In the present
case we use the fact that, because of (3.41), u vanishes in the ball B r1ρ

4
( r1ρ2 ν1). We also use that,

in Bρ, |∇u| ≤ λ∗(0)(1 + τ) ≤ 2λmax. We obtain

sup
Br1ρ

(
|∇u| − λ∗2r1ρ

)+ ≤ (1− c̄) sup
B2r1ρ

(
|∇u| − λ∗2r1ρ

)+
+ C̄(r1ρ)2−N/q,

with

λ∗2r1ρ = sup
B2r1ρ

λ∗(x),

and constants 0 < c̄ < 1 and C̄ > 0 depending only on N , pmin, pmax, λmin, λmax, L̃1, L̃2 and q. It
follows that

sup
Br1ρ

|∇u| ≤ λ∗2r1ρ +
(
1− c̄

)
λ∗2r1ρτ + C̄

(ρ
4

)2−N/q
≤ λ∗2r1ρ +

(
1− c̄

2

)
λ∗2r1ρτ,

if we let C̄
(ρ

4

)2−N/q ≤ c̄
2λminτ . Therefore, for θ̂ = 1− c̄

2 , we get

sup
Br1ρ

|∇u| ≤ λ∗2r1ρ(1 + θ̂τ)

≤ λ∗(0)(1 + θ̂τ) + C∗(2r1ρ)α
∗
(1 + θ̂τ)

≤ λ∗(0)
(
1 + θ̂τ +

1− θ̂
2

τ
)

= λ∗(0)(1 + θ2
0τ),

if C∗ρα
∗ ≤ 1

2λminτ and θγ̃1 ≤ 1−θ̂
2 , with γ̃ = min{α∗, 2−N/q} and θ0 =

√
1+θ̂

2 .

We see that, if θ1 is chosen small enough,

u ∈ F (θ0σ, 1; θ2
0τ) in Br1ρ in direction ν1,

with power p, slope λ∗ and rhs f . Moreover, rγ̃1 ≤ θ2
0.

Then, we can repeat this argument a finite number of times, and we obtain

u ∈ F (θm0 σ, 1; θ2m
0 τ) in Br1...rmρ in direction νm,

with the same power, slope and rhs, with

cθj ≤ 2rj ≤ θj , and |νm − ν| ≤
C

1− θ0
σ.
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Finally we choose m large enough and use Proposition 3.1. �

4. Regularity of the free boundary for weak solutions to problem P (f, p, λ∗)

In this section we study the regularity of the free boundary for weak solutions to problem
P (f, p, λ∗).

We prove that the free boundary of a weak solution is a C1,α surface near flat free boundary
points (Theorems 4.1, 4.2 and 4.3). As a consequence we get that the free boundary is C1,α in a
neighborhood of every point in the reduced free boundary (Theorem 4.4).

We also obtain further regularity results on the free boundary, under further regularity assump-
tions on the data (Corollary 4.1).

Among Theorems 4.1, 4.2 and 4.3 the most general one is Theorem 4.3.
Theorems 4.1 and 4.2 require the extra assumptions (4.1) and (4.10), respectively. But, under

these additional assumptions, the constant in the C1,α continuity of the free boundary becomes
universal.

The difference stems from the fact that in Theorems 4.1 and 4.2 the choice of ρ in the statements
can be done independently of the weak solution u under consideration, whereas in Theorem 4.3
there is a strong dependence on u.

We remark that the Hölder exponent α is universal in the three results.

Our first result holds at free boundary points satisfying a density condition on the zero set. This
is the situation when u comes from a minimization problem as was the case in [1, 2, 8], for instance.

Theorem 4.1. Let p ∈ W 1,∞(Ω) ∩W 2,q(Ω) with 1 < pmin ≤ p(x) ≤ pmax < ∞ in Ω and f ∈
L∞(Ω) ∩W 1,q(Ω) with q > max{1, N/2}. Let λ∗ ∈ Cα∗(Ω) with 0 < λmin ≤ λ∗(x) ≤ λmax <∞ in
Ω and [λ∗]Cα∗ (Ω) ≤ C∗. Let u be a weak solution to P (f, p, λ∗) in Ω and let x0 ∈ Ω∩∂{u > 0} with

B4R(x0) ⊂ Ω, R ≤ 1. Assume that

(4.1)

∣∣Br(x0) ∩ {u = 0}
∣∣

|Br(x0)|
≥ c0 > 0 if r ≤ R.

Then there are constants α, β, σ̄0, C̄ and C such that if

u ∈ F (σ, 1;∞) in Bρ(x0) in direction ν

with power p, slope λ∗ and rhs f , with σ ≤ σ̄0 and C̄ρβ ≤ σ̄0σ
2, then

Bρ/4(x0) ∩ ∂{u > 0} is a C1,α surface,

more precisely, a graph in direction ν of a C1,α function, and, for x, y on this surface,

(4.2) |ν(x)− ν(y)| ≤ Cσ
∣∣∣∣x− yρ

∣∣∣∣α .
The constants depend only on N , pmin, pmax, λmin, λmax, α∗, C∗, q, ‖f‖L∞(B3R(x0))∩W 1,q(B3R(x0)),

‖p‖W 1,∞(B3R(x0))∩W 2,q(B3R(x0)), R, c0 and the constants Cmax(B3R(x0)) and r0(B3R(x0)) in Defini-
tion 2.2.

Proof. Let us first get a bound for ‖∇u‖L∞(B2r1 (x0)) for a suitable 0 < r1 ≤ R. In fact, we

denote r0 = r0(B3R(x0)) and Cmax = Cmax(B3R(x0)), the constants in Definition 2.2. We now let
r1 = 1

4 min{3R, r0} and see that there holds that ‖u‖L∞(B4r1 (x0)) ≤ Cmaxr0.
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Then, by Proposition 2.1, it follows that ‖∇u‖L∞(B2r1 (x0)) can be estimated by a constant de-

pending only on N , pmin, pmax, r1, ‖f‖L∞(B4r1 (x0))∩W 1,q(B4r1 (x0)), ‖p‖W 1,∞(B4r1 (x0))∩W 2,q(B4r1 (x0)),

Cmax and r0.
Next, we choose the constants in the statement so that ρ ≤ r1. Then, we can apply Lemma 3.11

in B4r1(x0) and get, for x ∈ Bρ(x0),

|∇u(x)| ≤ λ∗(x0) + C1ρ
γ ≤ λ∗(x0)

(
1 +

C1

λmin
ργ
)
,

with C1 and γ constants depending only on N , pmin, pmax, λmin, ‖f‖L∞(B2r1 (x0))∩W 1,q(B2r1 (x0)),

‖p‖W 1,∞(B2r1 (x0))∩W 2,q(B2r1 (x0)), α
∗, C∗, q, ‖∇u‖L∞(B2r1 (x0)), c0 and r1.

We let C̄ and β in the statement satisfying C̄ ≥ C1
λmin

and β ≤ γ, and take τ = C̄ρβ. Therefore
we obtain

u ∈ F (σ, 1; τ) in Bρ(x0) in direction ν,

with power p, slope λ∗ and rhs f .
Applying Proposition 3.1 we have that

(4.3) u ∈ F (C0σ,C0σ; τ) in Bρ/2(x0) in direction ν,

with the same power, slope and rhs, if we choose C̄ ≥ C∗, β ≤ α∗, and σ̄0 is small enough so that,
in particular, τ ≤ σ and C∗ρα

∗ ≤ C̄ρβ ≤ λminσ.
Let x1 ∈ Bρ/2(x0) ∩ ∂{u > 0}. Since Lemma 3.11 also gives

|∇u(x)| ≤ λ∗(x1) + C1ρ
γ ≤ λ∗(x1)(1 + τ) in Bρ/2(x1)

and 〈x1 − x0, ν〉 > −C0σ
ρ
2 there holds that,

u ∈ F (C̄0σ, 1; τ) in Bρ/2(x1) in direction ν,

with power p, slope λ∗ and rhs f , for any constant C̄0 ≥ (C0 + 2).
If we let σ̄0 small enough, the above choice of C̄ and β, which implies in particular that τ ≤ C̄0σ

and C∗(ρ2)α
∗
≤ λminC̄0σ, allows us to apply again Proposition 3.1 and deduce that

u ∈ F (Cσ,Cσ; τ) in Bρ/4(x1) in direction ν,

with the same power, slope and rhs.
We want to apply Lemma 3.12 in Bρ/4(x1) for some 0 < θ < 1. In fact, we need Cσ ≤ σθ,

τ ≤ σθ(Cσ)2 and C̃(ρ4)γ̃ ≤ λminτ , which is satisfied if we let σ̄0 ≤ σθ
C , σ̄0 ≤ σθC

2, C̄ ≥ C̃
λmin

and
β ≤ γ̃.

Moreover, we want to apply Lemma 3.12 inductively in order to get sequences ρm and νm, with
ρ0 = ρ/4 and ν0 = ν, such that

u ∈ F (θmCσ, θmCσ; θ2mτ) in Bρm(x1) in direction νm,

with power p, slope λ∗ and rhs f , with

(4.4) cθρm ≤ ρm+1 ≤ ρm/4 and |νm+1 − νm| ≤ θmCσ.
For this purpose, we have to verify at each step that

θmCσ ≤ σθ, θ2mτ ≤ σθ(θmCσ)2, C̃ργ̃m ≤ λminθ
2mτ.

Since ρm ≤ 4−mρ0, this is satisfied if, in addition, we let θ = 2−β < 1.
Thus, we have that

|〈x− x1, νm〉| ≤ θmCσρm for x ∈ Bρm(x1) ∩ ∂{u > 0}.
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We also have that there exists ν(x1) = limm→∞ νm and

(4.5) |ν(x1)− νm| ≤
Cθm

1− θ
σ.

Now let x ∈ Bρ/4(x1) ∩ ∂{u > 0} and choose m such that ρm+1 ≤ |x− x1| < ρm. Then

|〈x− x1, ν(x1)〉| ≤ Cθmσ
( |x− x1|

1− θ
+ ρm

)
≤ Cθmσ

( 1

1− θ
+

1

cθ

)
|x− x1|

and since |x− x1| ≥ cm+1
θ ρ0 we have

(4.6) θm+1 ≤
( |x− x1|

ρ0

)α
with α =

β log 2

log c−1
θ

=
log θ

log cθ
,

and we obtain that

(4.7) |〈x− x1, ν(x1)〉| ≤ Cσ

ρα
|x− x1|1+α, x ∈ Bρ/4(x1) ∩ ∂{u > 0}.

Let us finally observe that the result in the statement follows if we take σ̄0 small enough.
In fact, (4.7) implies that ν(x1) is the normal to ∂{u > 0} at x1.
From (4.3), (4.7) and (4.5) with m = 0 we get that Bρ/4(x0)∩∂{u > 0} is a graph in the direction

ν of a function g that is defined, differentiable and Lipschitz in B′ρ/4(x′0). This holds if σ̄0 is small

so that √
1− (C0σ)2 ≥ 1/2 and Cσ

(
1 +

1

1− θ

)
≤ 1/2 for σ ≤ σ̄0.

With these choices, the Lipschitz constant of g is universal (observe that (4.3) implies that
|g(x′)− g(x′1)| ≤ C0σρ if x′, x′1 ∈ B′ρ/4(x′0)).

In order to see that (4.2) holds we let x, y ∈ Bρ/2(x0) ∩ ∂{u > 0} such that |x− y| < ρ/8.
We can apply the construction above with x1 = y, so we have sequences ρm = ρm(y) with

ρ0(y) = ρ/4, and νm = νm(y) satisfying (4.4), with ν(y) = limm→∞ νm(y).
Now let m0 be such that

(4.8)
ρm0+1

2
≤ |x− y| < ρm0

2
.

We use that

(4.9) u ∈ F (σm0 , σm0 ; τm0) in Bρm0
(y) in direction νm0(y),

with power p, slope λ∗ and rhs f , for σm0 = θm0Cσ and τm0 = θ2m0τ .

In fact, we have now the following picture: u is under the assumption of the theorem with x0

replaced by y and flatness condition (4.9). Then, with x1 replaced by x, ρ0(x) = ρm0(y) and
ν0(x) = νm0(y), (4.5) with m = 0 gives

|ν(x)− νm0(y)| = |ν(x)− ν0(x)| ≤ Cσm0

1− θ
.

Let us notice that, from the choice of α we made in (4.6), σm0 = Cσθm0 = Cσ(cm0
θ )α. Since, by

(4.4) and (4.8), cm0+1
θ ≤ 4

ρm0+1

ρ ≤ 8
ρ |x− y|, there holds

|ν(x)− νm0(y)| ≤ Cσ

1− θ

(
8|x− y|
cθρ

)α
.
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Estimate (4.5) also gives

|ν(y)− νm0(y)| ≤ Cσ

1− θ

(
8|x− y|
cθρ

)α
.

We thus get

|ν(x)− ν(y)| ≤ Cσ
∣∣∣∣x− yρ

∣∣∣∣α if x, y ∈ Bρ/2(x0) ∩ ∂{u > 0}, |x− y| < ρ/8.

Finally, if x, y ∈ Bρ/4(x0) ∩ ∂{u > 0} are such that |x − y| ≥ ρ/8 we can find points zi ∈
Bρ/4(x0) ∩ ∂{u > 0} with z0 = x, zk = y, |zi − zi+1| < ρ/8 for every i and k a universal number.
By applying the last estimate we get (4.2).

So, the theorem is proved. �

In the next result we replace the density condition (4.1) of Theorem 4.1 by a flatness condition
at the point, at every scale. In fact, we get

Theorem 4.2. Let p ∈ W 1,∞(Ω) ∩W 2,q(Ω) with 1 < pmin ≤ p(x) ≤ pmax < ∞ in Ω and f ∈
L∞(Ω) ∩W 1,q(Ω) with q > max{1, N/2}. Let λ∗ ∈ Cα∗(Ω) with 0 < λmin ≤ λ∗(x) ≤ λmax <∞ in
Ω and [λ∗]Cα∗ (Ω) ≤ C∗. Let u be a weak solution to P (f, p, λ∗) in Ω and let x0 ∈ Ω∩∂{u > 0} with

B4R(x0) ⊂ Ω, R ≤ 1. Assume that, for every r ≤ R,

(4.10) u ∈ F (1/2, 1;∞) in Br(x0) in some direction νr,

with power p, slope λ∗ and rhs f .
Then there are constants α, β, σ̄0, C̄ and C such that if

u ∈ F (σ, 1;∞) in Bρ(x0) in direction ν

with power p, slope λ∗ and rhs f , with σ ≤ σ̄0 and C̄ρβ ≤ σ̄0σ
2, then

Bρ/4(x0) ∩ ∂{u > 0} is a C1,α surface,

more precisely, a graph in direction ν of a C1,α function, and, for x, y on this surface,

|ν(x)− ν(y)| ≤ Cσ
∣∣∣∣x− yρ

∣∣∣∣α .
The constants depend only on N , pmin, pmax, λmin, λmax, α∗, C∗, q, ‖f‖L∞(B3R(x0))∩W 1,q(B3R(x0)),

‖p‖W 1,∞(B3R(x0))∩W 2,q(B3R(x0)), R and the constants Cmax(B3R(x0)) and r0(B3R(x0)) in Definition
2.2.

Proof. The proof is exactly as that of Theorem 4.1 the only difference being that instead of using
Lemma 3.11, we make use of Lemma 3.9. �

Our last result on the regularity of the free boundary of a weak solution in a neighborhood of a
flat free boundary point holds without the extra assumptions (4.1) and (4.10) of Theorems 4.1 and
4.2. In fact, we get

Theorem 4.3. Let p ∈ W 1,∞(Ω) ∩W 2,q(Ω) with 1 < pmin ≤ p(x) ≤ pmax < ∞ in Ω and f ∈
L∞(Ω) ∩W 1,q(Ω) with q > max{1, N/2}. Let λ∗ ∈ Cα∗(Ω) with 0 < λmin ≤ λ∗(x) ≤ λmax <∞ in
Ω and [λ∗]Cα∗ (Ω) ≤ C∗. Let u be a weak solution to P (f, p, λ∗) in Ω and let x0 ∈ Ω ∩ ∂{u > 0}.

Then there are constants α, σ̄0 and C such that if

u ∈ F (σ, 1;∞) in Bρ(x0) in direction ν
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with power p, slope λ∗ and rhs f , with σ ≤ σ̄0 and ρ small enough, then

Bρ/4(x0) ∩ ∂{u > 0} is a C1,α surface,

more precisely, a graph in direction ν of a C1,α function, and, for x, y on this surface,

|ν(x)− ν(y)| ≤ Cσ
∣∣∣∣x− yρ

∣∣∣∣α .
The constants α, σ̄0 and C depend only on N , pmin, pmax, ‖f‖L∞(Ω)∩W 1,q(Ω), ‖p‖W 1,∞(Ω)∩W 2,q(Ω),

λmin, λmax, α∗, C∗ and q.

Proof. Since

lim sup
x→x0
u(x)>0

|∇u(x)| ≤ λ∗(x0),

given σ̄0 and σ ≤ σ̄0, there exists ρ1 = ρ1(u, x0, σ̄0, σ, λmin) such that, if ρ ≤ ρ1,

|∇u(x)| ≤ λ∗(x0)
(

1 +
σ̄0σ

2

2

)
, for x ∈ Bρ(x0).(4.11)

We take τ = σ̄0σ
2 and obtain

u ∈ F (σ, 1; τ) in Bρ(x0) in direction ν,

with power p, slope λ∗ and rhs f .
Applying Proposition 3.1 we have that

u ∈ F (C0σ,C0σ; τ) in Bρ/2(x0) in direction ν,

with the same power, slope and rhs, if σ̄0 is small enough so that, in particular, τ ≤ σ and
ρ ≤ ρ2(C∗, α∗, λmin, σ) so that C∗ρα

∗ ≤ λminσ.
Let x1 ∈ Bρ/2(x0) ∩ ∂{u > 0}. From (4.11) and the Hölder continuity of λ∗(x) we get

|∇u(x)| ≤
(
λ∗(x1) + C∗(ρ/2)α

∗)(
1 +

σ̄0σ
2

2

)
≤ λ∗(x1)(1 + τ) in Bρ/2(x1),

if ρ ≤ ρ3(C∗, α∗, λmin, σ̄0, σ), so that C∗(ρ/2)α
∗
≤ λmin

σ̄0σ2

4 .
Then,

u ∈ F (C̄0σ, 1; τ) in Bρ/2(x1) in direction ν,

with power p, slope λ∗ and rhs f , for any constant C̄0 ≥ C0 + 2.
If we let σ̄0 small enough, so that, in particular, τ ≤ C̄0σ, and take ρ ≤ ρ4(C∗, α∗, λmin, C̄0, σ)

so that C∗(ρ2)α
∗
≤ λminC̄0σ, we can apply again Proposition 3.1 and deduce that

u ∈ F (Cσ,Cσ; τ) in Bρ/4(x1) in direction ν,

with the same power, slope and rhs.
We want to apply Lemma 3.12 in Bρ/4(x1) for some 0 < θ < 1. In fact, we need Cσ ≤ σθ,

τ ≤ σθ(Cσ)2 and C̃(ρ4)γ̃ ≤ λminτ , which is satisfied if we let σ̄0 ≤ σθ
C , σ̄0 ≤ σθC

2 and ρ ≤
ρ5(C̃, γ̃, λmin, σ̄0, σ).

Moreover, we want to apply Lemma 3.12 inductively in order to get sequences ρm and νm, with
ρ0 = ρ/4 and ν0 = ν, such that

u ∈ F (θmCσ, θmCσ; θ2mτ) in Bρm(x1) in direction νm,

with power p, slope λ∗ and rhs f , with cθρm ≤ ρm+1 ≤ ρm/4 and |νm+1 − νm| ≤ θmCσ.
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For this purpose, we have to verify at each step

θmCσ ≤ σθ, θ2mτ ≤ σθ(θmCσ)2, C̃ργ̃m ≤ λminθ
2mτ.

Since ρm ≤ 4−mρ0, this is satisfied if, in addition, we let θ = 2−γ̃ < 1.
Now the proof follows as that of Theorem 4.1, with α = γ̃ log 2

log c−1
θ

, and the conclusion is obtained

if ρ ≤ ρ̄0 = min{ρ1, ρ2, ρ3, ρ4, ρ5}. �

As a consequence of Theorem 4.3 we obtain

Theorem 4.4. Let f , p and λ∗ be as in Theorem 4.3. Let u be a weak solution of P (f, p, λ∗) in Ω
and let x0 ∈ Ω∩∂red{u > 0}. There exists r̄0 > 0 such that Br̄0(x0)∩∂{u > 0} is a C1,α surface for
some 0 < α < 1. It follows that, for some 0 < γ < 1, u is C1,γ up to Br̄0(x0)∩∂{u > 0} and the free
boundary condition is satisfied in the classical sense. In addition, for every x1 ∈ Br̄0(x0)∩∂{u > 0}
there is a neighborhood U such that ∇u 6= 0 in U ∩{u > 0}, u ∈W 2,2

loc (U ∩{u > 0}) and the equation
is satisfied in a pointwise sense in U ∩ {u > 0}.

If moreover ∇p and f are Hölder continuous in Ω, then u ∈ C2(U ∩ {u > 0}) and the equation
is satisfied in the classical sense in U ∩ {u > 0}.

Proof. The result follows from Theorem 4.3, by applying Lemma 3.10 at the point x0.
The C1,γ smoothness of u up to ∂{u > 0}, for some 0 < γ < 1, follows from the regularity results

up to the boundary of [14] (see Theorem 1.2 in [14]). �

We can also obtain higher regularity of ∂{u > 0} if the data are smoother. We have

Corollary 4.1. Let u, x0 and r̄0 be as in Theorem 4.4. Assume moreover that p ∈ C2(Ω),
f ∈ C1(Ω) and λ∗ ∈ C2(Ω), then Br̄0(x0)∩∂{u > 0} ∈ C2,µ for every 0 < µ < 1. If p ∈ Cm+1,µ(Ω),
f ∈ Cm,µ(Ω) and λ∗ ∈ Cm+1,µ(Ω) for some 0 < µ < 1 and m ≥ 1, then Br̄0(x0) ∩ ∂{u > 0} ∈
Cm+2,µ.

Finally, if p, f and λ∗ are analytic, then Br̄0(x0) ∩ ∂{u > 0} is analytic.

Proof. As in Theorem 8.4 in [1], Theorem 6.3 and Remark 6.4 in [2] and Corollary 9.2 in [8], we
use Theorem 2 in [19].

In fact, we apply this theorem with our equation seen in the form F (x, u,Du,D2u) = 0, with

F (x, s, q,M) = |q|p(x)−2
[∑

ij

(δij + (p(x)− 2)
qiqj
|q|2

)Mij +
∑
j

pxj (x) log |q|qj
]
− f(x),

in a neighborhood of the free boundary where |∇u| ≥ λmin
2 , and boundary condition in the form

g(x,Du) = 0, with

g(x, q) = |q|2 − λ∗2(x).

Already in [1] it was observed that Theorem 2 in [19] holds with u ∈ C2 in {u > 0} and u ∈ C1,γ

up to ∂{u > 0}, even though the result in [19] is stated with u ∈ C2 up to ∂{u > 0}. �

5. Application to a singular perturbation problem

In this section we apply the regularity results obtained in the previous section to a singular
perturbation problem we studied in [25]. Our regularity results apply to limit functions satisfying
suitable conditions that are fulfilled, for instance, under the situation we considered in [26].

For a different application of these regularity results we refer to our work [26].
We next consider the following singular pertubation problem for the pε(x)-Laplacian:

(Pε(f
ε, pε)) ∆pε(x)u

ε = βε(u
ε) + f ε, uε ≥ 0
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in a domain Ω ⊂ RN . Here ε > 0, βε(s) = 1
εβ( sε), with β a Lipschitz function satisfying β > 0 in

(0, 1), β ≡ 0 outside (0, 1) and
∫
β(s) ds = M .

We assume that 1 < pmin ≤ pε(x) ≤ pmax <∞, ‖∇pε‖L∞ ≤ L and that the functions uε and f ε

are uniformly bounded.
In [25] we proved local uniform Lipschitz regularity for solutions of this problem, we passed to the

limit (ε → 0) and we showed that, under suitable assumptions, limit functions are weak solutions
to the free boundary problem: u ≥ 0 and

(P (f, p, λ∗))

{
∆p(x)u = f in {u > 0}
u = 0, |∇u| = λ∗(x) on ∂{u > 0}

with λ∗(x) =
(

p(x)
p(x)−1 M

)1/p(x)
, p = lim pε and f = lim f ε.

Before giving the precise statement of one of the results we proved in [25], we need the following
definitions

Definition 5.1. Let u be a continuous nonnegative function in a domain Ω ⊂ RN . Let x0 ∈
Ω∩∂{u > 0}. We say that x0 is a regular point from the positive side if there is a ball B ⊂ {u > 0}
with x0 ∈ ∂B.

Definition 5.2. Let u be a continuous nonnegative function in a domain Ω ⊂ RN . Let x0 ∈
Ω ∩ ∂{u > 0}.

We say that condition (D) holds at x0 if there exist γ > 0 and 0 < c < 1 such that, for
every x ∈ Bγ(x0) ∩ ∂{u > 0} which is regular from the positive side and r ≤ γ, there holds that
|{u = 0} ∩Br(x)| ≥ c|Br(x)|.

Definition 5.3. Let u be a continuous nonnegative function in a domain Ω ⊂ RN . Let x0 ∈
Ω ∩ ∂{u > 0}.

We say that condition (L) holds at x0 if there exist γ > 0, θ > 0 and s0 > 0 such that
for every point y ∈ Bγ(x0) ∩ ∂{u > 0} which is regular from the positive side, and for every ball
Br(z) ⊂ {u > 0} with y ∈ ∂Br(z) and r ≤ γ, there exists a unit vector ẽy, with 〈ẽy, z−y〉 > θ||z−y||,
such that u(y − sẽy) = 0 for 0 < s < s0.

In [25] we obtained the following result:

Theorem 5.1. Let uεj be a family of solutions to Pεj (f
εj , pεj ) in a domain Ω ⊂ RN with 1 <

pmin ≤ pεj (x) ≤ pmax < ∞ and pεj (x) Lipschitz continuous with ‖∇pεj‖L∞ ≤ L, for some L > 0.
Assume that uεj → u uniformly on compact subsets of Ω, f εj ⇀ f ∗−weakly in L∞(Ω), pεj → p
uniformly on compact subsets of Ω and εj → 0.

Assume that u is locally uniformly nondegenerate on Ω ∩ ∂{u > 0} and that at every point
x0 ∈ Ω ∩ ∂{u > 0} either condition (D) or condition (L) holds.

Then, u is a weak solution to the free boundary problem: u ≥ 0 and

(P (f, p, λ∗))

{
∆p(x)u = f in {u > 0}
u = 0, |∇u| = λ∗(x) on ∂{u > 0}

with λ∗(x) =
(

p(x)
p(x)−1 M

)1/p(x)
and M =

∫
β(s) ds.
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Remark 5.1. In [26] we proved that if uεj , f εj , pεj , εj , f and p are as in Theorem 5.1 and uεj → u
uniformly on compact subsets of Ω with uεj local minimizers of an energy functional, then u is
under the assumptions of Theorem 5.1.

As a first application of Theorem 4.4 we obtain the following result on the regularity of the free
boundary for limit functions of the singular perturbation problem Pεj (f

εj , pεj ).

Theorem 5.2. Let uεj , f εj , pεj , εj, u, f and p be as in Theorem 5.1. Assume moreover that

f ∈W 1,q(Ω) and p ∈W 2,q(Ω) with q > max{1, N/2}.
Let x0 ∈ Ω∩∂red{u > 0}. Then, there exists r̄0 > 0 such that Br̄0(x0)∩∂{u > 0} is a C1,α surface

for some 0 < α < 1. It follows that, for some 0 < γ < 1, u is C1,γ up to Br̄0(x0)∩∂{u > 0} and the
free boundary condition is satisfied in the classical sense. In addition, for every x1 ∈ Br̄0(x0)∩∂{u >
0} there is a neighborhood U such that ∇u 6= 0 in U ∩ {u > 0}, u ∈ W 2,2

loc (U ∩ {u > 0}) and the
equation is satisfied in a pointwise sense in U ∩ {u > 0}.

If moreover ∇p and f are Hölder continuous in Ω, then u ∈ C2(U ∩ {u > 0}) and the equation
is satisfied in the classical sense in U ∩ {u > 0}.

Proof. The result follows from the application of Theorems 5.1 and 4.4 above. �

We also obtain higher regularity from the application of Corollary 4.1.

Corollary 5.1. Let u, x0 and r̄0 be as in Theorem 5.2. Assume moreover that p ∈ C2(Ω) and
f ∈ C1(Ω), then Br̄0(x0)∩∂{u > 0} ∈ C2,µ for every 0 < µ < 1. If p ∈ Cm+1,µ(Ω) and f ∈ Cm,µ(Ω)
for some 0 < µ < 1 and m ≥ 1, then Br̄0(x0) ∩ ∂{u > 0} ∈ Cm+2,µ.

Finally, if p and f are analytic, then Br̄0(x0) ∩ ∂{u > 0} is analytic.
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