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ABSTRACT

The cold denaturation of globular proteins is a process that can be caused by increasing pressure or decreasing the tempera-
ture. Currently, the action mechanism of this process has not been clearly understood, raising an interesting debate on the
matter. We have studied the process of cold denaturation using molecular dynamics simulations of the frataxin system Yfhl,
which has a dynamic experimental characterization of unfolding at low and high temperatures. The frataxin model here
studied allows a comparative analysis using experimental data. Furthermore, we monitored the cold denaturation process of
frataxin and also investigated the effect under the high-pressure regime. For a better understanding of the dynamics and
structural properties of the cold denaturation, we also analyzed the MD trajectories using essentials dynamic. The results
indicate that changes in the structure of water by the effect of pressure and low temperatures destabilize the hydrophobic

interaction modifying the solvation and the system volume leading to protein denaturation.
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INTRODUCTION

Protein cold denaturation, the transition from fold-
ing—unfolding (F-U) as a consequence of decreasing the
temperature as well as the increasing of pressure, is a
property of globular proteins.1=> The study of the cold
denaturation is crucial for understanding the determin-
ing forces of protein folding. However, the elucidation of
this process is still under debate.2%5 A sensible explana-
tion can be given by the Gibbs—Helmholtz approach,
which considers the diminishing of hydrophobic interac-
tion resulting in the hydration of non-polar groups at
low temperature.1_3 Moreover, the F-U transition occurs
at a temperature below 0°C, where most aqueous solu-
tions are frozen, hindering the study of the cold denatur-
ation. Because of this experimental studies have normally
been done by altering physiological conditions either by
changing the pH, adding chemical denaturing agents,
submitting the protein to high pressures or inserting
special mutation agents.1’6 Consequently, extrapolation
from results based on artificial denaturation to states
under physiological conditions is difficult to correlate.”

© 2016 WILEY PERIODICALS, INC.

Experimental evidence reinforces the importance of
the solvent in the F-U protein transitions, revealing that
the greatest contribution to the F-U free energy,
AG = Gy — Gp is mostly determined by its struc-
ture.2>-8 In structural folding of aqueous-soluble
proteins, nonpolar amino acids in a native protein are
organized in a spatial distribution that facilitates the for-
mation of a hydrophobic core aiming at minimizing the
exposure to the water. This effect was named by Kauz-
mann® as hydrophobic interaction. This new concept
opens to debate whether the stability of proteins is
caused by van der Waals interactions between nonpolar
chains, or if water induces the formation of the nonpolar
core.10 In this regard, Privalov claims that the hydrophobic
interaction is a combination both processes.2

Additional Supporting Information may be found in the online version of this
article.
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Figure 1

Initial configurations for the MD simulations. In A, frataxin immersed in Ice I;,. In B, frataxin in the liquid water state. This configuration was
used as starting systems for 215, 293, and 323 K at 1 bar, and for the simulations under high pressure (3 kbar) and pressure scaling of 1-3000 bar

(see Table I). In C, NMR structure of Yfthl frataxin. !9

Furthermore, the mechanism of protein unfolding at
low temperatures is explained based on the solvation of
amino acids in the protein core, that is, a favorable
enthalpy of hydration of polar and nonpolar groups.7
However, Dias and collaboratorsll revealed that the
energy due to the hydrogen bonds between the water
molecules surrounding the nonpolar residues is higher
than the corresponding to the interaction between water
and the protein itself. Chara et all? using Molecular
Dynamics simulations, have analyzed water structure
showing that at low temperatures and high pressures, the
capacity of water to form hydrogen bonds is affected
resulting consequently in denaturation. Experimental
data based on FTIR spectrometer modified for high-
pressure13 supports this interpretation.

Likewise, at low temperature, the effect of high pres-
sure modifies the structure of water. When a protein is
subjected to high pressure, the entropic gain of minimiz-
ing exposed nonpolar surfaces to the solvent decreases
and consequently the hydrophobic interaction is lost
with the eventual denaturation of the protein. However,
one interesting point in cold denaturation of proteins
under high pressures is referring to the volume change.
In this case, it has been reported that during the unfold-
ing of proteins the change in the volume is positive at
low pressures14_16 and negative at high pressures.14 In
contrast, the transfer of hydrophobic compounds from a
hydrophobic solvent to water is accompanied by a signif-
icant negative volume change at low pressure, resulting
in an increase in the specific volume when the process
occurs at high pressures (positive volume). 116,17 This
paradox in the magnitude and sign of the change in vol-
ume because of the action of pressure is known as the
protein volume paradox.18

In this work, we investigated the influence of tempera-
ture and pressure on the stability of frataxin Ythl.
Frataxin, a protein encoded by the FXN gene in humans,
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is the first protein to be reported whose denaturation
occurs naturally at 0°CO and constitutes a suitable system
to study hot and cold denaturation. The hypothesis is
that cold denaturation would be the responsible for the
decrease in the strength of the hydrophobic effect.
Experiments of cold denaturation of Yfthl were already
reported in a nuclear magnetic resonance (NMR) study
at temperatures above 0°C under physiological conditions
and without the addition of destabilizing agents.6
Furthermore, the comparison between the high- and
low-temperature unfolded states was accomplished sup-
ported by valuable experimental information.” Also,
molecular dynamics simulations (MD) and essential
dynamics analysis (ED) were employed as suitable com-
putational techniques for studying this process.

MATERIALS AND VMIETHODS

System description

We studied the cold denaturation of frataxin protein
(Ythl) of Saccharomyces cerevisiae. Experiments per-
formed by nuclear magnetic resonance spectroscopy
(NMR) indicated that frataxin is a negatively charged
globular protein composed of 123 residues (PDB code
2GA519). The first 18 residues from the N-terminal lack
a defined structure although a 3;y-helix can be attributed
to the fragment between residues 12 and 15. The globu-
lar domain consists of two terminal a-helices [residues
19-42 (H1) and 109-120 (H2)] parallelly oriented. The
B-sheet region is composed of five antiparallel 3-sheets
organized as follows: residues 50-55 (S1), 60-65 (S2),
69-74 (S3), 79-84 (S4), and 88-94 (S5). Additionally, a
sixth B-sheet comprehend residues 97-100 (S6) and is
connected to the H2 loop helix through eight amino
acids, called domain region S6-loop [Fig. 1(C)]. Residues
121-123 are disordered.1?
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Table |

Summary About the Different Simulation Systems for Frataxin

Systems Temperature (K) Pressure (bar) Water distribution Water phase Simulation time (ns)
F 215 1 Hexagonal Solid 500
F, 215 1 Random Liquid 500
F 293 1 Random Liquid 500
F 323 1 Random Liquid 500
Fs 293 3000 Random Liquid 500
Ps 293 Scaling® Random Liquid 310°

“Scaling from 1 to 3000 bar increasing 100 bar every 10 ns.

MD SIMULATIONS

Molecular dynamics simulations were performed using
the Gromacs 4.6.3 package.20 The Gromos 54A7 force-
field21,22 was employed to account for intermolecular
interactions. In all MD simulations, the electrostatic
interactions were calculated using the particle-mesh
Ewald (PME) summation scheme.23 van der Waals inter-
actions have been computed within a cutoff of 1.0 nm.
The LINCS24 algorithm was used to constrain all cova-
lent bonds. The MD integration time step was two
femtoseconds.

Initial atomic coordinates were taken from the yeast fra-
taxin solution structure deposited in the Protein Data Bank
(PDB code 2GA519). The protein was solvated in a cubic
simulation box of dimensions X = Y = Z = 6.75 nm with
9630 SPC/E water molecules2® and periodic boundary con-
ditions were applied. Fifteen Na+ counterions were added
to neutralize the system.

Initially, we simulated two systems at 215 K and
1 bar. In the first one, the protein was immersed in
a box with water in solid state Ice I, [Fig. 1(A)].
The second system was hydrated by adding randomly
water molecules in the liquid state [Fig. 1(B)]. Addi-
tionally, we performed four simulations, organized as
follows: (i) control system at 293 K and 1 bar; (ii)
heat denaturation system, at 323 K and 1 bar; (iii)
denaturation system under high pressure at 293 K
and 3 kbar; and (iv) denaturation system under pres-
sure scaling from 1 to 3000 bar, increasing pressure
gradually in steps of 100 bar each. The configuration
corresponding to frataxin in aqueous solution defined
the initial atomic coordinates for these systems [Fig.
1(B); Table I].

Initially, all the systems were optimized following a
two-stage energy minimization process. In the first one,
we applied 5000 steps of steepest descent algorithm. The
second minimization stage applied conjugate gradient
algorithm until an energy gradient <10 kJ mol™' nm™'
was achieved. During the minimization process, the
atomic positions from backbone were restrained to their
initial positions using a harmonic potential with a
force constant of 1000 k] mol™! nm™! in all Cartesian
directions.

After the energy minimization, all the systems were
equilibrated for 5 ns in the NVT ensemble at the corre-
sponding temperatures, using the V-rescale thermostat20
and applying position restraints. Afterward, the systems
were simulated for more five ns in the NpT ensemble at
1 bar using the Parrinello-Rahman barostat.2”

Finally, we removed the position restraints and simu-
lated all the systems for 500 ns, except for the one sub-
mitted to pressure scaling that was simulated for 310 ns,
in stages, increasing 100 bars every ten ns (see Fig. 1S in
Supporting Information) according to the reference pres-
sure (Table I).

For the analyses of our simulations, we removed the
unstructured region of frataxin, ranging from residue 1-
18, to minimize noise. This region presents random
motions that overestimate the conformational fluctuation
of the protein.

ESSENTIAL DYNAMICS
ANALYSIS

Principal component analysis (PCA)

The PCA method was applied to determine the princi-
pal components of the systems. The covariance matrix
(C) with elements C; was calculated using only alpha
carbons (Ca) from frataxin. Calculations were carried
out over the total time of the trajectory (for P the entire
trajectory was concatenated). Thus, each element of C
was calculated according to 28:

Ci=((qi—(a:))(g—(a))),

where g; and g; are the internal coordinates of atoms i
and j and()represents the average over total instanta-
neous structures sampled during the simulations. Diago-
nalization of the covariance matrix (C) gives rise to the
eigenvalues (w;) and eigenvectors (p;) that are related to
the amplitudes and the directions of the motions, respec-
tively. Molecular dynamics trajectory can be projected on
the eigenvectors to determine the principal components
(PC) pi(t),i=1, ..., 3N.

The first few PCs typically describe collective and glob-
al motions of the system, defining the dimensionality of

(1)
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the essential subspace. We evaluated the quality of
sampling performing Essential Dynamics analysis by
computing the cosine content (c;) of the principal com-
ponent p; as,

CG—

(f cos(int)pi(t)dt)z(fpiz(t)dt)il, (2)

el

where T is the total simulation time. The evaluation of
the cosine contribution for the first two principal com-
ponents is sufficient to give an accurate idea of the pro-
tein behavior.2? Insufficient sampling results in high ¢;
values, indicating a random diffusion behavior.30 Thus,
¢; values close to one indicate large amplitude motions
in the protein dynamics, that is, a characteristic of ran-
dom motions. Interpretation without having in mind
distinctive features of the energy landscape?%>31 is not
advisable.

Therefore, the average cosine content for the two first
principal component (PC1 and PC2) was calculated as a
function of the trajectory length (and as a function of
the pressure for the P; system). So, the evaluation of
convergence of the conformational sampling and changes
that occurred during the MD30 was facilitated. Likewise,
we analyzed the sampling convergence by computing the
root mean square inner product (RMSIP) [Eq. (3)] as a
measure of similarity between subspaces, assuming that
the essential subspace of each system was defined by the
five eigenvectors with higher eigenvalues,

AR 1/2
RMSIP=§<ZZ(n;.vj)> , (3)

i=1 j=1

where n; and v; are the eigenvectors of the subspaces to
be compared.

Free energy landscape

We represented the two-dimensional free energy land-
scape (FEL) (considering two different reaction coordi-
nates ¢q; and g;), based on the joint probability
distributions P(g;,q;) of the system. The likelihood of
finding the system in a particular state is defined as:

P(ai, ;)
Gii=—KgT In|——241) | (4)
Y ’ lPMax (% q])

where i and j indicate indexes for coordinates g; and g,
G;; is the free energy associated with the state (i, j), Kg is
the Boltzmann constant, T is the absolute temperature,
P(q;q;) is an estimate of the probability density function
obtained from a histogram of the MD data and P,
(g»4;) is the probability of the most probable state.

4 rPrOTEINS

RESULTS AND DISCUSSION

Based on the hydrophobic effect, which asserts the sol-
vent structure surrounding the protein is crucial for the
denaturation occur, we analyzed the structural changes
frataxin underwent when it was immersed in hexagonal
structured ice I, (F;) type at the melting temperature
(215 K for the SPC/E model).32 Similarly, we also inves-
tigated protein behavior when it was embedded in the
liquid water at 215 K (F,). Simulations at 293 K (F;)
(experimental temperature of maximum stability8) and
323 K (F,;) (experimental temperature of heat denatur-
ation”) were also carried out. This last case was consid-
ered as examples of denaturation of frataxin at high
temperatures. Finally, we inspected how frataxin behaved
when it was subjected to high hydrostatic pressure,
achieving the upper limit of 3 kbar (Fs and P, in Table I).

Structural analysis

To verify the effect of temperature and pressure on the
overall structure of the protein, we monitored the root
mean square deviation (RMSD) of backbone atoms [Fig.
2(A)] and the root mean square (RMS) of residues.
These analyses allowed us to assess the structural diver-
gence of the protein over the simulation time taking as
reference the initial structure.1® The RMS is used to cal-
culate the distance between structures from the deviation
of atom—pair distances, grouping them in conformational
states.

At the temperature of 215 K in Fj, the protein adopted
a more stable conformation corresponding to RMSD val-
ues around 0.38 nm [Fig. 2(A)]. According to the distri-
bution of pairwise RMSD distances, the protein visited
four distinct populations, which were identified by the
peaks of the curve at 0.11; 0.16; 0.19; 0.24 nm, away from
the reference structure during the simulation [Fig. 2(B)].

The RMSD in F, stabilized around 0.36 nm [Fig.
2(A)] with distribution values centered on two close
populations near 0.09 and 0.13 nm [Fig. 2(B)], plus a
small one, fuzzily defined, near 0.18 nm. This particular
system also showed a lower distribution of RMS values
(0.04-0.24 nm) when compared to the system in solid
state F; (0.04-0.34 nm). The reason why protein in F
presented a higher fluctuation about the system F, in the
liquid state might be possibly ascribed to the melting
transition (solid ice into liquid water) resulting in a dis-
ruption of the protein structure.

At 293 K, frataxin showed stable deviation values,
reaching an RMSD value of 0.4 nm [Fig. 2(A)]. Analysis
of the RMS values evidenced two populations defined at
0.14 and 0.22 nm [see Fig. 2(B)] that correlate well with
the states of the higher probabilities of visiting time (see
“Essential Dynamics Analysis”).

The broad distribution of the RMS values, from 0.08
to 0.42 nm, were observed for the protein in aqueous
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Figure 2

Structural and mobility analysis of frataxin. (A) Root mean square deviations (RMSD) was calculated aligning each of the systems with the NMR
structure. (B) Distribution of pairwise RMSD distances computed in A. (C) Root mean square fluctuation (RMSF) per residue (starting from residue
19). (D) Radius of gyration (Rg). In (A, B, and D) each of the calculations was performed taken into account the backbone atoms from frataxin. In

(C), we use the alpha carbons. In orange, Fi; blue, F; green, F;; red, Fy, and black Fs. [Color figure can be viewed at wileyonlinelibrary.com]

solution at 323 K, with a sharp population at 0.28 nm
and another less defined at 0.15 nm. The wide-ranging
distribution can be attributed to the high number of
states frataxin can adopt until achieving its stable confor-
mation in water. According to the RMS, the RMSD anal-
ysis for this system showed the highest value, which
oscillated around 0.48 nm with amplitude of 0.34 nm.

Finally, the system Fs under the high-pressure regime
kept stable during the simulation, with an offset value of
~0.38 nm. This RMSD outcome was in agreement with
the RMS values that showed the presence of a distinct
group at 0.14 nm and a milder one at 0.19 nm.

On the other hand, the system F; showed a thermal
stability agreeing well with experimental evidence due to
NMR and circular dichroism assays performed at this
temperature.7’8 As expected, the system F,, with the
higher thermal disorder, presented the highest RMSD
and RMS values. However, we observed a bias toward a
well-defined configuration, similar to the one obtained at
high pressures (the conformational populations seen in
the RMS are analyzed in detail in the section “Free Ener-
gy Landscape”).

Given the analysis above, we noted that the frataxin
presented conformational variations depending on both
temperature and pressure.

To check if the protein could lose structure due to the
denaturing processes, we inspected the secondary struc-
ture content using definitions of the “Dictionary of

Secondary Structure for Proteins” (DSSP).33 We found
that the main structural elements did not show a signifi-
cant loss of their secondary structure (see Table IS and
Fig. 2S in Supporting Information) in the period the sys-
tem was simulated.

Mobility analysis

Predictably, the mobility of atoms in the protein
increases in direct proportion to the temperature.

Furthermore, it is well known that freezing water
through an MD is not possible. However, the opposite
effect can be easily simulated and analyzed to detect the
coexistence of states in water (solid-liquid), and inspect
perturbations caused in the protein structure when ice
melts.

Therefore, we compared the root mean square fluctua-
tion (RMSF) of the C-a atoms of each frataxin residue
for the five simulated conditions [Fig. 2(C)].

We observed that the fluctuation pattern for frataxin
in F; was higher than expected, beating the system F, in
liquid water.

Nevertheless, residues 28—38 located at the N-terminal
H1 presented low fluctuations, showing a trend to main-
tain their structure in a-helix, although residues 40-42,
located at the C-terminal HI, showed the highest
fluctuations. The binding region loop S1-H1 showed the
highest fluctuation values for F,. For the structures in
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B-sheet, S3 evidenced the highest mobility followed by
S4 and, S5. In H2, the C-terminal region showed the
highest fluctuation.

Comparing these results with the ones corresponding
to F,, we observed an increase in the fluctuation of Hl,
encompassing a 20-residue region (34-54) extending
through S1. Also, S1 showed high fluctuations for resi-
dues 50-55, evidencing a tendency to lose the B-sheet
structure. Likewise, S2, S3, S4, and S5, had greater
mobility at the C-terminal region, in direct contact with
the turns binding of B-sheets. Finally, the region H2 pre-
sented a growing mobility from the C-terminal to the N-
terminal, indicating possibly a tendency to denaturation.
Note that the region between residues 120-123, the ter-
minal residues remained unstructured and consequently
highly flexible, resulting in significant fluctuation values,
especially for the systems presenting high thermal
mobility.

The results observed in our simulations, for high and
low temperatures, corroborated the experimental data®7’
where frataxin at low temperatures showed a tendency to
form and maintain a-helices in H1, while at high tem-
peratures this region did not preserve its local structure.
However, at both temperatures 0 and 50°C, there is a
greater persistence of H2 of remaining structured relative
to HI, in agreement with our simulations. Moreover,
although it can be seen experimentally that the B-sheet
structures are fully deployed at 0 and 50°C, in our simu-
lations this trend was more evident in F,, where S1 dis-
played high RMSF values for all its residues. Nonetheless,
all B-sheets in F,, except in the S6-loop, showed high
RMSEF values in their C-terminal residues. In F; this
trend was evident only for S3 and S4.

At 293 K, the system remained stable, with an increase
in RMSF for residues located in the C-terminal S3 (resi-
dues 120-123) mainly due to thermal fluctuations that
produced great mobility of this region. Meanwhile, for
E,, the fluctuation patterns presented low RMSF values,
similar to H1 and SI regions for the system Fs. When
analyzing system F5, it is clear that the increased pressure
restricted the residue mobility of the protein. Interesting-
ly, residues ranging from 19 to 60 exhibited a pattern of
similar fluctuation to F,. However, the system Fs tended
to be slightly more fluctuating, being the C-terminal
binding turns S2, S3, S4, and, S5 responsible for the
greater fluctuations.

So far, our analysis suggests that residues located in -
sheet regions presented some similar behavioral patterns
for the various simulated conditions but a-helices tended
to show different patterns. Additionally, we analyzed the
radius of gyration (R,) of frataxin for each of the simu-
lated conditions. We observed that R, decreased with the
increasing pressure [Fig. 2(D)], suggesting that the sys-
tem at high pressures became more compact, resulting in
the restriction of its mobility, also observed in RMSF val-
ues of the residues [Fig. 2(C)].
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Furthermore, the high fluctuation in the R, value
when frataxin was subjected to 323 K suggests that the
system explored a wider range of conformational states.

Based on the observation of the R, variation over simu-
lation time, it becomes clear that frataxin expanded at low
temperatures. This effect has been particularly evident for
the system immersed in Ice I,, with a R, value around
~1.35 nm. In this line, our simulation results agree well
with experimental data reported by Aznauryan et al,34
where the R, of frataxin decreases with increasing temper-
ature. Therefore, during heat denaturation, a collapse
occurs in the protein structure producing a reduction in
R, value while the expansion of the protein during cold
denaturation regime handles for the increase in R,.

Essential dynamics analysis

To better understand the important protein move-
ments occurred in the simulations, we analyzed the tra-
jectories of the C—a atoms from frataxin using principal
component analysis (PCA). Thus, it was possible to
detail the direction and amplitude of movements
involved in conformational changes of the protein,3°
describing its essential dynamics (ED).

To analyze how the system responded to the action of
increasing pressure, we monitored its dynamical evolution.
The starting configuration was the same [Fig. 2(B)] than
the one in liquid water at 293 K but subjected gradually
to the action of pressure in a range comprised between 1
bar and three kbar [P, (see “Materials and Methods”)].

After the calculation of the eigenvalues, we were able
to obtain the individual contribution for each principal
component (PC) to the overall fluctuation in the protein
(Supporting Information Fig. 3S). For the analysis, we
selected the top five components with largest amplitudes,
representing 82% of the movements for F;, 65% for F,,
66% for both F; and F, at atmospheric pressure, 61%
for Fs and finally 66% for the one subjected to increasing
pressure, P;. Interestingly, the first component for F; sys-
tem represented 61.12% of the movements in frataxin,
being the highest value for this component when com-
pared to the other remaining systems (Supporting Infor-
mation Fig. 3S).

For obtaining the principal components that define
our essential subspaces, we calculated the projections of
each trajectory onto their first five eigenvectors. For all
the systems, except P, PC1 exhibited fluctuations in their
residues that correlated very well with RMSF values.
However, it is noteworthy that (i) the fluctuation of resi-
dues in the first a-helix in F; was the largest about the
other systems and (ii) the first two PCs were responsible
for the highest atomic fluctuations (Fig. 4S, Supporting
Information). For the system P;, no major fluctuation
was found in any of the five PCs examined. In this par-
ticular case, the increased pressure restricted the mobility
of atoms, as shown for the system Fs. Unfortunately, the
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Figure 3

View of the direction and scope of the essential movements for frataxin (Ca) for the first PC at (A) low temperature, (B) high temperature, and

(C) high pressure. [Color figure can be viewed at wileyonlinelibrary.com]

lack of experimental outcomes prevented us from per-
forming analysis of possible structural changes of frataxin
beyond these conditions.

Therefore, we focused the analysis of the essential
movements on the first two PCs, responsible for most of
the atomic fluctuations.

As a quality control of the ED analysis, we computed
the cosine content for the two PCs. The cosine content
was low for all simulation systems confirming that the
motions described by the first components represented
well the conformational transitions (Fig. 5S, Supporting
Information).

Because the P; system had a different time scale and it
suffered from the influence of an increasing pressure
during the simulation time, we analyzed the cosine con-
tent of this system separately. The PCl first cosine con-
tent started to increase at approximately 700 bars (Fig.
6S, Supporting Information). Then, after reaching
1700 bars, the cosine content rose again until achieving
its maximum (0.50) at 2300 bar. These values suggest
that frataxin underwent two transitions, being the first
previous to 1000 bar and the second one after 2000 bar,
correlating well with variations in the behavior of R,
[Fig. 6(B), Supporting Information]. Similarly, the R,
variation showed that the protein experienced both com-
pression and expansion processes due to increasing val-
ues of pressure.

Finally, the cosine content analysis provided informa-
tion on conformational changes during MD, indicating
that the simulation times are optimal to ensure the con-
vergence of collective structural movements.30>31

Essential motions

We analyzed leading movements by projecting the
trajectories on the two first components PC1 and PC2

(Fig. 7S, Supporting Information) for each simulated
condition. In a glimpse, we noted that movements for
the first two components were different for every system
(see Fig. 3 and Fig. 7S, Supporting Information). Howev-
er, these motions presented a trend related to the closing
and opening of the structures and, to the rotation of
their helices.

For a better description of the direction and length of
motions for every system, as well as the correlation
between its subspaces, we estimated the overlapping of
the first five principal components defining the essential
subspace. These eigenvectors, corresponding to the larg-
est eigenvalues, were evaluated by computing the root
mean square of the intern product (RMSIP) of each tra-
jectory. According to our analysis, we observed that there
was no correspondence between each of the first five PCs
for systems at low temperatures, high temperatures or
high pressure, that is, the simulated systems showed no
overlapping at all over PC1 (orthogonal eigenvectors)
(Table IIS, Supporting Information). Hence, we suspect
that under different conditions of temperature and pres-
sure, intrinsic collective movements of the protein struc-
ture do not govern denaturing kinetics of frataxin.
However, some PCs between systems showed overlap
with values >0.5 (Table IIS, Supporting Information),
for example, PC2 in F5 with PC3 in F,; PC1 and PC2 in
F; with PC2 in Fs; PC5 in P, with PC2 in F, (to take
some examples), indicating perhaps global patterns of
correlated movements.

Particularly, at low temperatures, we observed that fra-
taxin in Ice I did not result in RMSIP values higher
than 0.5 with any other system. Furthermore, all systems
(except Fy) presented overlapping above 0.5 with F; pro-
posing that systems experience similar movements to the
reference system (F;) and that denaturation kinetics can
be characterized by opening and closing of the global
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Figure 4

Bidimensional projection (2D) of the trajectory coupled to increased pressure within the first two PCs. Each point represents a transitional protein
conformer adopted in each pressure. White diamonds show the original structure by NMR. The color coding represents the range in the increased
pressure. Smaller boxes indicate protein substates for each pressure range analyzed. [Color figure can be viewed at wileyonlinelibrary.com]

structure and the rotational motion of the helices. This
behavior was not apparent in the reference simulation
and, in turn, they were more noticeable in F;, indicating
that these movements are necessary to the denaturation
of frataxin at low temperatures.

Subspace PC1/PC2

To understand the conformational dynamics of fra-
taxin, we projected MD trajectories onto PCl and PC2
for all simulated systems according to their time
sequence (Fig. 8S, Supporting Information). With the
timeline, it is possible to understand the transitions
between conformational states when compared with its
original structure, elucidated by NMR assays.!?

We observed that the conformational space sampled
was different for each condition. For the system
immersed in Ice I, frataxin explored a wider range of
conformational states about simulations performed at
215 K in the liquid state, as shown in RMS [Fig. 2(B)].
Moreover, the system in Ice I, visited different conforma-
tional states during the first 300 ns after which it
achieved a broader vicinity of structures.3

When the frataxin was in aqueous solution at 293 K, the
system explored the conformational space presenting close
vicinity between conformations during the first 300 ns and
then moved to the second group of structural conforma-
tions during the final 200 ns. With increasing temperature,
at 323 K, the system scanned the conformational space

8 PRrROTEINS

homogeneously, being extensive for the first 100 ns. This
behavior is well correlated with results obtained through
RMSD and R, [see Fig. 2(A,D), respectively].

The high-pressure systems, at an invariant pressure of
3 kbar, the frataxin was initially away from its original
configuration, returning to it after 300 ns. This effect is
best seen in Figure 4, where frataxin was subjected to the
effect of increasing pressure. Following R, variations
[Fig. 6(B), Supporting Information], between 500 and
1000 bar, the frataxin moved away from its initial config-
uration, returning at configurations close to its native
structure when pressure overcame the 2000 bar.

Free energy landscape

During the trajectories, frataxin visited several states of
the free energy landscape that could be assembled in dif-
ferent regions determined after the convergence was
attained. Hence, the most likely distribution for the
states was established to extract some thermodynamic
properties. Thus, we analyzed the free energy landscape
(FEL) taking the first two principal components obtained
in the ED analysis as reaction coordinates.

When frataxin was immersed in Ice I;, we found that
the protein explored conformational states that departed
from their native structures (Fig. 8S, Supporting Infor-
mation), revealing a gradual conformational transition
toward a different state. After 300 ns, the system kept
trapped in a local minimum, suggesting that ice structure
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Free energy landscape (FEL) analysis using as reaction path the projections of frataxin Ca atoms trajectories onto the first two components. Free
energy values are given in kcal mol ! indicated by the colour bar. Frataxin in (A), F;, (B) F, (C) F;, (D), F,, (E) Fs, and (F) P,. [Color figure can

be viewed at wileyonlinelibrary.com]

caused an increasing perturbation in the frataxin struc-
ture and played an essential role in denaturation process
at low temperatures (Fig. 8S, Supporting Information
and Fig. 5). On the other hand, when frataxin was main-
tained at 215 K in aqueous solution, the system explored
a more confined conformational space with fewer local
minima.

By analyzing the trajectories of frataxin at 293 K, we
observed that thermal fluctuations provoked transitions
between two metastable states. With increasing tempera-
ture, at 323 K, the system jumped off of the minima and
explored additional regions.

The systems that evolved under the action of high
pressures, unlike of systems that experienced thermal
denaturation, tend to return to configurations close to
their native structure. Because in high-pressure regime
(1.5-3.0 kbar) the conformational entropy decreased and
the access to remote regions was not favored. However,
the frataxin at low pressures (0.1-1.5 kbar) could visit
energetically unfavorable remote regions, away from its
native structure. High-pressure studies by NMR and
crystallography in lysozyme and myoglobin, respectively,
showed no significant differences (low RMSD values)
between native structures and those denatured by high
pressure, 1936

Our analysis suggests that the exploration of frataxin
to new conformations at low temperature can be

explained by the intensive activity characterized by open-
ing and closing of the global structure and the rotational
motions in their o-helices. As reported by Adrover
et al,® H1 handles the collapse and maintenance of the
secondary structure, where the C-terminal region is the
most flexible one (Figs. 4S and 7S, Supporting Informa-
tion). Moreover, the comparison between the essential
subspaces for high and low temperatures showed that the
systems responded in accordance to different denatur-
ation kinetics (Table IIS, Supporting Information) as
indicated by NMR result 7. Our result also shows that
the high-temperature denaturation exerts a strong effect
on H2 and B-sheets (especially S1). On the other hand,
the kinetic of the protein denaturation by high pressure
comprises partial deployment of the C-terminal regions
of its a—helices and expansion and contraction of the
entire structure [Fig. 9(B), Supporting Information].

As a common and elucidative kinetic mechanism of
protein unfolding process between cold and hot denatur-
ation was not clearly revealed, we suppose that pressure
and temperature effects on water structure might drive
the natural movements of the protein. With this in
mind, we computed the solvent-accessible surface area
(SASA) for all systems [Fig. 6(A)] and found that the
pressure caused a collapse in the native structure of the
frataxin, mostly due to squeezing [Figs. 2(D),6(A), and
6S, Supporting Information]. Nevertheless, by analyzing

PrROTEINS 9
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Solvent accessible surface area (SASA). In (A) hydrophobic and (B) hydrophilic SASA during 500 ns of trajectory. In orange, Fy; blue, Fy; green, Fs;
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the conformational changes due to changes in pressure
(P;) [Fig. 6(C,D)] we perceived that in the low-pressure
regime, up to 1000 bar, the hydrophilic and hydrophobic
SASA were very close to their original values (considering
standard deviation bars). With the increasing pressure,
SASA value decreased reaching its minimum after
2300 bar (high pressure). Accordingly, the SPC/E water
model at 2300 bar presents the low-density to high-
density transition, experimentally validated.13 In both
cases, the second coordination shell collapses on to the
first coordination shell (See Fig. 10S, Supporting Informa-
tion). Thus, two different local structures coexist, that is, an
open tetrahedral structure [low-density (LDW)] and a
more compact hexagonal one [high-density (HDW)].12,13
However, despite the theoretical approach of the SPC/E
model, capable of representing the dynamic properties of
water and the coexistence of two states, LDW and HDW in
high pressure, the structural changes of the frataxin can
only be validated by experiments.

Moreover, our results provide valuable information
regarding the protein volume paradox.18 Thus, at low pres-
sures (~1 kbar) the increasing hydrophobic SASA can be
directly related to positive volume change observed experi-
mentally.14>15 In this way, two phenomena coexist under
high pressure. The first is the weakening of the hydropho-
bic effect at low pressures, allowing the exposure of hydro-
phobic residues, leading to an enhancement in volume;
and the second has to do with the fact that when pressure
increases the volume of the system decreases (negative
volumel4) due to higher compressibility.

10 PrOTEINS

The opposite effect was observed at low temperature,
where hydrophobic SASA is maximum for all the simu-
lated systems [see Fig. 6(A)]. This fact directly relates to
the frataxin experimental reports where non-polar groups
are exposed to water,6-8

CONCLUSIONS

The frataxin model here studied allows a comparative
analysis using experimental data, providing valuable
information about the cold denaturation of proteins.
Thus, according to ED analysis and the agreement with
the experimental results, we were unable to detect a
common kinetic mechanism of protein unfolding
between cold and heat denaturation. However, increased
activity in the unfolding kinetics is observed in a-
helices.0—8

Our observations suggest that the cold and heat dena-
turations are driven because of changes in solvation of
protein due to modifications in the water structure. At
low temperature, we performed an MD simulation opti-
mizing the hydrogen bonding interaction between water
molecules, observing increments in the conformational
entropic contribution of frataxin. In other words, the
optimization of the H-bonds between solvent molecules
leads to free movements of the proteins, suggesting the
hydrophobic interaction is destabilized at low tempera-
tures as a consequence of the changes in the water struc-
ture.>»12,17 Hence, the inhibition of the hydrophobic
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interaction along with the increasing hydration of non-
polar groups (increased hydrophobic SASA),2577 results
in an enhancement of its volume reflected in the rise of
its Rg;?’4

Likewise, when the frataxin was submitted to a low
pressure (0.1-1.5 kbar), we observed a gradual inhibition
of the hydrophobic interactions with the following expo-
sure of the nonpolar residues, resulting in an increased
of the volume of the frataxin (AV positive). With a fur-
ther increase of pressure, 1.5-3.0 kbar (high pressure)
the frataxin was compacted decreasing its volume
(AV negative).

Our data support the idea that the contribution to
positive AV can be given by the exposure of the hydro-
phobic residues to the solvent,!413 due to the continu-
ous inhibition process of the hydrophobic interaction
regarding the changes in the water structure under pres-
sure from a tetrahedral structure to a hexagonal one.12
Thus, in the high-pressure regime, the surrounding sol-
vent loses its structure, promoting protein compression
until AV becomes negative (decreased hydrophobic
SASA).

Although it seems paradoxical that the volume change
in protein denaturation becomes negative under high
pressure, while hydrophobic compounds under these
same conditions increase the specific volume, both pro-
cesses are influenced by the hydrophobic effect. In a
recently published study by MD simulations, we have
shown that phase transitions produce positive volumes in
these types of systems. This effect was proven in a compu-
tational model consisting in a micellar self-assembly with
sodium dodecyl sulfate molecules. Structural changes, from
spherical micelles at 1 bar to lamellar structures at high
pressures, cause that enhance the system volume increase.>’
In summary, the shift in the sign and magnitude in volume
will depend on the structural characteristics of each system.
Finally, we can conclude that the cold denaturation of pro-
teins and the SASA changes in high pressure are driven by
the decrease of the hydrophobic effect because of the
changes in water structures.
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