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Abstract

In this article we give a characterization of reverse type inequalities on weighted
Orlicz spaces of the generalized maximal operator M, associated to a Young func-
tion 7, in terms of an appropriated Dini type condition. Our result improves the
one given in [3] and, as a consequence, Stein’s result in [10] turns out to be true in
more general contexts.

1 Introduction

In [2] the authors deal with the generalized maximal operator M, associated to a
Young function 7. They study the boundedness of this operator between Orlicz spaces
defined over spaces of homogeneous type and described in terms of an appropiated couple
of functions ¢ and 1. They prove that this behaviour is characterized by a Dini type
condition involving the functions 7, ¢ and ©. We should also notice that, in proving this
result, two main tools are required. The first one is given by a weak type inequality for
M, and the other one is a version of a reverse type inequality for the same operator.

In the sixties Stein proved in [10] that the local integrability of the Hardy-Littlewood
maximal operator of a locally integrable function f is equivalent to the fact that f
belongs to the class L(log™ L)(R"), the space of functions whose smoothness is given in
terms of the integrability of the function |f|log™ | f|. Again, the weak type inequality for
M and the corresponding reverse type inequality play a central role in obtaining that
characterization.

Revisiting the result in [2] we observe that, when the Orlicz spaces are defined over a
cube @)y in R™, the local integrability of the function (| f|) implies the local integrability
of ¢(M, f) by requiring the corresponding Dini type condition. When we consider 7(t) =
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t, ¢(t) = t and ¥(t) = tlog* t the Dini condition is easily satisfied and one implication
of Stein’s result is straightforward, the one derived from the weak type inequality.

One of the purpose of this article is to obtain reverse inequalities for the maximal
operator M, in Orlicz spaces which allow us to derive Stein’s result in more general
contexts. In reaching this objective the reverse weak type inequality for M, proved in
[2] is essential.

On the other hand, in [3], the author proves that a reverse Dini type condition on
certain functions turns out to be equivalent to a reverse weighted modular inequality in
Orlicz spaces for the Hardy-Littlewood maximal operator. The weights involved belong
to the class A; N RH._, (see definitions below).

In this article we improve the main result in [3] and the improvement is given in
several ways. The first one is that the class of weights where our result holds is wider
than the considered in [3]. Moreover we consider the generalized maximal operator M,
and the Orlicz spaces are defined not only over R™ but also over cubes of R". We also
obtain other reverse inequalities of the corresponding results given in [2]. A weighted
reverse weak type inequality for M, is also needed.

Finally, we should say that the interest in studying this type of maximal operators
is due to the fact that they control a large class of operators in Harmonic Analysis
such as, among others, commutators of singular and fractional integral operators of
higher order, fractional and singular integral operators of convolution type with kernel
satisfying certain Hormander conditions associated to Young functions and non linear
commutators, (See [1], [4], [5], [7] and [8]).

2 Preliminaries

We begin by summarizing a few facts about Orlicz spaces. For more information see,
for example, [9].

A non negative increasing function 7, defined in [0, 00), is called a Young function if
it is convex and satisfies 1(0) = 0, lims_,, 7(s) = oo. From this definition it immediately
follows that n(t)/t is an increasing function. A function 7 is called submultiplicative if
it satisfies the inequality

n(ts) < n(t)n(s),

for all positive numbers ¢ and s and it is said to be normalized if n(1) = 1.

Clearly, if n is a submultiplicative Young function, then it satisfies the inequality
n(2t) < Cn(t) whenever ¢ is a positive number. This inequality is usually referred to as
a Ag-condition. Moreover, if 77 is submultiplicative there exist two positive constants ¢
and C' such that

(2.1) cn(t) <tn'(t) < On(t)
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for all t > 0. We briefly write n'(t) ~ n(t)/t.

Let n be a Young function. The n-average of a function f over a cube () in R" with
sides parallel to the coordinate axes and with Lebesgue measure |@| is the real number
defined, in terms of the Luxemburg norm, by

. 1
Il =int {305 [ sl e <1,
@l Jo
The generalized maximal operator associated to the function 7 is defined by

My f(z) = sup | fllne,
Q3z

where the supremum is taken over all cubes () containing x. If n(t) = t, M, = M is
the classical Hardy-Littlewood maximal function. When 7n(¢) =, p > 1 then M,(f) =
M(fP)H/,

A non negative function w defined on R" is said to be a weight if it is an almost
everywhere positive locally integrable function. If F is a measurable set in R" we write
w(FE) = [, w(x)dz. The classes of weights we shall be dealing with are defined below.

A weight w is said to belong to the A; Muckenhoupt class if there exists a positive
constant C' such that the inequality

w(Q)

—2 < (C inf w(z
Q =¢ ahvl)

holds for every cube () in R™.

Let s be a positive integer. For every cube @), s Q) will denote the cube with the same
center as () but with side-length s times the side-length of Q).

A weight w is said to belong to the RH._(R") class if there exists a positive constant

C such that the inequality
2
supw(z) < C w(2Q)

TEQ |Q|

holds for every cube () C R™.
Let w be a weight defined on a cube @,. We say that w belongs to the RH._ (Q,)
class if there exists a positive constant C' such that the inequality

sup w(z) < C w(2Q@NQ,)
TEQ |Q|

holds for every cube @) C Q,.

Given a function ¢ : [0,00) — [0, 00) such that ¢(0) = 0 we consider the following
set of measurable functions,

L*(R") = {f : o(|f(z)|/A) dz < oo, for some positive )\} .
R”
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If f € L?(R"), the real number

1l = inf{A 200 [ e(f@I/N de < 1}

Rn

is a Luxemburg-type norm and the space (L?(R™),| - ||s.) is a Banach space called an
Orlicz space. Moreover, given a weight w we will be dealing with the following set of
functions

L2 (R™) = {f ; o(|f(2)|/N) w(x) dx < oo, for some positive )\} :
Rn

endowed with the Luxemburg-type norm defined by

o =01 {305 [ ol wlyas <1},

In order to describe the functional spaces over which the operator M, will be acting,
some additional definitions are required.

Let a and b be two positive continuous functions defined in [0, 00) satisfying a(0) =
b(0) = 0. Let us also assume that b is non-decreasing and that b(t) — oo as t — oco. We
define

(2.2) gb(t):/o a(s)ds and w(t):/o b(s) ds,

for t > 0. Observe that ¢ is not necessarily a Young function.
The fact that the inequality

(2.3) Ly (f) <0 _ ey

2 \2) 7 t

holds for each positive real number ¢ can easily be proved by applying definition (2.2)
and the monotonicity property of b.

Throughout this paper, the letter C' will denote a constant not necessarily the same
at each occurrence.

3 Statement of the main results

We are now in a position of stating our main results related to weighted reverse type
inequalities of M, in Orlicz spaces.

(3.1) Theorem: Let n be a submultiplicative Young function and a, b, ¢ and 1) defined
as in (2.2). Let w be a weight such that w € RH._ (R™). Then the following statements
are equivalent:



(3.2) There exists a positive constant C' such that the inequality
t
/ @n’(t/s) ds > Cb(Ct)
0 S
holds for every t > 0.
(3.3) There exists a positive constant C' such that the inequality

. ¢(M, f(x)) w(zx)de > C - P(Clf (@)]) w(z) de

holds for every positive function f.
(3.4) There exists a positive constant C' such that the inequality

. ¢(M, f(x))dr > C - O(Clf(@)]) d

holds for every positive function f.
(3.5) There exists a positive constant C' such that the inequality

1My flls = Cll f

holds for every positive function f.
(3.6) There exists a positive constant C' such that the inequality

1My fllow = ClLF

holds for every positive function f.

(3.7) Remark: For the case n(t) = t, the equivalence between the statements (3.2)
and (3.3) was proved by Kita in [3], under more restrictive hypothesis on the spaces and
the assumption that w € Ay N RH._,. Our result improves Kita’s not only in the sense
that the class of weights we deal with is wider than his but also the generalized maximal
operators involved include the classical Hardy-Littlewood maximal function. Moreover,
other equivalent inequalities are obtained.

If the euclidean space is replaced by a fixed cube @), we obtain the following result.
(3.8) Theorem: Let n be a submultiplicative Young function and a, b, ¢ and 1) defined
as in (2.2). Let w be a weight defined on a cube Q, such that w € RH(Q,)". Then the
following chains of implications hold:

(3.9) = (3.10) = (3.13) = (3.12) and (3.10) = (3.11) = (3.12),

where the corresponding statements are as follows,

(3.9) There exists a positive constant C' such that the inequality

/t @n’(t/s) ds > Cb(Ct)

S

holds for every t > 1.



(3.10) There exists a positive constant C' such that the inequality
C+C(QMMM®DM@®QN7Q¢@W@Ww@Mx
holds for every positive function f supported on @),.
(3.11) There exists a positive constant C' such that the inequality
C+C(QMMM@DMZCCQMQﬂ@DM

holds for every positive function f supported on @),.
(3.12) There exists a positive constant C' such that the inequality

1My flls = Cli fll

holds for every positive function f supported on @),.
(3.13) There exists a positive constant C' such that the inequality

My fllow = ClLF

holds for every positive function f supported on @),.

In the next result we prove the equivalence between modular and strong inequalities
for M,, in Orlicz spaces defined over cubes with a Dini type condition.

(3.14) Theorem: Letn be a submultipicative Young function and a, b, ¢ and v defined
as in (2.2). Let w be a weight defined on a cube @,. Then the following statements are
equivalent:

(3.15) There exists a positive constant C' such that the inequality

/ 1) ) ds < onc

s
holds for every t > 1.
(3.16) There exists a positive constant C' such that the inequality

/Q oMy () () dr < €+ C [ w(C1f)]) Mute) do

holds for every positive function f supported on @),.
(3.17) There exists a positive constant C' such that the inequality

My fllow < ClLfllo,ar

holds for every positive function f supported on @),.



(3.18) There exists a positive constant C' such that the inequality

| ensends<c e [ wclf@h
Qo Qo

holds for every positive function f supported on @),.
(3.19) There exists a positive constant C' such that the inequality

1My flls < Cli fll

holds for every positive function f supported on @),.

(3.20) Remark: In [2] the authors proved that (3.19) is equivalent to the following
statement:

(3.21) There exists a positive constant C' such that the inequality

! t
/ als) n (—> ds < C b(C't),
0 S s
holds for every t > 0.

In fact, a straightforward consequence of the result above is that both Dini type
conditions (3.15) and (3.21) are equivalent.

As a consequence of theorems 3.8 and 3.14 we obtain the following unweighted result,
interesting in itself.

(3.22) Theorem: Let n be a submultiplicative Young function and a, b, ¢ and v defined
as in (2.2). Supposse that there exist two positive constants Cy and Cy such that

t
(3.23) Cub(Cat) < / @ 7 (t)5) ds < Cob(Cat)
1
holds for every t > 1. Then, there exist two positive constants ¢ and C' such that

cllflle < [[Myflle < Cll Sl
(3.24) Remark: Let us observe that condition (3.23) implies the following statement
f € L?(Qo) & M,f € L¥(Qo).

Particularly if n(t) = t, ¢(t) =t and () = tlog’ ¢ then, it is easy to check that (3.23)
holds, for example, with C; = 1/e and Cy = 1. Thus Stein’s result in [10] is recovered.

4 Some technical lemmas

The following two lemmas give us weak-type inequalities for the operator M,,, which
can be obtained from the corresponding results proved in [2] in the context of spaces of
homogeneous type.



(4.1) Lemma: Letn be a submultiplicative Young function. Then there exists a positive
constant C' such that the inequality

\{xeR”:Mnf(m)>2t}\§C'/ n(@) dx
{zeR™: f(x)>1}
holds for every positive real number t and for every nonnegative function f.

(4.2) Lemma: Let n be a Young function and w be a weight. Then, the following
estimate holds

w{z e R": M, f(x) > A}) <C C>O]Ww({.it eR™ :|f(x)|/X > s})n(s) ds.

1/4

The following covering lemma can be found in [6].

(4.3) Lemma: Let G be an open set in R™ and let () be a closed cube such that G C 3 Q).
Then there exists a sequence {Q;} of closed cubes satisfying the following properties

a) Q] - Qa

b) GNQ° C U, Qj,

c) Qi NQ;=0,ifi#j,

d) diam(Q);) < dist(Q;, G%) < 4 diam(Q);),

e) > x20; () < (33v/n)"xa ().

The next lemma gives a reverse type inequality for the generalized maximal operator
M,,. The corresponding result for the Hardy-Littlewood maximal operator can be found
in [6].

(4.4) Lemma: Let w be a nonnegative function defined on a cube @, such that w
belongs to RH(Q,)’. Then the inequality

(4.5) w(Q, N{z : M,f(z) > A}) > C’/{ e A n (@) w(x) dx

holds for every real number X > || f||,.o, and for every function f supported on Q,.

Proof: Let G be the open set defined by G = {z : M, f(x) > A}. Thus G C 3Q,.
In fact, let us suppose that z ¢ 3@Q,. In this case, since every cube ) containing x and
intersecting Qo has Lebesgue measure greater or equal than |Qy| we have that

1 M) 1 (M)
Q| QNQo 77< H o= Qo Qo 7 I e

for any > 0. Then
Hf”nQ < “f”on <A

and thus M, f(z) < A, which says that = ¢ G.
By applying lemma 4.3 and taking into account the hypothesis on w we obtain that

8



w(@Q,NG) = / xa(z) w(zx) dx

o

> oy /Q Yo, (2) w(a) da
= CZw(QOOQQj)

> C) Q)] sup.cqw(2).
J

For j > 1, if ¢; is the center of @);, then, by virtue of item d) of lemma 4.3, there exists
a point ¥ € G° such that [z — ¢;| < (9/2) diam(Q;). Moreover it is easy to prove that
€ Q=9ynQ;. As M, f(z) <A, then ||f||, 5 < A and the following inequality

EvcTn Qj”(f(;)>§ |9¢%Qj|/9mj”(@> =1

holds.
Then

and we finally have

w(@QoNG) > 02(9\}5)" /@n(%@) SUP.eq,w(2) dx

C'/ n (@) w(x) dx.
(2€Rn: n(f(z)/N)>1) A
O

The following inequality is obtained by a straightforward application of the result
above.

v

(4.6) Corollary: Ifw is a weight belonging to the RH!_ (R™) class, then there exists a
positive constant C such that the inequality

w({z: M, f(x) > A}) > C’/{ e e n (@) w(z) dx

holds for every positive real number \ and for every measurable function f.



5 Proof of the main result

Proof of theorem 3.1: We begin by proving (3.2) = (3.3) = (3.6) = (3.5) =

(3.2).

Let us first prove that (3.2) = (3.3). Let C be the constant in (3.2). From the hypothesis

and corollary 4.6 we obtain that

- Y(Cf(x))w(z)de = C’/Ooow({x eR": f(xz) > t})b(Ct)dt

< [Tutwer g = ([ visas) a

_ /0°° ( oow ) > sud)of (u) du) als) ds

< /OOO ( Ooow ) > suand f(z) > 1)1 (u) du) a(s) ds
L) e

< 0/0 ({x ER": Mnf(x) > s} als) ds

— [ o0 v ds,
and then (3.3) is proved.

In order to prove (3.3) = (3.6) let C' be the constant in (3.3), then

Joo (o) v o< oo (i) oo <

Thus, if C' > 1 we obtain that

Cll g < MM f g0
On the other hand, if C' < 1, from the hypothesis on ¥

A¢(%) w(z) deOAnw(%) wiz) dr <1,

which implies that
CH f o < 1Mo fll -
Thus, in both cases (3.6) is proved.

Now (3.5) follows from (3.6) by taking w = 1. Let us now prove (3.5) = (3.2).

By hypothesis

HCM 0
£l

¢



Thus, by changing variables and applying lemma 4.1
| < / s (CMn_f(f'f)) da
" [pai
= / a(\) Hx eR": M,f(x) > %)\H d\
0

C * Cs
W/ ’ (wm) {z € R" : M, f(z) > 25} ds

Cp(Cs ) e
10 () S (557 222

Particularly, if £ > 0 and f; = txg, the inequality above looks like

1< 9laa/0) /Ota(wlf/'Q')s)n(é) .

where we have used the fact that if s > ¢, then {x € R" : fi(z) > s} = (). By changing
variables we obtain

1 < !Q\/Cw R (—Cl/’_l(;/'@)) d
_ W/o a(\) n (A> dX,

e /0 o (5) @

where r = C~1(1/|Q]). By (2.3) we obtain that

s e ) SR e

which is the desired reverse Dini condition.

IN

IN

IA

We now prove that (3.2) < (3.4). The implication (3.2) = (3.4) follows the same
argument as in the proof of (3.2) = (3.3) by taking w = 1.

Finally, let us prove that (3.4) = (3.2). Let @ be a fixed cube in R” and, for each
positive real number ¢, let us define f; = txq. Applying the hypothesis to this function
and using lemma 4.1 and the fact that n is submultiplicative, we obtain that

QIC) < / TV e € Q: Myf(x) > A} dA

C'/ / n (E) a(N) dx dX
{o€Qitxq@>1/2}  \A
2t
< Q) / ( ) A)
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Thus, by (2.3) and (2.1) we obtain that

which is equivalent to (3.2) by the submultiplicative property of 7. O

Proof of theorem 3.8: We have to prove (3.9) = (3.10) = (3.13) = (3.12) and
(3.9) = (3.11). Let us first prove that (3.9) = (3.10). Let C' be the constant in (3.9),
then

[ werm i = CAmwaeQuf@ﬂ>ﬂMKmdt

< L+
where 1
L= [ ulte e Qus fa) > yucn
and .
I = /1 w({z € Qy: fx) > £} b(CH) dt.
Clearly
ho< wi@) [ e
e

On the other hand, from the hypothesis and lemma 4.4 we obtain that
> “a(s) ,
I < w({z € Q,: f(x) > t}) — ' (t/s)ds | dt,
1 1
/ (/ w{x € Q,: f(x) > su}) n’(u)du) a(s)ds,
1 1

/000 (/{wer:n(f(w)/8)>l}n (f(;)) wie) dm) als) ds,

< C’/Ooow({x € Qo : M,f(z) > s})a(s)ds,

IN

IA

= C g O(M, f)(x) w(x) d,

and then (3.10) is proved. The other implications can be proved by following similar lines
as in theorem 3.1.

Proof of theorem 3.14: In view of remark 3.20, in order to get our result, we only
need to prove the implications

(3.15) = (3.16) = (3.17) = (3.18) = (3.19),
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since (3.21) = (3.15) is trivial.

Let us first prove that (3.15) = (3.16). From lemma 4.2 and the hypothesis we obtain

| stns@ueis = [ aheis € @, Myfa) > A ax

o

IA

C+ /100 aMNw({xr € Qo : M, f(x) > A}) dA

IN

C’—l—/looa()\) OOMw({a:EQO:|f(x)|/)\>s})n'(s)dsd)\

1/4

o+ [Tatuttee Qi) > sh (| T i) ds

IN

IN

C’—I—/1 b(Cs)Mw({x € Q, : |f(x)] > s})ds

IN

C+ . P(Clf () )Mw(x) du(x),

which is (3.16). The other implications follow similar arguments as in [2]. O
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