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Abstract 
In this study, we assessed the feasibility of using optical flow, 
in particular, large displacement optical flow (LDOF) method 
as a possible solution to obtain surface movement data to 
derive ice flow velocities in a glacier. Tests were carried 
out at the Viedma Glacier, located at the South Patagonia 
Icefield, Argentina, where terrestrial monoscopic image 
sequences were acquired by a calibrated camera from April 
2014 until April 2016. As for preprocessing, the Correlated 
Analysis method was implemented to avoid and minimize 
errors due to the measurable changes in lighting, shad-
ows, clouds, and snow. The results show a flow field with a 
maximum surface velocity value of 3.5 m/d. The errors were 
minimized by averaging the image sequence results based 
on seasons, in which the Total Error Reconstruction yielded 
fairly good mean accuracy (0.36 m/d). In summary, it was 
demonstrated that LDOF can provide accurate and robust 
solution to detect daily changes in the glacier surface.

Introduction
Geospatial data acquisition methods for Earth observation and 
monitoring applications have seen great technological advance-
ments in recent years (Bartholomé and Belward, 2005), as 
the performance potential of the sensors, in terms of spatial, 
spectral, and temporal resolutions has significantly expanded. 
Consequently, nowadays remote sensing techniques represent 
an attractive and affordable approach to study different natural 
phenomena, such as glaciers, where the main advantage is a 
simpler and more economical implementation compared to 
conventional field surveying measurements. At present, optical 
imagery is the most commonly used sensory data to monitor gla-
ciers because it is an efficient low cost method, used since mid-
1980s for mapping surface velocities. (Heid and Kääb, 2012). 

To study glaciers, a variety of methods and techniques 
have been used since the mid-nineteenth century (Gao and 
Liu, 2001; Bamber and Rivera, 2007); typically a combina-
tion of these is required to obtain high resolution spatial and 
temporal observations needed to model the complexity of the 
dynamics processes. Airborne/spaceborne remote sensing 
easily provides consistently accurate low and medium resolu-
tion data over large areas (Toth and Jóźków, 2016). In contrast, 
terrestrial or close-range sensors (Moustafa, 2000) can provide 
high resolution observations (Schwalbe et al., 2016), and 
thus difficult to map topographies, such as glaciers, can be 
surveyed with high accuracy for smaller areas. Satellite-based 
optical sensors may often have limiting factors for observa-
tions, such as cloud cover, especially in mountain regions 
(Gleitsmann and Kappas, 2006). Since glaciers are dynamic 

objects, the temporal aspects of the mapping are equally 
important, and therefore, the revisit time of satellite plat-
forms may present some disadvantages. A permanent sensor 
installation could offer unprecedented temporal resolution 
and observation capabilities (Toth and Jóźków, 2016), and us-
ing time-lapse imagery provides a viable approach to glacier 
change detection (Harrison, 1992; Hashimoto et al., 2009; Ahn 
and Box, 2010; Maas et al, 2010; Rivera et al., 2012b; Daniel-
son and Sharp, 2013; Lenzano et al., 2014).

The dynamics of glaciers has noticeably changed due to 
global warming during in the late 20th and 21st centuries (Oer-
lemans, 2005; Bolch et al., 2012), and thus, to properly assess 
and monitor their dynamics requires the detailed mapping 
of surface velocities and changes in geometry (Howat et al., 
2007); noted that subsurface velocities are also of importance, 
but they cannot be easily observed. Ice flow velocities vary 
along glaciers, following complex patterns defined by stress 
and strain rate distributions (Benn and Evans, 2010). In order 
to map glacier surface velocities, various methods have been 
used, including traditional point-based surveys, and then using 
remote sensing methods that can provide mass points in irregu-
lar or regular grid distributions. Photogrammetric and comput-
er vision methods are available to obtain a dense and accurate 
grid adequate to support glacier dynamic analysis (Matías et 
al., 2009; Westoby et al., 2012; Ryan et al., 2015, Piermattei et 
al., 2015), and may provide various metric products, such as 
ice velocities, volume changes, etc. Note that photogrammetry 
is fundamentally concerned about the metric integrity of the 
derived products, while computer vision is primarily focused 
on the correct recognition and reconstruction of objects. 
Clearly, photogrammetry and computer vision share, or at least 
should share, a common (or at least widely overlapping) theo-
retical basis (Granshaw and Fraser, 2015). Certainly, exploiting 
the complementarities of the two disciplines may provide ac-
curate solutions to monitoring many natural phenomena.

Image sequence processing in computer vision is a broad 
field, and includes tracking, structure from motion (SFM), 
optical flow, etc. These subfields are closely related, and 
the concept is that the object/observer movement enables to 
obtain accurate information of the sensed changes over time, 
which is mostly based on identifying conjugate geometrical 
primitives in the images. Finding correspondence between 
pairs of points in two images remains one of the fundamental 
computational challenges in computer vision (Wedel et al., 
2009). At the beginning of the 1980’s, techniques based on 
coarse-to-fine strategies were developed, such as intensity-
based optical flow algorithms, and then quantitative methods 
of computer vision, including many early feature-based stereo 
correspondence algorithms (Szelisky, 2010). In some cases, 
different motion and structure paradigms were developed, 
using optical flow as an intermediate representation of mo-
tion correspondences between image features, correlations, 
or properties of intensity structures (Beauchemin and Barron, 

M.G. Lenzano, E. Lannutti, and L. Lenzano are with 
the Departamento de Geomática. Instituto Argentino 
de Nivología, Glaciología y Ciencias Ambientales-CCT, 
CONICET, Mendoza, Argentina. Casilla de correo 300, Av. 
Ruiz Leal s/n. Parque Gral. San Martín. Mendoza. Argentina. 
CP: 5500. (mlenzano@mendoza-conicet.gob.ar).

C. Toth is with the Department of Civil, Environmental and 
Geodetic Engineering, The Ohio State University, Ohio, USA. 
470 Hitchcock Hall, 2070 Neil Ave., Columbus, OH 43210

A. Rivera is with Centro de Estudios Científicos de Chile, 
Valdivia, Chile. Arturo Prat 514, Valdivia, Chile.

Photogrammetric Engineering & Remote Sensing
Vol. 84, No. 1, January 2018, pp. 33–42.

0099-1112/17/33–42
© 2017 American Society for Photogrammetry

and Remote Sensing
doi: 10.14358/PERS.84.1.33

PHOTOGRAMMETRIC ENGINEERING & REMOTE SENSING J anuar y  2018  33



1995). The optical flow extracted from imagery is the result 
of the apparent movement pattern between objects, caused 
by either relative deformation or absolute movements. The 
objective of motion estimation is to compute an independent 
estimate of motion for each pixel, which is generally known 
as optical flow (Szelisky, 2010). Optical flow-based methods 
can be classified as differential, correlation, frequency, and 
variational (De la Nuez, 2010). The variational methods have 
demonstrated the best performance, allowing the accurate es-
timation of dense flow field based on the original formulation, 
introduced by Horn and Schunck (1981). 

In spite of the existence of a variety of optical flow tech-
niques, the majority of the algorithms concern small displace-
ments and only a few procedures have been developed to 
detect large displacements, such as work by Weinzaepfel et al. 
(2013). With respect to the image acquisition rate, changes oc-
curring in time-lapse images of glaciers, where for half of the 
day no imagery can be acquired, the changing displacement 
could be large. The Large Displacement Optical Flow (LDOF) 
method (Brox et al., 2004; Brox et al., 2009; Brox and Malik, 
2011) offers a powerful solution to estimate large displace-
ments in image sequences, and is based on a solid numerical 
method that combines descriptor matching with the variation-
al model, and uses a coarse-to-fine strategy with the so-called 
warping technique. Finally, the descriptor matching and the 
discrete optimizations can provide sub-pixel accuracy.

Only a few studies of ice motion have been carried out us-
ing optical flow algorithm, such as using satellite and terrestri-
al images by (Vogel et al., 2012) and (Bown, 2015), respectively. 
In this work, we propose to use the LDOF algorithm to estimate 
the glacier motion based on terrestrial, monoscopic time-lapse 
image series, acquired by non-metric professional DSLR cameras 
systems. The optical flow method from computer vision will 
provide the change detection of 3D objects, and the photogram-
metric processes will supply the scaling and the metric charac-
terization of the glacier movement. This study aims to obtain 
accurate solutions at pixel level with high temporal and spatial 
resolution, and determine ice velocities of the glacier termi-
nus. The test was carried out at the Viedma glacier, Southern 

Patagonia Icefield (SPI), Argentina between 2014 and 2016. This 
site is an important calving glacier in the region covering an 
area of 945 km2 (Aniya et al., 1996). Since the behavior of the 
glacier at the terminus is of high interest, this area was selected 
for the investigation. The investigation is a continuation of our 
previous effort (Lannutti et al., 2016; Toth et al., 2016). The 
outline of this paper is as follows: the next Section provides 
a detailed description of the study area and data collection, 
followed by a review of the methodology proposed. Then, the 
results with analysis is provided leading to the conclusions. 

Test Area and Data Acquisition
The South Patagonia Ice field (SPI) is located in South Ameri-
ca, Argentina and Chile, covering an area of 13,000 km2 with 
an average length of approximately 30 to 40 km at a mean 
altitude of 1,191 m ASL (Aniya, 2013). Viedma glacier is lo-
cated at 49° 31′ S, 72° 59′ W, Los Glaciares National Park, SPI, 
Santa Cruz, Argentina, see Figure 1. The glacier was selected 
for this study due to the availability of earlier investigations, 
carried out over the past 30 years (Skvarca et al., 1995; Aniya 
et al., 1996; Lopez et al., 2010; Riveros et al., 2013), and its 
representativeness at the SPI.

To support the field image acquisition of the time-lapse 
imagery, an integrated data acquisition system was built 
based on a CANON EOS Mark II DSLR camera (C1); pixel size: 
7.2 μm, objective focal length: 50 mm, and FOV: 46°. The C1 
was calibrated prior to field deployment by the United States 
Geological Survey (USGS). Also, a NIKON D3 camera (C2) cali-
brated by Rollei Metric was used for preprocessing purposes; 
pixel size: 8.5 μm, objective focal length: 35 mm, and FOV: 
62°. Both systems are powered by one 12V/7Ah lead acid bat-
tery, charged by two 38W solar panels. The cameras with the 
supporting electronic systems are protected by a waterproof 
box with a visor to reduce reflections. An inspection port in 
the rear of the enclosure provides visual access for monitor-
ing the camera operation. The image acquisition systems were 
installed on a rigid metal structure, fixed to outcrops of the 
south margin of the Viedma Glacier. The C1 was located 70 m 

Figure 1. Map of the study area with each camera location and FOV.
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above the glacier surface from where a good side view of the 
curving glacier is provided, while C2 was placed to look at 
the front of the glacier, see Figure 1. Although the cameras are 
subject to short term disturbances by buffeting wind, the used 
platforms are robust enough for limiting sensor movements. 
Data acquisition in both systems started on 17 April 2014, 
and lasted until 17 April 2016 (in total, 605 images were 
selected and subsequently used for processing). The images 
were captured at 12:00 pm local time, generally coinciding 
with the highest position of the sun. 

Field Support Data
In order to relate the image space to the object space, a num-
ber of primary Ground Control Points (pGCPs) visible within 
the camera views (C1 and C2) were surveyed. Dual-frequency 
Trimble 5700 GPS receivers were used to measure 11 pGCPs, 
seven and four in the FOV of C1 and C2, respectively, selected 
from a variety of topographic features, including rock outcrops 

and erratic blocks since they were static in relation to the 
glacier motion during the study period. The GPS measurements 
were referenced to the CHLT (Chaltén) CORS station, located at 
El Chaltén. Using DGPS static positioning method, the data were 
processed using the RtkLib open-source software (Wiśniewski 
et al., 2013), with fixed solutions at the 95 percent confidence 
level. The RMSEs (root-mean-square error) for the GCPs were N = 
0.01 m, E = 0.01 m, and U= 0.025 m, respectively. 

Proposed Method
The overall processing workflow is shown in Figure 2; all the 
algorithms and data handling processes were implemented in 
Matlab. During preprocessing, the images are prepared and 
optimized for the optical flow computation. In addition, us-
ing the calibration parameters, the lens distortion is removed 
from the images. In order to reduce computational costs, the 
original image size of C1 camera was reduced by about 30 per-

cent based on the actual Region of Interest 
(ROI); the glacier area was kept and the sky 
and background mountain range at the top 
of the photos were eliminated. The External 
Orientation Parameters (EOPs) for C1 and 
C2 cameras were calculated. To add more 
ground control data to support the scal-
ing of the optical flow results, in addition 
of the surveyed by GPS (pGCPs), secondary 
GCPs, obtained by the stereo resection using 
images from both cameras, were introduced. 
Then, the main processing component, the 
optical flow computation method is ex-
ecuted, including the Correlation Analysis 
process based on RGB components and the 
LDOF computation that also provides the 
uncertainty estimation. Finally, as postpro-
cessing, the results were scaled to provide 
object space parameters for the glaciological 
interpretations.

Image Correction and Orientation
To obtain the highest accuracy of any 
derived geospatial product, the imaging 
sensor must be calibrated and oriented as 
accurately as feasible. Interior and exterior 
orientation parameters that model the cam-
era geometry and the relationship between 
the camera and object reference systems 
must be computed using features previously 
matched in both spaces (Garcia Tomaselli 
and Lopes Reiss, 2005). How closely the 
model conforms to reality will depend on 
the model and how well the parameters 
of the model can be estimated (Clarke and 
Fryer, 1998). The parameters that describe 
the physical model of a camera can be 
grouped into two categories. The first group, 
defined by linear parameters, includes the 
focal length, pixel size, and coordinates 
of the principal point. The lens distortion 
modeling is based on nonlinear parameters, 
including multiple parameters. For most 
cameras, the radial and, with less impor-
tance, decentering components provide 
adequate corrections, and are parametrized 
by (k1, k2, k3) and (p1 and p2) polynomial 
coefficients, respectively. Note that lens dis-
tortions could have an increasingly adverse 
impact on accuracy with increasing target 
distance. In this study, both cameras were Figure 2. Workflow of glacier surface velocity estimation. 
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accurately calibrated before field deployment, and linear as 
well as radial and tangential correction were applied to all the 
images to mitigate the lens distortion. 

The EOP describe the orientation, three rotation angles 
ω,φ,κ, and position, X, Y, Z coordinates, of the camera with 
respect to a reference system, and thus connecting the imag-
ing/camera frame to an object space frame. The estimation of 
the EOPs can be accomplished many ways. Here the sen-
sor installation locations (C1 and C2) were known from GPS 
surveys, so mainly, the orientation angles had to be estimated 
based on using pGCPs. The single photo resection (SPR) prob-
lem is solved through a point-based approach, where at least 
three non-collinear conjugate points, i.e., targeted control 
points, are used in a least-squares adjustment based on the 
well-known collinearity equations (Lichti et al., 2009). In 
this study, the camera positions were also calculated by the 
Perspective-Three-Point (P3P) approach that determines the 
pose of the camera from three correspondences between 3D 
target points and their 2D projections; the implementation by 
Kneip et al. (2011) was used. 

GCP Densification Using Stereo Imagery (sGCPs)
To scale the optical flow results, additional ground control 
is needed to the previous pGCPs, such as, ideally, an accurate 
Digital Elevation Model (DEM). Thus, to generate a reason-
able DEM, it is necessary to have a representative sample of 
3D points evenly distributed in the image frame. In lieu of a 
surface model, sample points, sort of secondary GCPs, can be 
used, which can be obtained by the stereo intersection using 
the C1 and C2 images. During that process, lines of sight 
from each camera to the same point on the ice were identi-
fied on nearly simultaneously acquired image pairs from both 
cameras, and then approximate location of these points was 
computed. Since the base/height (B/H) ratio is rather small, 
multiple resections were performed, so the 3D positions 
could be averaged to improve accuracy; note that the base was 
805 m and the depth was 2,000+ m on average. In total, 43 
fairly evenly distributed surface points were extracted with 
an estimated accuracy of 0.2 m (Chang et al., 1992).

Correlation Analysis (CA)
The grey value consistency assumption is a fundamental to 
optical flow estimation. Natural scenes observed by a static 
sensor, in general, always experience changes in brightness 
that may make the optical flow calculation challenging. 
Therefore, using the image gradient instead of the intensity 
value (Tistarelli, 1994) allows for small variations in the grey 
value, making the estimation of the relationship between sur-
face motion and the image brightness changes more reliable. 
This concept assumes that the observed brightness/intensity 
gradient of any object is constant over time, and any change 
in value at a point is due to the motion (Kearney et al., 1987). 
In addition to the gradient constraint, there is another as-
sumption that nearby points in the image moves in a similar 
way (Schalkoff, 1989). Consequently, noticeable changes in 
lighting should be avoided to assure that changes of image 
intensity between images are only caused by motion in the 
object space (Klette, 2014). To assess the differences between 
two images, the summation of color differences between 
corresponding pixels over the image is performed. Figure 3a 
shows the RGB intensity distributions for different images ac-
quired under varying conditions, including clear day without 
snow cover, a cloudy day without snow cover, a clear day 
with snow cover, and a cloudy day with snow cover. These 
changes, mainly due to solar radiation and seasonal snow, 
can significantly impact the optical flow computation. In our 
study case, the daily lightness changes were analyzed and im-
ages that were markedly different were removed by the CA.

Initially, the first image pair is selected from the time-
lapse image series, IMn (Master) and ISn+1 (Slave). It should be 

emphasized that the IM was selected taking into account the 
optimal contrast and lightness characteristics of the glacier 
surface, and afterwards, the filter (CA) may select images with 
similar conditions. Then, the histogram for each RGB band is 
separately computed for both images. Next, the mean cor-
relation value for each of the three channels is analyzed. If 
the mean value is equal or greater than 0.90, then the pair 
remains selected. Otherwise, the computation starts again, 
and a new correlation between the IMn and the ISn+2 is calcu-
lated with the threshold of 0.90 iteratively reduced by 0.007 
in each step. The process will stop when the mean is greater 
than the descending correlation threshold, and the new pair 
is selected. The value of 0.007 was chosen by experimen-
tally tests; for example, having a larger step will allow for a 
lower correlation between pairs. In the worst case, the images 
are separated by 40 days in time; see the 425 to 465 images 
in Figure 3b. Clearly, the variation of the threshold to pass 
depends on how dissimilar the light conditions in the RGB 
channels are in the image pairs. The process is repeated until 
all the images have been processed; ISn+m becomes IMn+m, 
where m defines which will be the next image master. In 
natural environment, such as glaciers, the objects may change 
substantially over longer time due to the glacier’s movement, 
but in shorter time, such as a few weeks, the motion is likely 
exhibiting a similar pattern. Therefore, losing a few consecu-
tive image pairs has limited impact on the motion estimation. 
Obviously, there is a practical time limit beyond which it may 
not be possible to identify corresponding objects. As a result 
of filtering, the original time-lapse image sequence is reduced 
to a subset of images where the changes in luminosity are 
relatively small, and thus the selected pairs should be likely 
processed successfully in the LDOF computation.

Figure 3b shows the intermediate and final results of the 
CA. The blue line describes the correlation value for the mean 
value of the three RGB bands for the n-1 image pairs. The black 
line corresponds to the threshold of the iterative correlation 
test that decreases until it coincides with the RGB correlation 
value, and hence the test is passed. The dark points show 
the 231 image pairs selected by the CA, i.e., 38 percent of the 
images passed the test. The lowest threshold value for the 40 
days apart case was 0.59. Clearly, this is the worst situation, 
coinciding with a major snow cover and changing weather 
conditions. The best case was with one day of difference with 
a correlation value of 0.99. 

Optical Flow (LDOF)
We use the LDOF Matlab implementation developed by Brox 
et al. (2004), Brox and Malik (2011) (https://www.cs.cmu.
edu/~katef/LDOF.html). Several other optical flow algorithms, 
such as the Scale-Invariant Feature Transformation (SIFT) 
based flow developed by Liu (2009) that establishes dense, 
semantically meaningful correspondence between two images 
across scenes by matching pixel-wise, or the Pyramidal imple-
mentation of the Lucas Kanade Feature Tracker algorithm 
(Bouguet, 2001) were also tested. Based on the comparisons, 
the LDOF produced the best motion estimation results for our 
datasets. This algorithm implements a coarse-to-fine varia-
tional framework between two images I1 and I2, and computes 
the displacement field by minimizing the functional energy 
E(w) using the following model (Equation 1). This method is 
based on energy minimization that penalizes the deviation in 
relation to the constraints imposed on the model.

E(w)=Ecolor(w)+γEgradient(w)+αEsmooth(w)+βEmatch(w, w1)+Edesc(w1) (1)

where: α, β and γ are tuning parameters which can be deter-
mined manually according to qualitative evidence based on 
a large variety of images, or can be estimated automatically 
from ground truth data. These three parameters were experi-
mentally determined by varying their ranges until optimal 
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results were achieved according to the movement estimation 
of the glacier. Note that w= (u; v)T is the optical flow field, i.e., 
a function w: Ω  R2 where Ω is the image domain, and w1(x) 
denotes the correspondence vectors obtained by descriptor 
matching at some point x (Brox and Malik, 2011). 

The first and second terms in Equation 1 represent the com-
mon assumption that corresponding image features (points) 
should have nearly the same gray/black value and gradient. 
The constraint on the gradient is considered to provide a cer-
tain level of invariance to additive changes of brightness that 

(a)

(b)

Figure 3. (a) Examples for daily changes in RGB histograms (Red: black line; Green: dashed line; Blue: grey line). (b) Results 
of CA processing, 231 images pairs were selected (red color points); the blue line describes the correlation value for the mean 
value of the three RGB bands for all the n-1 pairs.
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conditions the matching of the grey/black value. Since both 
terms are not sufficiently robust for optical flow estimation, a 
3rd term is introduced that penalizes the total variation of the 
optical flow field by a smoothness constraint. Finally, the last 
two terms help solve the problem of large displacements by 
combining descriptor matching with the variational model 
and its coarse-to-fine optimization. The descriptor matching 
method is based on densely computed Histogram of Oriented 
Gradients (HOG). The multiscale approach is performed by 
dividing the original problem into a sequence of sub-problems 
at different levels of resolution by smoothing the input im-
ages. The levels are defined through a pyramid, where levels 
of resolution (k) are down sampled by a factor of 0.95 (kmax-
k), and the kmax is chosen with a discrete derivative filter. 
Subsequently, the ultimate goal is to find a function w(u, v) 
that minimizes the energy; it is important to mention that the 
minimization is not a trivial task due to the highly nonlinear 
model. Brox and Malik (2011) solve this problem by iteratively 
updated Euler-Lagrange equations using boundary conditions. 

Once the flow field is generated by the optical flow 
method, the flow estimation error is estimated for all pairs. 
Thereafter, the results are evaluated in a qualitative manner, 
where the color-coded flow field is used to show the move-
ment of the glacier. Next, based on Steinbrücker et al. (2009), 
the consistency of the flow-field for all image pairs is checked 
by reconstructing the first image based on the second image 
using the estimated motion field w according to (Equation 2):

 Ir
1(x) = I2(x+w(x)). (2)

If the resultant flow is adequate, then the reconstruction 
of Ir

1 has to be nearly identical to I1. In order to estimate the 
error, the absolute difference between the images pairs for the 
filtered time-lapse image sequence is estimated by computing 
the mean for each pixel.

To obtain the Total Reconstruction Error (TRE) of the entire 
period, the reconstruction error value per pair (REp) is com-
puted for each pixel over the 231 pairs, and then the error 
values for two years are estimated by Equation 3. Finally, the 
scaling model is applied to convert the values to meters.

 
TRE

REp
tp

taxb
n

n

n=





=∑ 1

231 2*
∆

∆  

(3)

where: axb is the image size; REpn is the reconstruction error 
per pair; Δtpn is the time difference between the images in an 
image pair; and Δt is the total time of the study period.

Scaling, Conversion from Image Domain to Object Domain
To obtain the scaled velocity map from the flow field, i.e., to 
convert motion in image domain to object space, it is neces-
sary to use a DEM to scale the flow parameters at every pixel 
of the glacier area. DEMs are one of the most common products 
in the mapping practice and come in a broad range of spatial 
resolutions and accuracy; although their availability greatly 
depends on the geographic location. SRTM (Shutter Radar Top-
ographic Mission), one of the most popular global DEMs, has 
coverage in the Viedma glacier area, and, therefore, it was ini-
tially used. Unfortunately the features of the glacier were not 
well localized due to the low resolution, 30 m grid, against 
to the about 0.6 m mean Ground Sample Distance (GSD) of 
the images. Consequently, a sparse DEM based on the 50 GCPs 
(pGCPs and sGCPs) was generated to convert the optical flow 
results in to physical values. In the first step, knowing the 
ranges between the C1 and each GCP, the GSD values for those 
GCPs are estimated. Next, using the GCPs an image resampling 
is performed by a triangulation method, which is an attrac-
tive interpolator because it can be adapted to various terrain 
structures, such as ridge-lines and streams, using a minimal 
number of data points (McCullagh, 1988). This method gener-
ates many flat triangles, and is an exact interpolator (Yilmaz, 
2007), and thus was chosen because the glacier area is located 
in a zone with relevant topographical details. The spatial 
resolution was calculated for the entire glacier area, and the 
GSD ranges value from 0.1 m to 0.7 m, the glacier closest and 
farthest extension in the image, respectively. The Root Mean 
Square Error (RMSE) between the DEM and GCPs was calculated, 
and yielded 0.03 m. Figure 4b shows the distribution of the 
GCPs and resulting DEM generated by interpolation. 

Results: Motion Detection
On calving glaciers, the velocities can reach a maximum at 
the glacier front due to the pulling effect of high calving rates. 
These effects are, in particular, amplified when near buoyan-
cy conditions at the front are reached by a glacier calving into 
deep waters (Rivera et al., 2012a). Very little is known about 
the ice flow velocities near the front of Viedma glacier, and 
about the ice-lake interactions taking place in this location. 
In general, ice flow velocities on a valley glacier cross section 
have maximum values at the center of the valley and decrease 
down to a minimum at the margins. Along the valley, the ice 
velocity magnitude varies longitudinally depending on vari-
ous factors, such as surface slope, mass balance distribution, 
and the glacier front conditions. 

The velocity field at the lower end of the glacier based on 
the scaled LDOF results is shown in Figure 5a. The velocity 

Figure 4. (a) GCP distribution on the glacier surface; GPS surveyed, marked by black dots and photogrammetrically derived 
ones marked by white dots, and (b) DEM created by triangulation method. 
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field is calculated from the average magnitudes of 231 image 
pairs, and the mean surface velocities reach values between 
3.5 m/d and 0.5 m/d (meters per day) in the central area and 
near to the margins, respectively. The fast flow area is mainly 
concentrated at the central part, pictured in black, while the 
slow moving ice areas are mainly located toward the mar-
gins shown in light grey. This pattern is consistent with the 
expected ice flow acceleration toward the glacier front central 
part, and with the slow moving ice near the margins. This 
near front acceleration has been previously described for other 
calving glaciers in Patagonia (Sakakibara et al., 2014), where 
calving is driven by deep water near the front. At the Viedma 
glacier, this is confirmed by the recently surveyed bathymetry 
of the lake, where up to 571 m water depths were detected. 
Note that between April 2014 and March 2016, the central 
part of the glacier front retreated near 800 m, as detected by 
satellite images. Former results, obtained by offset tracking 
Synthetic-Aperture Radar (SAR) imagery between April to 
June 2012 by Riveros et al. (2013) showed values less than 4 
m/d at the terminus area. Mouginot and Rignot (2015), using 
radar and Landsat images between 1994 and 2014, provided 
surface velocities in the range of 1 and 2 m/d near the end 
part. Furthermore, we conducted surface velocities estimation 
of Viedma glacier by LANDSAT images, acquired in October 

and February 2015, and March 2016, using 
the feature tracking technique (Lo Vecchio et 
al., in review). These results at the termi-
nus show similar patterns obtained in the 
present study, with an acceleration of the 
front where maximum values reached 2.5  
±0.3 m/d. Therefore, the different values of 
velocities found in these investigations are 
reasonably close to each other and can be 
explained by different sensors and geospa-
tial data acquisition platforms, techniques, 
creating different spatial and temporal reso-
lution data, plus the algorithms used.

Figure 5b shows the TREaxb for the entire 
study period, displaying a range from 1.8 
m/d until 0.2 m/d. The largest errors are 
reported for the area located at the glacier 
surface and mountain border area. In this 
zone, the computation of the optical flow 
was less accurate due to the larger object 
distance; note that the TREaxb mean value 
reached 0.36 m/d. In addition, based on 
Equation 2, Figure 6 shows the mean error 
(grey) for each image pair in the filtered time-
lapse sequence (231 pairs), and the standard 
deviation (black) is shown as error bar only 
for the large peaks. The average mean and 
standard deviation are 5.7 ±7.9 in pixels (in 
the image domain). This graph allows visual-
izing anomalous pairs used in optical flow 
computation, despite passing the CA test. The 
large peaks are closely related to big changes 
in lightness between the images in an image 
pair; in almost all cases, there was a presence 
of clouds in some region, snow cover, and 
not-uniform melting of the glacier surface, 
as described by Vogel et al. (2012), which 
affect the motion computation. The velocity 
estimation can be further refined by applying 
the constraint of slowly changing velocity; 
an effect known from glacier dynamics. So 
applying a low-pass filter and then removing 
outliers can measurably bring down the stan-
dard deviation of the velocity estimation. 

Figure 7a and 7b show the reconstructed 
errors for two examples. The top frames show the images 
that define the image pair for the LDOF computation. Figure 
7a shows a case of changing lighting conditions, resulting in 
significant errors in the computation of LDOF. Below the left 
image, the results of the LDOF are shown with color-coding for 
better visualization (Liu et al., 2011); clearly, very poor optical 
flow computation performance. Each pixel symbolizes a vec-
tor where the magnitude and orientation are the function of 
the tonality and saturation of the pixel value. Below the right 
image, the error reconstruction is shown. Note that it is easy 
to identify the cause of these errors because the objects, such 
as presence of clouds, changes in snow cover, or shadows over 
the crevasses, appear and disappear between the images pairs. 
In contrast, Figure 7b shows an example with good lighting 
conditions where the error remains low over the entire area. 
Note the interesting situation in the middle of the frame, where 
the presence of people is observed, clearly indicating the abil-
ity of the LDOF to detect small changes with high precision. 

Conclusions
In this work, we have applied dense optical flow field method 
to estimate glacier movement at high accuracy. The feasibility 

(a)

(b)
Figure 5. (a) Flow vectors in meters per day (m/d), and (b) Error model based 
on TRE assessment.
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Figure 6. Mean error and standard 
deviation (error bar) distribution for 
the image pairs processed by LDOF.

(a)

(b)
Figure 7. The top frames in (a) and (b) show the image pairs selected to compute the LDOF, and below left the estimated flow 
field with greyscale-coding for a better visualization; the error reconstruction are shown, respectively. Note that (a) represents 
a significantly changing lighting condition resulting in poor estimation of the glacier motion, while (b) illustrates good 
lighting conditions, and although the glacier has a large displacement, yet it is correctly matched.
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of the method was tested by using time-lapse imagery ob-
tained at the terminus of the Viedma glacier, SPI, Argentina, 
by using a 16 Mpixel CANON EOS Mark II DSLR camera. 
Images were acquired once a day for nearly two years, and 
preprocessed to correct for sensor modeling errors and then 
reduced in size to the glacier area. In addition field surveys 
were conducted acquire ground control (GCP).

The large displacement optical flow (LDOF) method was 
selected for the investigation. Any optical flow calculation 
is based on the assumption that change in image intensities 
are due to changes in object shape, such as deformation or 
motion; a hard to achieve condition in real life. Therefore, the 
time-lapse image sequence was filtered to remove images with 
very different intensity characteristics; mainly, due to varying 
cloud cover, snow, and weather that may induce rapid melt-
ing. The CA method provided a good solution to measure dif-
ferences between images, and based on our settings, resulted 
in 38 percent of the images passed the test and were used for 
subsequent processing. The LDOF algorithm provided optical 
flow in the image domain by providing a motion vector to all 
the pixels. To convert the estimated motion to actual velocity 
values, a sparse DEM was created and triangulation was used 
for interpolation. Then, based on the DEM, the scaling was 
estimated and used to convert the results from image domain 
to object domain. Thus, glaciological analysis and interpreta-
tions through the velocity field quantification were obtained.

The resulting glacier surface velocities have reached a 
maximum value of 3.5 m/d in the central part that is consistent 
with the expected ice flow of a calving glacier with high ve-
locities near to the terminus. The estimation error was evaluat-
ed qualitatively and quantitatively, and the directly computed 
mean TRE was 0.36 m/d. Factoring in the glacier dynamics, the 
changes in velocities are slow, and thus, it is fair to say that 
the mean error is rather conservatively estimated. Larger errors 
were confined to the farther part of the glacier, where the larger 
range limited the estimation accuracy. Also, object occlusion is 
more frequent in these areas, also contributing to larger errors.

In summary, the proposed method based on computer vi-
sion and photogrammetric techniques, combining the CA and 
LDOF algorithms, has shown very good performance at detect-
ing ice flow movement, and ultimately estimating the surface 
velocity of the Viedma glacier. In addition, the time-lapse se-
quence provided a good temporal resolution, helping improve 
the results. Although, no reference data was available for an in-
dependent comparison, the limited data from earlier investiga-
tions as well as the known glacier behavior are consistent with 
the obtained velocity estimation results. The data acquisition 
system is simple and affordable, the selected algorithms pro-
vide robust computation, so the overall performance is primar-
ily dependent on the environmental conditions. In the selected 
test areas, Viedma glacier, about in 40 percent of the time, good 
quality imagery could be acquired in a two year period, result-
ing an accurate velocity estimation of the glacier surface.
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