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#### Abstract

This paper presents a new semi-concurrent multi-scale model to study the behaviour of composite materials in softening regime. A mixed formulation is used to simulate discontinuities in both scales. The traction over the crack is included as a unknown field in the equations system of the problem, and the jump displacement across the discontinuity is obtained with a cohesive constitutive relation (traction-separation law).

Axiomatic variational principles and the injection concept are used and formulated to get an objective model with respect to the representative volume element size (RVE). The projected stress over the normal vector of the macro discontinuity is injected in the localized domain in the RVE, obtaining as a dual variable the jump of the displacement field in the macro structure. In this way, during the stable phase of the behaviour, the scale transition is performed in the classical way injecting the strain tensor and obtaining the stress tensor as a dual variable. At the beginning of the unstable regime, the transition between the scales is defined by injecting the traction (stress projection on the normal vector to the crack) in the localization domain in the micro scale and the displacement jump at the macro scale is obtained as a dual variable. This new concept leads to a new multi-scale approach with an hybrid injection.

The basic equations of the model are derived, and finally some numerical examples are developed, showing the objectivity of the homogenized response of composite material problems that involve strain localization at the macro-scale.


## 1. Introduction

Multi-scale modelling is a trend research area in the computational mechanics community. This kind of models can be divided in two main groups: Multi-scale models based on analytic methods and those based on computational methods. Analytic methods can be classified in continualization methods and homogenization methods. In continualization methods, the micro/meso scale is considered as discrete elements like masses, springs or tribology elements, and Taylor series are used to define the transition to the macro-scale [1,2]. In homogenization methods the sub-scale is continuous and heterogeneous, while the macro-scale is continuous and homogeneous and they are normally used to obtain elastic properties at the macro-scale [3-8]. Analytic methods are nowadays being displaced by computational multi-scale methods that have greater versatility [9].

Park and Liu [10] and Oden at al. [11] proposed a classification of computational multi-scale modelling hierarchical and concurrent multiscale models. Hierarchical approaches are normally used to calibrate

[^0]constitutive equations while concurrent multi-scale models consider the different constituents of the composite at a lower scale.

Bohm [12] classified methods that couple continuum models in: mean-field approximation methods [13-15], variational bounding methods [16-18] and methods based in the representative volume element (RVE) concept. Methods based in the RVE concept can be divided in:

- Hierarchical methods: The material is constitutively described in some length scale by using an homogenization of a lower scale. These methods are adequate for materials that require a sequence of scales for their description, like laminated or bio-materials. Although this approach does not consider an unitary cell in its definition, it is used in most of the developed models [19-24]. Another approach that contains this type of hierarchical multiscale models is that of quasi-phenomenological models in which an internal variable is calibrated using the RVE concept [25].
- Semi-concurrent methods: These models insert a primary field (strain, temperature gradient, etc.) as a boundary condition in the RVE, relating both scales through a compatibility equation (generally an energy type equation). Once the boundary value problem in the micro-scale is solved, a constitutive tensor and an homogenization operator to obtain the dual variable (stress, thermal flux, etc.) is computed for the macro scale. These models are colloquially known as $F E^{2}$ models [26-31].
- Concurrent methods: In this kind of formulations the RVE is embedded in the zone of interest within the macro-scale. It has been used to couple continuum and atomic scales, where the fractured region is modelled by broken up inter-atomic forces [32,33]. When both scales are modelled by continuous formulations nonmatching meshes can be used, getting the compatibility with Lagrange multipliers. This approach has the disadvantage of being computationally expensive when the length scale of the RVE is not close to the macro-scale length [34]. Some authors have used this approach to simulate concrete specimens [31,35].
- Hybrid methods: These methods involve a combination of concurrent and semi-concurrent approaches. Within a localization regime, semi-concurrent models generally become non-objective with respect to the RVE size. Hybrid models consider a semiconcurrent formulation for macro-scale zones in stable regime, while in unstable zones where a fracture is propagated or damage progress is spread, the RVE is embedded in the macro-structure. Akbari [36] proposed an hybrid multi-scale model for fracture analysis of polycrystallines materials.

During the last decades several sophisticated models based on the RVE concept, have been proposed for the simulation of quasibrittle localization at the macro-scale. A formulation that calibrates damage evolution by using a RVE with classical interface elements and is able to model fracture evolution in mode I at the macroscale, has been proposed by Verhoosel et al. [37]. This approach was latter expanded $[38,39]$ for mixed fracture modes, considering cohesive and adhesive elements. Massart et al. [40] presented a continuousdiscontinuous homogenization scheme using a first order computational homogenization (FOCH) with the capability of localizing the strain field in the macro-structure and they used it to study the failure mechanism of masonry. In the field of moderate localizations, a new kind of semi-concurrent multi-scale formulations was proposed by Kouznetsova et al. [41]. The strain gradient is transferred as a rotation on the boundary of the RVE arriving to a gradient enhanced method at the macro scale combined with a classical description for the micro-scale. This kind of formulations is known as second order homogenization scheme (SOCH) [42-44].

Some attempts to enhance FOCH models have also been published. A two-scale failure multi-scale model expressed as an expansion of the variational framework presented in [45], was presented by Toro et al. [46] introducing the injection operator concept proposed in [47]. The macro-scale jump, modelled using an E-FEM technology, is introduced as a boundary condition in the localized domain of the RVE. Analogously to the model proposed in [38], an homogenized tractionseparation law is obtained. A similar approach has been developed for the analysis of quasi-brittle fracture processes using cohesive bands technology [48]. In this case, the localization band in the macro-scale is calibrated using a characteristic length obtained in the RVE and an objective regularization is achieved with this parameter.

This kind of FOCH enhanced models, represents a trend research area with many challenges. Debonding and matrix fracture phenomena in composites with strongly different stiffness can be analysed with mixed methods, like augmented Lagrangian formulations based on displacement and the crack tension, avoiding ill-conditioning problems associated with penalty methods [49,50]. Classic multiscale approach [45] or two-scale failure multi-scale model presented by Toro et al. [51] cannot
be directly used in conjunction with mixed approaches to simulate discontinuities in the micro and macro-scale. A new semi-concurrent multiscale model based on an hybrid injection, formulated in a consistent variational framework is proposed in this paper to simulate composite material failure. The novelty of this approach is that is obtained as a natural extension of the classic formulation [45] to the case of mixed approaches. The proposed multi-scale model involves a stress-strain description in the stable phase and a traction-separation law for the unstable regime. A classical multi-scale model is used to obtain the strain-stress relationship [45], while when an unstable phase is reached and the material starts a softening regime, a model that links localization in both scales injecting the traction at the macro-scale discontinuity in the RVE is presented. Lagrange multipliers representing tension the fracture are treated like the kinematic field in the classic approach [45]. In this way the stress injection in the cracks corresponding to the localization domain of the RVE has a clear physical meaning and equations analogous to those obtained in one field approaches $[45,46]$ are obtained. By the other side, it is well recognized that traction based boundary conditions can be more naturally introduced than periodic conditions in the localizing regime. In accordance to this observation, Coenen and co-workers [52,53] proposed the use of so called percolation-path-aligned boundary conditions that consist of a gradual transition from periodicity RVE boundary conditions towards more relaxed boundary conditions when localization is detected.

A mixed formulation based on the displacement and the crack tension, is used to simulate discontinuities in both scales and it is presented in Section 2. The proposed model, based on the axiomatic philosophy proposed in [26,47], is presented in Section 3. Some numerical examples, where the objectivity of the homogenized traction-separation law is shown, are presented in Section 4. Finally, conclusions and future trends in this research area, are drawn in Section 5.

## 2. Mixed formulation for quasi-brittle fracture simulation. A general background

A method based on a mixed functional that considers as unknown variables the displacement field and the crack traction field is used to simulate the fracture process in both scales. A brief description is presented in this section. More details can be found in [49,54].

### 2.1. Variational formulation

Let $\mathscr{L}^{\boldsymbol{u}}: \mathscr{U} \rightarrow \boldsymbol{R}$ be a system potential dependent on the displacement field $\boldsymbol{u}$ of a infinitesimally deformable body including a fracture $\Gamma$ (see Fig. 1), expressed as:
$\mathscr{L}^{\boldsymbol{u}}(\boldsymbol{u})=\mathscr{L}^{\mathcal{B}}(\boldsymbol{u})+\mathscr{L}^{\mathcal{F}}(\llbracket \boldsymbol{u} \rrbracket)$,
where $\llbracket \bullet \rrbracket=\left.(\bullet)\right|_{\Gamma^{+}}-\left.(\bullet)\right|_{\Gamma^{-}}$represents the jump of the field $(\bullet)$ over the domain $\Gamma$. The potential of the bulk domain $\Omega=\Omega^{-} \cup \Omega^{+}$is denoted with $\mathscr{L}^{\mathcal{B}}$ and $\mathscr{L}^{F}$ is the fracture potential of the crack in $\Gamma$, that are defined as follows:

$$
\begin{align*}
\mathscr{L}^{\mathcal{B}}(\boldsymbol{u}) & =\frac{1}{2} \int_{\Omega \backslash \Gamma} \boldsymbol{\sigma}(x, t): \nabla^{s} \boldsymbol{u}(x, t) d \Omega-\int_{\Omega \backslash \Gamma} \boldsymbol{b}(x) \cdot \boldsymbol{u}(x, t) d \Omega \\
& -\int_{\partial^{t} \Omega} \boldsymbol{p}(x, t) \cdot \boldsymbol{u}(x, t) d \partial^{t} \Omega  \tag{2}\\
\mathscr{L}^{\mathcal{F}}(\llbracket \boldsymbol{u} \rrbracket) & =\int_{\Gamma} \Psi(\llbracket \boldsymbol{u} \rrbracket, \kappa) d \Gamma
\end{align*}
$$

being $\boldsymbol{b} \in \mathbf{L}^{2}(\Omega \backslash \Gamma)$ is the volumetric force, $\sigma$ is the Cauchy stress tensor, $\nabla^{s} \boldsymbol{u}$ is the symmetric part of the displacement field gradient. In the Neumann boundary $\partial^{t} \Omega$ a distributed load $\boldsymbol{p} \in \mathbf{L}^{2}\left(\partial^{t} \Omega\right)$ is considered. In the Dirichlet boundary $\partial^{u} \Omega$ a prescribed displacement value $\overline{\boldsymbol{u}}$ is applied. The normal vector to the crack $\Gamma$ is denoted as $\boldsymbol{n}$. The kinematically admissible set $\mathscr{U}(\Omega \backslash \Gamma)$ is defined as:
$\mathscr{U}(\Omega \backslash \Gamma)=\left\{\boldsymbol{u} \in \mathbf{H}^{1}(\Omega \backslash \Gamma) \wedge \llbracket \boldsymbol{u} \rrbracket \cdot \boldsymbol{n} \geq 0 \in \mathbf{H}^{\frac{1}{2}}(\Omega):\left.\boldsymbol{u}\right|_{\partial^{u} \Omega}=\overline{\boldsymbol{u}}\right\}$.


Fig. 1. Domain decomposition of $\Omega$ considering a cohesive crack $\Gamma$.

Furthermore, in the definition of the potential $\mathscr{L}^{F}$, given by Eq. (2), $\Psi$ is the cohesive energy density over the fracture $\Gamma$, defined as follows (see also [54]):
$\Psi(\boldsymbol{\delta}, \kappa)=\boldsymbol{I}_{\mathbb{R}^{+}}\left(\delta_{n}\right)+\psi\left(\delta_{e q}, \kappa\right)$ with $\psi: \mathbb{R}^{+} \rightarrow \mathbb{R}$,
$\kappa(t)=\sup _{t^{\prime}<t^{*}} \delta_{e q}\left(t^{\prime}\right)$,
where $\kappa$ is an irreversibility internal variable in the crack, $\psi$ represents the cohesive potential, $\delta$ is a supplementary variable introduced latter, $\delta_{n}=\boldsymbol{\delta} \cdot \boldsymbol{n}$ is the projection of the supplementary variable on vector $\boldsymbol{n}$, $\delta_{e q}=\sqrt{\boldsymbol{\delta} \cdot \boldsymbol{\delta}}$ is the equivalent displacement jump and $\boldsymbol{I}_{\mathbb{R}^{+}}$is an indicator function that is introduced to avoid penetration between crack lips. The irreversible variable $\kappa$ introduced to control the crack opening/closure is defined as:
$\kappa(t):=\sup _{t^{\prime}<t^{*}} \delta_{e q}\left(t^{\prime}\right) ;$
where $t^{*}$ is the actual time.
The functional $\mathscr{L}^{u}$ presented in Eq. (1) is reformulated with an augmented Lagrangian method leading to a three fields equations system. Then, a coordination-decomposition method proposed in [55] decompose the equation in two problems, a global one corresponding to a linear form and a family of local problems in collocation points that are coordinated by the Lagrange multiplier field. The supplementary variable $\boldsymbol{\delta}$, restricted by the condition $\llbracket \boldsymbol{u} \rrbracket-\boldsymbol{\delta}=0$, is introduced. The mechanical problem is therefore expressed as:
$\left\{\begin{array}{l}\min _{(\boldsymbol{u}, \boldsymbol{\delta}) \in \mathscr{V} \times \mathscr{X}^{\prime}} \mathscr{L}^{\mathcal{B}}(\boldsymbol{u})+\mathscr{L}^{\mathcal{F}}(\boldsymbol{\delta}) \\ \text { subjected to } \llbracket \boldsymbol{u} \rrbracket-\boldsymbol{\delta}=0 .\end{array}\right.$
The augmented Lagrangian $\mathscr{L}: \mathscr{V} \times \mathscr{W} \times \mathscr{X} \rightarrow \boldsymbol{R}$ associated to problem (6) is:
$\mathscr{L}(\boldsymbol{u} ; \lambda ; \boldsymbol{\delta})=\mathscr{L}_{\gamma}^{\mathcal{B}}(\boldsymbol{u} ; \boldsymbol{\delta})+\mathscr{L}^{\mathcal{F}}(\boldsymbol{\delta})+\mathscr{L}^{C}(\boldsymbol{u} ; \boldsymbol{\delta} ; \lambda)$,
where:
$\mathscr{L}_{\gamma}^{\mathcal{B}}(\boldsymbol{u}, \boldsymbol{\delta})=\mathscr{L}^{\mathcal{B}}(\boldsymbol{u})+\int_{\Gamma} \frac{\gamma}{2}(\llbracket \boldsymbol{u} \rrbracket-\boldsymbol{\delta})^{2} d \Gamma$,
$\mathscr{L}^{c}(\boldsymbol{u} ; \boldsymbol{\delta}, \lambda)=\int_{\Gamma} \lambda \cdot(\llbracket \boldsymbol{u} \rrbracket-\boldsymbol{\delta}) d \Gamma$.
The second term in Eq. (7), where the cohesive energy density $\Psi$ is immersed, now depends on the supplementary variable controlled in the third term by the Lagrangian field $\lambda$. This field fix in a weak sense the condition $\llbracket \boldsymbol{u} \rrbracket-\boldsymbol{\delta}=0$ in $\Gamma$. The Lagrange multipliers can be interpreted as the traction over the fracture as $\lambda=-\boldsymbol{\sigma} \cdot \boldsymbol{n}$, as is shown in [49]. The penalization functional (with parameter $\gamma \in \mathbb{R}^{+}$), is
introduced in Eq. (8). With the coordination-decomposition method, the supplementary variable can be obtained as a algebraic function of the displacement field $\boldsymbol{u}$ and the Lagrangian field $\lambda$ particularized in collocation points. The functional minimization problem presented in Eq. (6) turns to a saddle point problem, that can be expressed as: For some $\gamma \in \mathbb{R}^{+}$, find $(\boldsymbol{u} ; \lambda) \in \mathscr{V} \times \mathscr{W}$ such that:

$$
\begin{align*}
\mathscr{G}_{1}(\boldsymbol{u} ; \boldsymbol{\delta} ; \lambda)= & \int_{\Omega \backslash \Gamma} \boldsymbol{\sigma}(x, t): \nabla^{s} \delta \boldsymbol{u}(x, t) d \Omega \\
& +\int_{\Gamma}[\lambda+\gamma(\llbracket \boldsymbol{u} \rrbracket-\delta)] \cdot \llbracket \delta \boldsymbol{u} \rrbracket d \Gamma \\
& -\int_{\partial^{t} \Omega} \boldsymbol{p}(x, t) \cdot \delta \boldsymbol{u} d \partial^{t} \Omega-\int_{\Omega \backslash \Gamma} \boldsymbol{b}(x) \cdot \delta \boldsymbol{u} d \Omega=0 \tag{9}
\end{align*}
$$

$$
\forall \delta \boldsymbol{u} \in \mathscr{V}
$$

$\mathscr{G}_{2}(\boldsymbol{u} ; \boldsymbol{\delta} ; \lambda)=\int_{\Gamma}(\llbracket \boldsymbol{u} \rrbracket-\boldsymbol{\delta}) \cdot \delta \lambda d \Gamma=0, \quad \forall \delta \lambda \in \mathscr{W}$,
with $\boldsymbol{\delta}(\boldsymbol{u} ; \lambda) \in \operatorname{ker}\left\{\partial_{\delta} \Psi-\lambda-\gamma(\llbracket \boldsymbol{u} \rrbracket-\boldsymbol{\delta})\right\}$ where $\boldsymbol{u}$ and $\lambda$ are fixed in collocation points. The space of kinematically admissible displacement variations for $\delta \boldsymbol{u}$ is denoted as $\mathscr{V}$ and $\mathscr{W}$ is the space of kinematically admissible variations of Lagrange multipliers $\delta \lambda$, given by:

$$
\begin{align*}
& \mathscr{V}(\Omega \backslash \Gamma)=\left\{\phi \in \mathbf{H}^{1} \wedge \llbracket \phi \rrbracket \in \mathbf{H}^{\frac{1}{2}}:\left.\phi\right|_{\partial u_{\Omega}}=0\right\}, \\
& \mathscr{W}(\Omega \backslash \Gamma)=\left\{\phi \left\lvert\, \phi \in \mathbf{H}^{-\frac{1}{2}}\right.\right\} . \tag{10}
\end{align*}
$$

In the proposed multi-scale approach the equilibrium equations (9) are used to simulate cohesive fracture in both scales were presented in (9), and now the basic equations are known to state the proposed multiscale scheme. Note that the choice of the space of Lagrange multipliers is not straightforward. The discrete spaces used in the numerical tests fulfil the inf-sup condition $[49,56]$. A rigorous proof of this aspect is beyond the scope of the present paper. Conditions of discrete spaces to fulfil stability conditions can be found in $[57,58]$.

### 2.2. Traction separation law

The linear softening cohesive zone model proposed in [59] with crumpling and unloading stages showed in Fig. 2 is used in this paper.

The potential is defined as follow:
$\psi\left(\delta_{e q}\right)= \begin{cases}G_{c} \frac{\delta_{e q}}{\delta_{c}}\left(2-\frac{\delta_{e q}}{\delta_{c}}\right), & \text { if } \delta_{e q} \leq \delta_{c} \\ G_{c}, & \text { if } \delta_{e q}>\delta_{c},\end{cases}$
where $G_{c}=\frac{1}{2} \sigma_{c} \delta_{c}$ is the fracture energy and $\sigma_{c}$ the critical tension.

## 3. Semi-concurrent multi-scale formulation based in an hybrid injection

The proposed model is split in two stages: the first one for a stable material behaviour, based on a classic formulation is presented in Section 3.1 and the latter, the proposed formulation for the unstable or softening regime is described in Section 3.2. The activation of the unstable regime is detected using the acoustic tensor [60,61]. The proposed multi-scale formulation is based on two fundamentals axioms: (A1) the kinematical admissibility that both scales kinematics have to meet [30] and (A2) the multiscale principle of virtual power [30] or Hill-Mandel principle $[62,63]$. From these fundamental axioms, two consequences are obtained: (C1) The homogenization formula for dual variable and (C2) the equilibrium problem at the micro scale. In the following, the sub-index $\mu$ is used to denote the variables or parameters associated to the micro-scale, i.e. $(\bullet)_{\mu}$ is the variable $(\bullet)$ associated to the RVE.

### 3.1. Multi-scale formulation for a stable regime

3.1.1. (A1) Axiom 1. Kinematical assumption in the scale transition. Stable regime

The multi-scale constitutive formulation is based on the assumption that the strain tensor $\varepsilon$ at a macro-continuum point $\boldsymbol{x}$ is the volume


Fig. 2. Traction separation law based in [59] for $\delta_{n}>0$. (a) Tangential law (b) Normal law (c) Initiation criteria.
average of the micro-continuum strain field, $\varepsilon_{\mu}$, over the RVE associated with $\boldsymbol{x}$. Considering the symmetric part of the gradient of microscopic displacement field $\boldsymbol{u}_{\mu}$, denoted as $\nabla_{\boldsymbol{y}}^{s} \boldsymbol{u}_{\mu}$, for the strain field:

$$
\begin{align*}
d \boldsymbol{\varepsilon}(\boldsymbol{x}, t) & =\frac{1}{\left|\Omega_{\mu}\right|} \int_{\Omega_{\mu}} d \boldsymbol{\varepsilon}_{\mu}(\boldsymbol{y}, t) d \Omega_{\mu}+\frac{1}{\left|\Omega_{\mu}\right|} \int_{\Gamma_{\mu}} \llbracket d \boldsymbol{u}_{\mu} \rrbracket_{\boldsymbol{y}} \otimes^{s} \boldsymbol{n}_{\mu} d \Gamma_{\mu}=  \tag{12}\\
& =\frac{1}{\left|\Omega_{\mu}\right|} \int_{\Omega_{\mu}} \nabla_{\boldsymbol{y}}^{s} d \boldsymbol{u}_{\mu} d \Omega_{\mu}+\frac{1}{\left|\Omega_{\mu}\right|} \int_{\Gamma_{\mu}} \llbracket d \boldsymbol{u}_{\mu} \rrbracket_{\boldsymbol{y}} \otimes^{s} \boldsymbol{n}_{\mu} d \Gamma_{\mu}
\end{align*}
$$

where $\left|\Omega_{\mu}\right|$ is the volume of the RVE, $\boldsymbol{x}$ and $\boldsymbol{y}$ denote the coordinates systems of the macro- a micro-scale, respectively, $\mathbb{[} \cdot]_{\boldsymbol{y}}=\left.(\cdot)\right|_{\Gamma_{\mu}^{+}}-\left.(\cdot)\right|_{\Gamma_{\mu}^{-}}$ represents the jump of $(\bullet)$ over the crack $\Gamma_{\mu}$ and $\boldsymbol{n}_{\mu}$ denotes the normal vector to the crack $\Gamma_{\mu}$. The displacement fields $d \boldsymbol{u}_{\mu}$ that satisfy Eq. (12), can be said to be a kinematically admissible if $d \boldsymbol{u}_{\mu} \in \mathscr{U}_{\mu}^{*}$ with:

$$
\begin{align*}
\mathscr{U}_{\mu}^{*}:= & \left\{\boldsymbol{\varphi} \in \boldsymbol{H}^{1}\left(\Omega_{\mu}\right) \left\lvert\, d \boldsymbol{\varepsilon}(\boldsymbol{x}, t)=\frac{1}{\left|\Omega_{\mu}\right|} \int_{\Omega_{\mu}} \nabla_{\boldsymbol{y}}^{s} \boldsymbol{\varphi} d \Omega_{\mu}\right.\right. \\
& \left.+\frac{1}{\left|\Omega_{\mu}\right|} \int_{\Gamma_{\mu}} \llbracket \boldsymbol{\varphi} \rrbracket_{\boldsymbol{y}} \otimes^{s} \boldsymbol{n}_{\mu} d \Gamma_{\mu}\right\}, \tag{13}
\end{align*}
$$

being $\mathscr{U}_{\mu}^{*}$ the set of kinematically admissible micro displacements. If displacement jumps are considered in the RVE, the first integral in Eq. (12) should be evaluated in two or more parts separated by the discontinuities. Applying Green's theorem in the first term of Eq. (12) and considering the presence of displacement jumps in the RVE (Fig. 3):

$$
\begin{align*}
d \boldsymbol{\varepsilon}(\boldsymbol{x}, t)= & \frac{1}{\left|\Omega_{\mu}\right|}\left[\int_{\partial \Omega_{\mu}} d \boldsymbol{u}_{\mu} \otimes^{s} v d \partial \Omega_{\mu}+\int_{\Gamma_{\mu}^{+}} d \boldsymbol{u}_{\mu}^{+} \otimes^{s} \boldsymbol{n}_{\mu}^{+} d \Gamma_{\mu}^{+}\right. \\
& \left.+\int_{\Gamma_{\mu}^{-}} d \boldsymbol{u}_{\mu}^{-} \otimes^{s} \boldsymbol{n}_{\mu}^{-} d \Gamma_{\mu}^{-}+\int_{\Gamma_{\mu}} \llbracket d \boldsymbol{u} \rrbracket_{\boldsymbol{y}} \otimes^{s} \boldsymbol{n}_{\mu} d \Gamma_{\mu}\right] \tag{14}
\end{align*}
$$

where $v$ is the outer normal vector of the RVE boundary $\partial \Omega_{\mu}$ and the unit vectors $\boldsymbol{n}_{\mu}^{+}$and $\boldsymbol{n}_{\mu}^{-}$are the fracture lips normal denoted as $\Gamma_{\mu}^{+}$and $\Gamma_{\mu}^{-}$. Considering $\boldsymbol{n}_{\mu}^{+}=-\boldsymbol{n}_{\mu}^{-}$, Eq. (14) can be rewritten as:
$d \boldsymbol{\varepsilon}(\boldsymbol{x}, t)=\frac{1}{\left|\Omega_{\mu}\right|}\left[\int_{\partial \Omega_{\mu}} d \boldsymbol{u}_{\mu} \otimes^{s} v d \partial \Omega_{\mu}\right]$.
Without loss of generality, $\boldsymbol{u}_{\mu}$ can be split into a sum of the macroscopic displacement field $\boldsymbol{u}$, the contribution provided by the macroscopic strain $\boldsymbol{\varepsilon}(\boldsymbol{x}, t)$ and a fluctuation displacement field $\tilde{\boldsymbol{u}}_{\mu}[26,30,45]$
$d \boldsymbol{u}_{\mu}(\boldsymbol{y})=d \boldsymbol{u}+d \boldsymbol{\varepsilon}\left(\boldsymbol{y}-\boldsymbol{y}_{0}\right)+d \tilde{\boldsymbol{u}}_{\mu}(\boldsymbol{y}) \Rightarrow \llbracket d \boldsymbol{u}_{\mu} \rrbracket_{\boldsymbol{y}}=\llbracket d \tilde{\boldsymbol{u}}_{\mu} \rrbracket_{\boldsymbol{y}}$,
with
$\boldsymbol{y}_{0}=\frac{1}{\left|\Omega_{\mu}\right|} \int_{\Omega_{\mu}} \boldsymbol{y} d \Omega_{\mu}$,

Consequently, the microscopic strain field is:
$d \varepsilon_{\mu}(\boldsymbol{y}, t)=\nabla_{\boldsymbol{y}}^{s} d \boldsymbol{u}_{\mu}(\boldsymbol{y})=d \varepsilon(\boldsymbol{x}, t)+\nabla_{\boldsymbol{y}}^{s} d \tilde{\boldsymbol{u}}_{\mu}(\boldsymbol{y})$.
Then, replacing the last equation in Eq. (15), constraint (12) only depends on the fluctuation field and yields to:
$\int_{\partial \Omega_{\mu}} d \tilde{\boldsymbol{u}}_{\mu} \otimes^{s} v d \partial \Omega_{\mu}=0$.
In order to remove rigid modes, the following constraint on the microscopic displacement field $\tilde{\boldsymbol{u}}_{\mu}$ is assumed:
$d \boldsymbol{u}(\boldsymbol{x}, t)=\frac{1}{\left|\Omega_{\mu}\right|}\left[\int_{\Omega_{\mu}} d \boldsymbol{u}_{\mu}(\boldsymbol{y}, t) d \Omega_{\mu}\right]$.
Combining Eq. (20) with (16), an additional constraint is obtained for the fluctuation displacement field:
$\int_{\Omega_{\mu}} d \tilde{\boldsymbol{u}}_{\mu}(\boldsymbol{y}, t) d \Omega_{\mu}=0$.
Hence, the set of kinematically admissible micro displacements $\mathscr{U}_{\mu}^{*}$ can be redefined as the space of kinematically admissible micro displacement fluctuations i.e. $\tilde{\boldsymbol{u}}_{\mu} \in \tilde{\mathscr{V}}_{\mu}$ with:

$$
\begin{equation*}
\tilde{\mathscr{V}}_{\mu}:=\left\{\varphi \in \boldsymbol{H}^{1}\left(\Omega_{\mu}\right) \mid \int_{\Omega_{\mu}} \varphi d \Omega_{\mu}=0 \text { and } \int_{\partial \Omega_{\mu}} \varphi \otimes^{s} v d \partial \Omega_{\mu}\right\} \tag{22}
\end{equation*}
$$

Observation 3.1. The space of kinematically admissible micro displacements admits, at least, three sub spaces that satisfy the kinematic admissibility: the Taylor space $\mathscr{V}_{\mu}^{\text {Taylor }}$, the linear space $\mathscr{V}_{\mu}^{\text {Lineal }}$ and the periodic space $\mathscr{V}_{\mu}^{\text {Per }}[26,30,45,46]:$
$\mathscr{V}_{\mu}^{\text {Taylor }} \subseteq \mathscr{V}_{\mu}^{\text {Lineal }} \subseteq \mathscr{V}_{\mu}^{\text {Per }} \subseteq \mathscr{V}_{\mu}^{\text {Min }} \equiv \tilde{\mathscr{V}}_{\mu}$.
3.1.2. (A2) Axiom 2. Principle of Multiscale virtual power and its variational consequences. Stable regime

The physical bridging between macro and micro scales is provided by the principle of Multiscale virtual power [30], the extension of the Hill-Mandel principle [62,63]. For this case, the principle is written as:

$$
\begin{align*}
\boldsymbol{\sigma} \cdot \nabla_{\boldsymbol{x}}^{s} \delta \boldsymbol{u}= & \frac{1}{\left|\Omega_{\mu}\right|}\left[\int_{\Omega_{\mu}} \boldsymbol{\sigma}_{\mu} \cdot \nabla_{\boldsymbol{y}}^{s} \delta \boldsymbol{u}_{\mu} d \Omega_{\mu}+\int_{\Gamma_{\mu}} \lambda_{\mu} \cdot \llbracket \delta \boldsymbol{u}_{\mu} \mathbb{\rrbracket}_{\boldsymbol{y}} d \Gamma_{\mu}\right] \\
= & \frac{1}{\left|\Omega_{\mu}\right|}\left[\int_{\Omega_{\mu}} \boldsymbol{\sigma}_{\mu} \cdot\left(\nabla_{\boldsymbol{x}}^{s} \delta \boldsymbol{u}+\nabla_{\boldsymbol{y}}^{s} \delta \tilde{\boldsymbol{u}}_{\mu}\right) d \Omega_{\mu}\right.  \tag{24}\\
& \left.+\int_{\Gamma_{\mu}} \lambda_{\mu} \cdot \llbracket \delta \tilde{\boldsymbol{u}}_{\mu} \rrbracket_{\boldsymbol{y}} d \Gamma_{\mu}\right], \forall\left(\delta \boldsymbol{u}, \delta \tilde{\boldsymbol{u}}_{\mu}\right) \in \mathscr{V} \times \tilde{\mathscr{V}}_{\mu}
\end{align*}
$$



Fig. 3. Micro-continuum (RVE) with a discontinuity in the RVE displacement field.
where the second term is the contribution of the discontinuity between the materials, being $\lambda_{\mu}$ the projection of the micro stress field $\sigma_{\mu}$ over the normal $\boldsymbol{n}_{\mu}$ to the discontinuity $\Gamma_{\mu}$. Two consequences can be obtained from Eq. (24): (C1) the mechanical equilibrium equations of the micro scale problem and (C2) the homogenization formula for the Cauchy stress.
3.1.3. (C1) Consequence 1. Micro mechanical equilibrium problem. Stable regime

Considering $\nabla_{\boldsymbol{x}}^{s} \delta \boldsymbol{u}=0$ in Eq. (24), the mechanical equilibrium equations for the micro-scale including debonding are obtained: Find $\tilde{\boldsymbol{u}}_{\mu} \in \tilde{\mathscr{V}}_{\mu}$ such that

$$
\begin{equation*}
\int_{\Omega_{\mu}} \sigma_{\mu} \cdot \nabla_{\boldsymbol{y}}^{s} \delta \tilde{\boldsymbol{u}}_{\mu} d \Omega_{\mu}+\int_{\Gamma_{\mu}} \lambda_{\mu} \cdot \llbracket \delta \tilde{\boldsymbol{u}}_{\mu} \rrbracket_{\boldsymbol{y}} d \Gamma_{\mu}=0, \quad \forall \delta \tilde{\boldsymbol{u}}_{\mu} \in \tilde{\mathscr{V}}_{\mu} \tag{25}
\end{equation*}
$$

3.1.4. (C2) Consequence 2. Characterization of the macroscopic stress. Stable regime

Considering $\delta \tilde{\boldsymbol{u}}_{\mu}=0$ in Eq. (24), the macroscopic stress state $\sigma(\boldsymbol{x}, t)$ can be obtained as:
$\boldsymbol{\sigma}(\boldsymbol{x}, t)=\frac{1}{\left|\Omega_{\mu}\right|} \int_{\Omega_{\mu}} \boldsymbol{\sigma}_{\mu}(\boldsymbol{y}, t) d \Omega_{\mu}$
All the elements for a consistent multi scale model within a stable regime, considering discontinuities in the RVE were exposed.

Observation 3.2. The term corresponding to the fracture equilibrium in the micro mechanical equilibrium equation (25) is calculated considering the interface stresses as an additional unknown variable. The RVE problem is: For some $\gamma \in \mathbb{R}^{+}$, find $\left(\tilde{\boldsymbol{u}}_{\mu}, \lambda_{\mu}\right) \in \tilde{\mathscr{V}}_{\mu} \times \mathscr{W}_{\mu}$ such that $\forall \delta \tilde{\boldsymbol{u}}_{\mu} \in \tilde{V}_{\mu}$ and $\forall \delta \lambda_{\mu} \in \mathscr{W}_{\mu}$, the following equations are fulfilled:
$\int_{\Omega_{\mu}} \sigma_{\mu} \cdot \nabla_{\boldsymbol{y}}^{s} \delta \tilde{\boldsymbol{u}}_{\mu} d \Omega_{\mu}+\int_{\Gamma_{\mu}}\left(\lambda_{\mu}+\gamma\left(\llbracket \tilde{\boldsymbol{u}}_{\mu} \rrbracket_{\boldsymbol{y}}-\boldsymbol{\delta}_{\mu}\right)\right) \cdot \llbracket \delta \tilde{\boldsymbol{u}}_{\mu} \rrbracket_{\boldsymbol{y}} d \Gamma_{\mu}=0$,
$\forall \delta \tilde{\boldsymbol{u}}_{\mu} \in \tilde{\mathscr{V}}_{\mu}$,
$\int_{\Gamma_{\mu}}\left(\llbracket \tilde{\boldsymbol{u}}_{\mu} \rrbracket_{\boldsymbol{y}}-\delta_{\mu}\right) \cdot \delta \lambda_{\mu} d \Gamma_{\mu}=0, \quad \forall \delta \tilde{\lambda}_{\mu} \in \mathscr{W}_{\mu}$,
with
$\mathscr{W}_{\mu}\left(\Omega_{\mu} \backslash \Gamma_{\mu}\right)=\left\{\delta \lambda_{\mu} \left\lvert\, \delta \lambda_{\mu} \in \mathbf{H}^{-\frac{1}{2}}\right.\right\}$.
space of kinematically admissible surface traction variations, $\gamma$ is a penalty parameter and $\delta_{\mu}$ is a supplementary variable to control the constitutive behaviour in the fracture $\Gamma_{\mu}$.

### 3.1.5. Macroscopic consistent constitutive tangent tensor

Once the micro-mechanical problem is solved, the macro-scale constitutive tangent tensor which describes the behaviour of the adopted

RVE is required, for the implementation within a conventional NewtonRaphson scheme. This tensor can be also used to study the lost of ellipticity and the initiation of a failure mechanisms in the macro structure. According to the traditional definition of the tangent operator [45]:
$\mathbb{C}\left(\varepsilon^{t}\right)=\left.\frac{D \sigma}{D \varepsilon}\right|_{\varepsilon}=\left.\frac{D d \sigma}{D d \varepsilon}\right|_{\varepsilon}$,
where $\frac{D(\cdot)}{D \varepsilon}$ represents the total derivative with respect to the macro strain $\varepsilon$. Considering the Eqs. (18) and (25) the following equation is obtained:

$$
\begin{align*}
\mathbb{C}=\left.\frac{D d \sigma}{D d \varepsilon}\right|_{\varepsilon} & =\left.\frac{1}{\left|\Omega_{\mu}\right|} \int_{\Omega_{\mu}} \frac{D d \sigma_{\mu}}{D d \varepsilon}\right|_{\varepsilon} d \Omega_{\mu} \\
& =\frac{1}{\left|\Omega_{\mu}\right|} \int_{\Omega_{\mu}}\left[\left.\frac{\partial d \sigma_{\mu}}{\partial d \varepsilon_{\mu}}\right|_{\varepsilon}+\left.\frac{\partial d \sigma_{\mu}}{\partial d \varepsilon_{\mu}}\right|_{\varepsilon}:\left.\frac{\partial d \tilde{\varepsilon}_{\mu}}{\partial d \varepsilon}\right|_{\varepsilon}\right] d \Omega_{\mu}  \tag{30}\\
& =\frac{1}{\left|\Omega_{\mu}\right|} \int_{\Omega_{\mu}} \mathbb{C}_{\mu} d \Omega_{\mu}+\frac{1}{\left|\Omega_{\mu}\right|} \int_{\Omega_{\mu}} \mathbb{C}_{\mu}:\left.\frac{\partial d \tilde{\varepsilon}_{\mu}}{\partial d \varepsilon}\right|_{\varepsilon} d \Omega_{\mu} \\
& =\overline{\mathbb{C}}+\widetilde{\mathbb{C}}
\end{align*}
$$

where $\mathbb{C}_{\mu}$ is the constitutive tangent tensor at the micro-scale, which depends on the adopted constitutive functional $\mathscr{F}_{\mu}\left(\varepsilon_{\mu}^{t}\right)$ in each point $\boldsymbol{y}$ of the RVE. The macroscopic constitutive tensor $\mathbb{C}$ is expressed in terms of the summation of a component called Taylor $\overline{\mathbb{C}}$, and a contribution of the fluctuation field $\widetilde{\mathbb{C}}$. It is clear that the displacement jumps in the RVE has not any influence in the first term. With the directional derivative of the equilibrium equation (25) in the $\varepsilon_{i j}$ direction and considering the possibility of displacement jumps s.t. $\exists \boldsymbol{y} \in \Omega_{\mu} \mid \llbracket \boldsymbol{u}_{\mu}(\boldsymbol{y}) \rrbracket_{\boldsymbol{y}} \neq 0$, the following equation is obtained:

$$
\begin{align*}
& \int_{\Gamma_{\mu}} \frac{\partial \lambda_{\boldsymbol{\mu}}\left(\llbracket \tilde{\boldsymbol{u}}_{\mu} \rrbracket_{\boldsymbol{y}}\right)}{\partial \varepsilon_{i j}} \llbracket \delta \tilde{\boldsymbol{u}}_{\mu} \rrbracket_{\boldsymbol{y}} d \Gamma_{\mu}+\int_{\Omega_{\mu}} \mathbb{C}_{\mu}^{T} \cdot\left(\boldsymbol{e}_{i} \otimes^{s} \boldsymbol{e}_{j}\right) \cdot \nabla_{\boldsymbol{y}}^{s} \delta \tilde{\boldsymbol{u}}_{\mu} d \Omega_{\mu}+  \tag{31}\\
& \quad+\int_{\Omega_{\mu}} \mathbb{C}_{\mu}^{T} \cdot\left(\nabla_{\boldsymbol{y}}^{s}\left[D_{\varepsilon}\right]_{i j}\right) \cdot \nabla_{\boldsymbol{y}}^{s} \delta \tilde{\boldsymbol{u}}_{\mu} d \Omega_{\mu}=0, \quad \forall \delta \tilde{\boldsymbol{u}}_{\mu} \in \tilde{\mathscr{V}}_{\mu}
\end{align*}
$$

The first term can be rewritten as:

$$
\begin{align*}
& \int_{\Gamma_{\mu}} \frac{\partial \lambda_{\mu}}{\partial \llbracket \tilde{\boldsymbol{u}}_{\mu} \rrbracket_{\boldsymbol{y}}} \frac{\partial \llbracket \tilde{\boldsymbol{u}}_{\mu} \rrbracket_{\boldsymbol{y}}}{\partial \varepsilon_{i j}} \llbracket \delta \tilde{\boldsymbol{u}}_{\mu} \rrbracket_{\boldsymbol{y}} d \Gamma_{\mu}+\int_{\Omega_{\mu}} \mathbb{C}_{\mu}^{T} \cdot\left(\boldsymbol{e}_{i} \otimes^{s} \boldsymbol{e}_{j}\right) \cdot \nabla_{\boldsymbol{y}}^{s} \delta \tilde{\boldsymbol{u}}_{\mu} d \Omega_{\mu}+  \tag{32}\\
& \quad+\int_{\Omega_{\mu}} \mathbb{C}_{\mu}^{T} \cdot\left(\nabla_{\boldsymbol{y}}^{s}\left[D_{\varepsilon}\right]_{i j}\right) \cdot \nabla_{\boldsymbol{y}}^{s} \delta \tilde{\boldsymbol{u}}_{\mu} d \Omega_{\mu}=0, \quad \forall \delta \tilde{\boldsymbol{u}}_{\mu} \in \tilde{V}_{\mu}
\end{align*}
$$

with $\left[D_{\varepsilon}\right]_{i j}=\frac{\partial \tilde{\boldsymbol{u}}_{\mu}}{\partial \varepsilon_{i j}}$. The term $\frac{\partial \lambda_{\mu}}{\partial \llbracket \tilde{\boldsymbol{u}}_{\mu} \|_{y}}$ represents the tangent constitutive matrix (or tensor) corresponding to the traction separation law in the fracture domain. In this way, a set of equations for $\frac{\partial \tilde{u}_{\mu}}{\partial \varepsilon_{i j}}$ (in two dimension $i, j=1,2$ and in three dimension $i, j=1,2,3$ ), is obtained. Once the equations system is solved, the fluctuation constitutive tensor $\tilde{\mathbb{C}}$ can be written as:
$\tilde{\mathbb{C}}=\frac{1}{\left|\Omega_{\mu}\right|} \int_{\Omega_{\mu}} \mathbb{C}_{\mu}^{T}\left(\nabla_{\boldsymbol{y}}^{s}\left[D_{\varepsilon}\right]_{k l}\right)_{i j} \boldsymbol{e}_{i} \otimes^{s} \boldsymbol{e}_{j} \otimes^{s} \boldsymbol{e}_{k} \otimes^{s} \boldsymbol{e}_{l} d \Omega_{\mu}$.


Fig. 4. Macroscopic continuous with a discontinuity and its associated RVE.

Introducing the solution of the system (32) in Eq. (33), and considering Eq. (30), the tangent constitutive tensor $\mathbb{C}$ is obtained.

### 3.2. Multi-scale model for unstable or softening regime

For the determination of the unstable regime, the criterion based on the acoustic tensor analysis, see [64], was considered. Therefore, the unstable stage is reached when the determinant of the acoustic tensor becomes null:
$\operatorname{det}(\mathbb{Q}(\boldsymbol{n}))=\operatorname{det}(\boldsymbol{n} \cdot \mathbb{C} \cdot \boldsymbol{n})=0$, for $t=t_{N}$,
where $\boldsymbol{n}$ is the normal vector of the discontinuity $S$ at the macro-scale, see Fig. 4.

The phenomenological constitutive response presented in Section 2.2 is now considered at the micro-scale level for the fracture domain $\Gamma_{\mu}$ in the RVE, the jump vector $\boldsymbol{\delta}_{\mu}$ is defined in the following sense:
$\delta_{\mu}:=\mathscr{S}_{\mu}\left(\lambda_{\mu}^{t}\right)=\mathscr{S}_{\mu}\left(\lambda_{\mu}^{t-d t}, d \lambda_{\mu}\right)$,
where $\mathscr{S}_{\mu}$ is a generic constitutive functional and $(\cdot)^{t}$ is the history of the variable over the time $t$.

In time $t_{L}$, a localized domain $\Gamma_{\mu}^{L} \subset \Gamma_{\mu}$ appears in the micro-scale. Following Ref. [31], these domain is defined as:

$$
\begin{align*}
\Gamma_{\mu}^{L}= & \left\{\cup \Gamma_{\mu}^{i} \in \Omega_{\mu} \text { such that }\left(\llbracket d \boldsymbol{u}_{\mu}^{i} \rrbracket_{y} \otimes^{s} \boldsymbol{n}_{\mu}^{i}\right) \cdot\left(d \gamma \otimes^{s} \boldsymbol{n}\right)>0,\right. \\
& \text { with } \left.i=1, \ldots, n_{T}\right\}, \tag{36}
\end{align*}
$$

where $\Gamma_{\mu}^{i}$ are the crack elements in the RVE subjected to an incremental discontinuity $\llbracket d \boldsymbol{u}_{\mu}^{i} \rrbracket_{y}, d \gamma$ is the initial direction of the macroscopic discontinuity and $n_{T}$ is the total number of discontinuities. The set presented in Eq. (36), represents the set of fractured elements that has an opening inertia equal to the inertia of the macro-scale fracture. This sub domain $\Gamma_{\mu}^{L} \subseteq \Gamma_{\mu}$ is fixed for $t>t_{L}$.

### 3.2.1. (A1) Equivalent kinematical assumption in the scale transition. Unstable regime

For the points at the macroscale undergoing an unstable regime, the kinematic in the scale transition assumption is expressed in terms of the Lagrange multipliers field $\lambda$ (of physically, the surface traction in the discontinuity with normal $\boldsymbol{n}$ ), stated as follows
$d \lambda=-d \boldsymbol{\sigma} \cdot \boldsymbol{n}=\frac{1}{\left|\boldsymbol{n}_{m}\right|} \int_{\Gamma_{\mu}^{L}} d \lambda_{\mu}^{L} d \Gamma_{\mu}^{L}=\frac{1}{\left|\boldsymbol{n}_{m}\right|} \int_{\Gamma_{\mu}^{L}} d \boldsymbol{\sigma}_{\mu} \cdot \boldsymbol{n}_{\mu}^{L} d \Gamma_{\mu}^{L}$,
$d \lambda_{\mu}^{L}=\frac{\left|\boldsymbol{n}_{m}\right|}{\left|\Gamma_{\mu}^{L}\right|} d \lambda+d \tilde{\lambda_{\mu}}=-\frac{\left|\boldsymbol{n}_{m}\right|}{\left|\Gamma_{\mu}^{L}\right|} d \sigma \cdot \boldsymbol{n}+d \tilde{\lambda_{\mu}^{L}}$.
where
$\boldsymbol{n}_{m}=\int_{\Gamma_{\mu}^{L}} \boldsymbol{n}_{\mu}^{L} d \Gamma_{\mu}^{L}$,


Fig. 5. Kinematics in the scale transition. A schematic interpretation.
is the mean normal, $\Gamma_{\mu}^{L}$ is a fracture subset of $\Gamma_{\mu}$ where the localization is expressed in the RVE and ${\underset{\sim}{\mu}}_{\mu}$ is the stress field of the micro-scale. Note that the last term in (38), $d \tilde{\lambda}_{\mu}^{L}$, represents the traction fluctuations over $\Gamma_{\mu}^{L}$. It should be observed that in the mixed formulation, the kinematical assumption in the scale transition is actually an equilibrium assumption and it is call kinematical only to preserve the analogy with classical multi-scale approach. Replacing Eq. (38) in (37)

$$
\begin{align*}
-d \boldsymbol{\sigma} \cdot \boldsymbol{n} & =\frac{1}{\left|\boldsymbol{n}_{m}\right|} \int_{\Gamma_{\mu}^{L}}\left(-\frac{\left|\boldsymbol{n}_{m}\right|}{\left|\Gamma_{\mu}^{L}\right|} d \boldsymbol{\sigma} \cdot \boldsymbol{n}+d \tilde{\lambda}_{\mu}^{L}\right) d \Gamma_{\mu}^{L} \\
& =-\frac{1}{\left|\Gamma_{\mu}^{L}\right|} \int_{\Gamma_{\mu}^{L}} d \boldsymbol{\sigma} \cdot \boldsymbol{n} d \Gamma_{\mu}^{L}+\frac{1}{\left|\boldsymbol{n}_{m}\right|} \int_{\Gamma_{\mu}} d \tilde{\lambda}_{\mu}^{L} d \Gamma_{\mu}^{L} \\
& =-d \boldsymbol{\sigma} \cdot \boldsymbol{n} \frac{1}{\left|\Gamma_{\mu}^{L}\right|} \int_{\Gamma_{\mu}^{L}} d \Gamma_{\mu}^{L}+\frac{1}{\left|\boldsymbol{n}_{m}\right|} \int_{\Gamma_{\mu}^{L}} d \tilde{\lambda}_{\mu}^{L} d \Gamma_{\mu}^{L} \tag{40}
\end{align*}
$$

where the incremental traction field in the localization $d \lambda_{\mu}^{L}$ is related with the tension in the macro scale fracture $-d \boldsymbol{\sigma} \cdot \boldsymbol{n}$, giving a final condition
$\int_{\Gamma_{\mu}^{L}} d \tilde{\lambda_{\mu}^{L}} d \Gamma_{\mu}^{L}=0, \quad \vee \quad \int_{\Gamma_{\mu}^{L}} d \tilde{\sigma_{\mu}} \cdot \boldsymbol{n}_{\mu}^{L} d \Gamma_{\mu}^{L}=0$.
Finally, the space of kinematically admissible traction fluctuations in the localization is:

$$
\begin{equation*}
\tilde{\mathscr{W}}_{\mu}^{\Gamma_{\mu}^{L}}\left(\Omega_{\mu} \backslash \Gamma_{\mu}\right):=\left\{\varphi \left\lvert\, \varphi \in \mathbf{H}^{-\frac{1}{2}} \wedge \int_{\Gamma_{\mu}^{L}} \varphi d \Gamma_{\mu}^{L}=0\right.\right\} \tag{42}
\end{equation*}
$$

It can be observed in Fig. 5 that the mean-length $\alpha=\left|\boldsymbol{n}_{m}\right|$ of the localization $\Gamma_{\mu}^{L}$ is a length parameter that was introduced in the kinematic scale transition and it is analogous to that used in Ref. [31]. The parameter $\frac{\left|\boldsymbol{n}_{m}\right|}{\left|\Gamma_{\mu}^{L}\right|} \in(0,1]$ defined in Eq. (38) considers the torturous character of the localization in the RVE, being 1 for plane fractures and tending to zero for an infinitely tortuous crack path.

### 3.2.2. (A2) Principle of multi-scale virtual potential. Unstable regime

The physical consistency between both scales can be stated using the virtual potential balance. In the available multi-scales formulations, this consistency a-priori assumes the use of a single unknown field $[31,46,47]$. In this case in which a mixed approach is used to solve the problem at both scales, two unknown fields are involved. For this reason, the axiom starts from the potential in the macro scale $\Pi(\boldsymbol{u}, \boldsymbol{\lambda})$ and the micro scale $\Pi_{\mu}\left(\varepsilon, \lambda, \tilde{\boldsymbol{u}}_{\mu}, \tilde{\lambda}_{\mu}\right)$.

Considering a point $s \in S$ belonging to the macro fracture, a potential can be stated as follows
$\Pi(\boldsymbol{u}, \lambda)=\llbracket \boldsymbol{u} \rrbracket \cdot \lambda$,
and the total variation of the macro potential is

$$
\begin{equation*}
\delta \Pi(\boldsymbol{u}, \lambda)=\llbracket \delta \boldsymbol{u} \rrbracket \cdot \lambda+\llbracket \boldsymbol{u} \rrbracket \cdot \delta \lambda . \tag{44}
\end{equation*}
$$

Analogously to Axiom 1, the parameter $\left|\Gamma_{\mu}^{L}\right|$ representing the surface localization in the RVE, is introduced to formulate the micro-scale potential $\Pi_{\mu}\left(\varepsilon, \lambda, \tilde{\boldsymbol{u}}_{\mu}, \tilde{\lambda}_{\mu}\right)$. A penalization functional is introduced to maintain the consistency of the mathematical structure presented in Section 2, giving the following expression

$$
\begin{align*}
& \Pi_{\mu}\left(\varepsilon, \lambda, \tilde{\boldsymbol{u}}_{\mu}, \tilde{\lambda}_{\mu}\right) \\
&= \frac{1}{\left|\Gamma_{\mu}^{L}\right|}\left[\int_{\Omega_{\mu}} \sigma_{\mu} \cdot \nabla^{s} \boldsymbol{u}_{\mu} d \Omega_{\mu}+\int_{\Gamma_{\mu}} \tilde{\lambda}_{\mu} \cdot\left(\llbracket \boldsymbol{u}_{\mu} \rrbracket_{\boldsymbol{y}}-\boldsymbol{\delta}_{\mu}\right) d \Gamma_{\mu}+\right. \\
&+\int_{\Gamma_{\mu}} \frac{\gamma}{2}\left(\llbracket \boldsymbol{u}_{\mu} \rrbracket_{\boldsymbol{y}}-\boldsymbol{\delta}_{\mu}\right) \cdot\left(\llbracket \boldsymbol{u}_{\mu} \rrbracket_{y}-\boldsymbol{\delta}_{\mu}\right) d \Gamma_{\mu}+  \tag{45}\\
&\left.+\frac{\left|\boldsymbol{n}_{m}\right|}{\left|\Gamma_{\mu}^{L}\right|} \int_{\Gamma_{\mu}^{L}} \lambda \cdot \llbracket \boldsymbol{u}_{\mu} \rrbracket_{\boldsymbol{y}} d \Gamma_{\mu}^{L}\right]
\end{align*}
$$

It should be observed that the last term of micro potential relates the traction in the macro crack with the jump field in the localization of the RVE, while the rest of cracks in the RVE $\Gamma_{\mu} \backslash \Gamma_{\mu}^{L}$ are only driven by the Lagrange multipliers fluctuation field. The total variation can be written as:

$$
\begin{equation*}
\delta \Pi_{\mu}\left(\varepsilon, \lambda, \tilde{\boldsymbol{u}}_{\mu}, \tilde{\lambda}_{\mu}\right)=\delta_{\varepsilon} \Pi_{\mu}+\delta_{\lambda} \Pi_{\mu}+\delta_{\tilde{\boldsymbol{u}}_{\mu}} \Pi_{\mu}+\delta_{\lambda_{\mu}} \Pi_{\mu}, \tag{46}
\end{equation*}
$$

with

$$
\begin{align*}
& \delta_{\varepsilon} \Pi_{\mu}\left(\varepsilon, \lambda, \tilde{\boldsymbol{u}}_{\mu}, \tilde{\lambda}_{\mu}\right)=\frac{1}{\left|\Gamma_{\mu}^{L}\right|}\left[\int_{\Omega_{\mu}} \sigma_{\mu} \cdot \delta \varepsilon d \Omega_{\mu}\right],  \tag{47}\\
& \delta_{\lambda} \Pi_{\mu}\left(\varepsilon, \lambda, \tilde{\boldsymbol{u}}_{\mu}, \tilde{\lambda}_{\mu}\right)=\frac{\left|\boldsymbol{n}_{m}\right|}{\left|\Gamma_{\mu}^{L}\right|^{2}}\left[\int_{\Gamma_{\mu}^{L}} \delta \lambda \cdot \llbracket \boldsymbol{u}_{\mu} \|_{y} d \Gamma_{\mu}^{L}\right], \tag{48}
\end{align*}
$$

$\delta_{\tilde{\boldsymbol{u}}_{\mu}} \Pi_{\mu}\left(\varepsilon, \lambda, \tilde{\boldsymbol{u}}_{\mu}, \tilde{\lambda}_{\mu}\right)=\frac{1}{\left|\Gamma_{\mu}^{L}\right|}\left[\int_{\Omega_{\mu}} \sigma_{\mu} \cdot \nabla^{s} \delta \tilde{\boldsymbol{u}}_{\mu} d \Omega_{\mu}\right.$

$$
\begin{equation*}
+\int_{\Gamma_{\mu}}\left[\tilde{\lambda}_{\mu}+\gamma\left(\llbracket \boldsymbol{u}_{\mu} \rrbracket_{\boldsymbol{y}}-\boldsymbol{\delta}_{\mu}\right)\right] \cdot \llbracket \delta \tilde{\boldsymbol{u}}_{\mu} \rrbracket_{\boldsymbol{y}} d \Gamma_{\mu}+ \tag{49}
\end{equation*}
$$

$$
\left.+\frac{\left|\boldsymbol{n}_{m}\right|}{\left|\Gamma_{\mu}^{L}\right|} \int_{\Gamma_{\mu}^{L}} \lambda \cdot \llbracket \delta \tilde{\boldsymbol{u}}_{\mu} \rrbracket_{y} d \Gamma_{\mu}^{L}\right]
$$

$$
\begin{equation*}
\delta_{\tilde{\lambda_{\mu}}} \Pi_{\mu}\left(\varepsilon, \lambda, \tilde{\boldsymbol{u}}_{\mu}, \tilde{\lambda}_{\mu}\right)=\frac{1}{\left|\Gamma_{\mu}^{L}\right|}\left[\int_{\Gamma_{\mu}} \delta \tilde{\lambda_{\mu}} \cdot\left(\llbracket \boldsymbol{u}_{\mu} \rrbracket_{\boldsymbol{y}}-\boldsymbol{\delta}_{\mu}\right) d \Gamma_{\mu}\right] \tag{50}
\end{equation*}
$$

The compatibility of scales is guaranteed equating the power variations at both scales
$\delta \Pi(\boldsymbol{u}, \lambda)=\delta \Pi_{\mu}\left(\varepsilon, \lambda, \boldsymbol{u}_{\mu}, \lambda_{\mu}\right)$,

Taking into account (44) and (46) to (50),
$\llbracket \delta \boldsymbol{u} \rrbracket \cdot \lambda+\llbracket \boldsymbol{u} \rrbracket \cdot \delta \lambda$

$$
\begin{align*}
= & \frac{1}{\left|\Gamma_{\mu}^{L}\right|}\left[\int_{\Omega_{\mu}} \sigma_{\mu} \cdot \delta \varepsilon d \Omega_{\mu}+\frac{\left|\boldsymbol{n}_{m}\right|}{\left|\Gamma_{\mu}^{L}\right|} \int_{\Gamma_{\mu}^{L}} \delta \lambda \cdot \llbracket \boldsymbol{u}_{\mu} \rrbracket_{\boldsymbol{y}} d \Gamma_{\mu}^{L}\right. \\
& +\int_{\Omega_{\mu}} \boldsymbol{\sigma}_{\mu} \cdot \nabla^{s} \delta \tilde{\boldsymbol{u}}_{\mu} d \Omega_{\mu}+  \tag{52}\\
& +\int_{\Gamma_{\mu}}\left[\tilde{\lambda}_{\mu}+\gamma\left(\llbracket \boldsymbol{u}_{\mu} \rrbracket_{\boldsymbol{y}}-\delta_{\mu}\right)\right] \cdot \llbracket \delta \tilde{\boldsymbol{u}}_{\mu} \rrbracket_{\boldsymbol{y}} d \Gamma_{\mu}+ \\
& \left.+\frac{\left|\boldsymbol{n}_{m}\right|}{\left|\Gamma_{\mu}^{L}\right|} \int_{\Gamma_{\mu}^{L}} \lambda \cdot \llbracket \delta \tilde{\boldsymbol{u}}_{\mu} \rrbracket_{\boldsymbol{y}} d \Gamma_{\mu}^{L}+\int_{\Gamma_{\mu}} \delta \tilde{\lambda}_{\mu} \cdot\left(\llbracket \boldsymbol{u}_{\mu} \rrbracket_{\boldsymbol{y}}-\delta_{\mu}\right) d \Gamma_{\mu}\right]
\end{align*}
$$

The following consequences can be derived from Eq. (52).

### 3.2.3. Consequence 1. Micro-mechanical equilibrium problem. Unstable regime

Considering $\delta \boldsymbol{u}=0$ and $\delta \lambda=0$ in Eq. (52), the following equilibrium equations are obtained for the RVE

$$
\begin{align*}
& \int_{\Omega_{\mu}} \boldsymbol{\sigma}_{\mu} \cdot \nabla^{s} \delta \tilde{\boldsymbol{u}}_{\mu} d \Omega_{\mu}+\int_{\Gamma_{\mu}}\left[\tilde{\lambda}_{\mu}+\gamma\left(\llbracket \boldsymbol{u}_{\mu} \rrbracket_{\boldsymbol{y}}-\delta_{\mu}\right)\right] \cdot \llbracket \delta \tilde{\boldsymbol{u}}_{\mu} \rrbracket_{\boldsymbol{y}} d \Gamma_{\mu} \\
& \quad+\int_{\Gamma_{\mu}^{L}} \frac{\left|\boldsymbol{n}_{m}\right|}{\left|\Gamma_{\mu}^{L}\right|} \lambda \cdot \llbracket \delta \tilde{\boldsymbol{u}}_{\mu} \rrbracket_{\boldsymbol{y}} d \Gamma_{\mu}^{L}=0, \quad \forall \delta \tilde{\boldsymbol{u}}_{\mu} \in \tilde{\mathscr{V}}_{\mu},  \tag{53}\\
& \int_{\Gamma_{\mu}} \delta \tilde{\lambda}_{\mu} \cdot\left(\llbracket \boldsymbol{u}_{\mu} \rrbracket_{\boldsymbol{y}}-\boldsymbol{\delta}_{\mu}\right) d \Gamma_{\mu}=0, \quad \forall \delta \tilde{\lambda}_{\mu} \in \tilde{W}_{\mu}^{\Gamma_{\mu}^{L}} \tag{54}
\end{align*}
$$

It is interesting to note that, these equilibrium equations are similar to those obtained for the stable regime (Eq. (27)) but the solution space $\tilde{\mathscr{W}}_{\mu}^{\Gamma_{\mu}^{L}}$ defined in Eq. (42) is more restricted than that of the stable regime $\mathscr{W}_{\mu}$ (Eq. (28)).

### 3.2.4. Consequence 2. Kinematical restriction and homogenization operator

 of the dual variable. Unstable regimeConsidering $\delta \tilde{\boldsymbol{u}}_{\mu}=0$ and $\delta \tilde{\lambda}_{\mu}=0$ in Eq. (52), a kinematical consequence and the homogenization operator of the dual variable in the macro scale are obtained.

## Kinematical restriction

Considering $\delta \lambda=0$, the following expression is obtained
$\llbracket \delta \boldsymbol{u} \rrbracket \cdot \lambda=\frac{1}{\left|\Gamma_{\mu}^{L}\right|}\left[\int_{\Omega_{\mu}} \boldsymbol{\sigma}_{\mu} \cdot \nabla^{s} \delta\left(\boldsymbol{u}+\boldsymbol{\varepsilon} \cdot\left(\boldsymbol{y}-\boldsymbol{y}_{0}\right)+\tilde{\boldsymbol{u}}_{\mu}\right) d \Omega_{\mu}\right]$
$\llbracket \delta \boldsymbol{u} \rrbracket \cdot \lambda=\frac{1}{\left|\Gamma_{\mu}\right|}\left[\int_{\Omega_{\mu}} \sigma_{\mu} \cdot \delta \varepsilon d \Omega_{\mu}\right]$.
The volumetric strain variation is due to the effect of the macro jump displacement over the RVE. Thus, from now, this component is denoted as $\delta \varepsilon \rightarrow \delta \varepsilon_{\|\boldsymbol{u}\|}$. Introducing Axiom 1 en the last equation
$\int_{\Gamma_{\mu}^{L}} \frac{\left|\Gamma_{\mu}^{L}\right|}{\left|\boldsymbol{n}_{m}\right|} \sigma_{\mu} \cdot\left(\llbracket \delta \boldsymbol{u} \rrbracket \otimes^{s} \boldsymbol{n}_{\mu}^{L}\right) d \Gamma_{\mu}^{L}=\left[\int_{\Omega_{\mu}} \boldsymbol{\sigma}_{\mu} \cdot \delta \varepsilon_{\llbracket \boldsymbol{u} \rrbracket} d \Omega_{\mu}\right]$.
Considering the integral property of the superficial Dirac delta,

$$
\int_{\Gamma_{\mu}^{L}}(\bullet) d \Gamma_{\mu}^{L}=\int_{\Omega_{\mu}} \delta_{\mu}^{\Gamma_{\mu}^{L}}(\bullet) d \Omega_{\mu}, \text { with } \delta_{\mu}^{\Gamma_{\mu}^{L}}=\left\{\begin{array}{c}
0 \quad \forall \boldsymbol{y} \in \Omega_{\mu} \backslash \Gamma_{\mu}^{L}  \tag{58}\\
+\infty \quad \forall \boldsymbol{y} \in \Gamma_{\mu}
\end{array}\right.
$$

where $\delta_{\mu}^{\Gamma_{\mu}^{L}}$ (with unit [length] ${ }^{-1}$ ) is the Dirac distribution. Eq. (57) can be expressed as

$$
\begin{equation*}
\left[\int_{\Omega_{\mu}} \boldsymbol{\sigma}_{\mu} \cdot \delta_{\mu}^{\Gamma_{\mu}^{L}} \frac{\left|\Gamma_{\mu}^{L}\right|}{\left|\boldsymbol{n}_{m}\right|}\left(\llbracket \delta \boldsymbol{u} \rrbracket \otimes^{s} \boldsymbol{n}_{\mu}^{L}\right) d \Omega_{\mu}\right]=\left[\int_{\Omega_{\mu}} \boldsymbol{\sigma}_{\mu} \cdot \delta \boldsymbol{\varepsilon}_{\llbracket \boldsymbol{u} \rrbracket} d \Omega_{\mu}\right] . \tag{59}
\end{equation*}
$$

Finally, the kinematic consequence is obtained

$$
\begin{equation*}
\boldsymbol{\varepsilon}_{\llbracket \boldsymbol{u} \rrbracket}=\delta_{\mu}^{\Gamma_{\mu}^{L}} \frac{\left|\Gamma_{\mu}^{L}\right|}{\left|\boldsymbol{n}_{m}\right|}\left(\llbracket \boldsymbol{u} \rrbracket \otimes^{S} \boldsymbol{n}_{\mu}^{L}\right) . \tag{60}
\end{equation*}
$$

## - Stable Regime

(A1) Kinematical assumption in the scale transition
$d \varepsilon_{\mu}(\boldsymbol{y}, t)=\nabla_{\boldsymbol{y}}^{s} d \boldsymbol{u}_{\mu}(\boldsymbol{y})=d \varepsilon(\boldsymbol{x}, t)+\nabla_{\boldsymbol{y}}^{s} d \tilde{\boldsymbol{u}}_{\mu}(\boldsymbol{y}), \quad \forall \boldsymbol{y} \in \Omega_{\mu}$ $d \varepsilon(\boldsymbol{x}, t)=\frac{1}{\left|\Omega_{\mu}\right|} \int_{\Omega_{\mu}} d \varepsilon_{\mu}(\boldsymbol{y}, t) d \Omega_{\mu}+\frac{1}{\left|\Omega_{\mu}\right|} \int_{\Gamma_{\mu}} \llbracket d \boldsymbol{u}_{\mu} \|_{\boldsymbol{y}} \otimes^{s} \boldsymbol{n}_{\mu} d \Gamma_{\mu}$
(A2) Principle of Multiscale virtual power
$\sigma \cdot \nabla_{\boldsymbol{x}}^{s} \delta \boldsymbol{u}=\frac{1}{\left|\Omega_{\mu}\right|}\left[\int_{\Omega_{\mu}} \sigma_{\mu} \cdot \nabla_{\boldsymbol{y}}^{s} \delta \boldsymbol{u}_{\mu} d \Omega_{\mu}+\int_{\Gamma_{\mu}} \lambda_{\mu} \cdot \llbracket \delta \boldsymbol{u}_{\mu} \mathbb{\|}_{\boldsymbol{y}} d \Gamma_{\mu}\right]$
(C1) Micro mechanical equilibrium problem
$\int_{\Omega_{\mu}} \sigma_{\mu} \cdot \nabla_{\boldsymbol{y}}^{s} \delta \tilde{\boldsymbol{u}}_{\mu} d \Omega_{\mu}+\int_{\Gamma_{\mu}}\left(\lambda_{\mu}+\gamma\left(\llbracket \tilde{\boldsymbol{u}}_{\mu} \rrbracket_{\boldsymbol{y}}-\delta_{\mu}\right)\right) \cdot \llbracket \delta \tilde{\boldsymbol{u}}_{\mu} \rrbracket_{\boldsymbol{y}} d \Gamma_{\mu}=0, \forall \delta \tilde{\boldsymbol{u}}_{\mu} \in \tilde{\mathscr{V}}_{\mu}$,
$\int_{\Gamma_{\mu}}\left(\mathbb{I} \tilde{\boldsymbol{u}}_{\mu} \|_{y}-\delta_{\mu}\right) \cdot \delta \lambda_{\mu} d \Gamma_{\mu}=0, \quad \forall \delta \tilde{\lambda}_{\mu} \in \mathscr{W}_{\mu}$,
$\tilde{\mathscr{V}}_{\mu}:=\left\{\varphi \in H^{1}\left(\Omega_{\mu}\right) \mid \int_{\Omega_{\mu}} \varphi d \Omega_{\mu}=0\right.$ and $\left.\int_{\partial \Omega_{\mu}} \varphi \otimes^{s} \vee d \partial \Omega_{\mu}\right\}$
$\mathscr{W}_{\mu}\left(\Omega_{\mu} \backslash \Gamma_{\mu}\right)=\left\{\delta \lambda_{\mu} \left\lvert\, \delta \lambda_{\mu} \in \mathbf{H}^{-\frac{1}{2}}\right.\right\}$.
(C2) Characterization of the macroscopic stress
$\sigma(\boldsymbol{x}, t)=\frac{1}{\left|\Omega_{\mu}\right|} \int_{\Omega_{\mu}} \sigma_{\mu}(\boldsymbol{y}, t) d \Omega_{\mu}$

The structure of this consequence is similar to the axiom stated for the model in Ref. [31].

## Homogenization operator of the dual variable

Now, considering $\llbracket \delta \boldsymbol{u} \rrbracket=0$
$\llbracket \boldsymbol{u} \rrbracket \cdot \delta \lambda=\frac{\left|\boldsymbol{n}_{m}\right|}{\left|\Gamma_{\mu}^{L}\right|^{2}} \int_{\Gamma_{\mu}^{L}} \llbracket \boldsymbol{u}_{\mu} \|_{y} \cdot \delta \lambda d \Gamma_{\mu}^{L}$,
where the homogenization operator of the dual variable is
$\llbracket \boldsymbol{u} \rrbracket=\frac{\left|\boldsymbol{n}_{m}\right|}{\left|\Gamma_{\mu}^{L}\right|^{2}} \int_{\Gamma_{\mu}^{L}} \llbracket \boldsymbol{u}_{\mu} \|_{\boldsymbol{y}} d \Gamma_{\mu}^{L}$.
The relevant equations of the proposed multi-scale model, are summarized in Boxes I and II.

### 3.3. Numerical implementation of the proposed model

The equilibrium equations (53) and (54) include an extra restriction in the space of kinematically admissible tractions in the localization $\tilde{\mathscr{W}}_{\mu}^{\Gamma_{\mu}^{L}}$ that couples with the space of kinematically admissible displacement fluctuations $\tilde{\mathscr{V}}_{\mu}$. Considering an interpolation operator $\mathbb{L}(\boldsymbol{s}, t)$ for the Lagrangian field, the restriction over the perturbation can be expressed as
$\left[\int_{\Gamma_{\mu}^{L}} \mathbb{L}(\boldsymbol{s}, t) d \Gamma_{\mu}^{L}\right] \boldsymbol{x}^{L}=0 \Rightarrow \boldsymbol{C}^{L} \boldsymbol{x}^{L}=\mathbf{0}$,
where $\boldsymbol{x}^{L}$ are the nodal values of the Lagrangian field. Condition stated in Eq. (63) is analogous to the condition of the minimally restricted space for displacement fluctuation $\tilde{\mathscr{V}}_{\mu}$ [65]. There are two ways of fulfilling this restriction: considering null perturbation $\boldsymbol{x}^{L}=\mathbf{0}$ or imposing Eq. (63) (minimally restricted).

A schema of a localization in the RVE is shown in Fig. 6, where tractions $\tilde{\lambda_{\mu}} \in \Gamma_{\mu}^{L}$ (from now $\tilde{\lambda_{\mu}^{L}}$ ) is split in three groups: prescribed degrees of freedom $\tilde{\lambda}_{\mu}^{L^{p}}$, dependent degrees of freedom $\tilde{\lambda}_{\mu}^{L^{d}}$ and free degrees of freedom $\tilde{\lambda}_{\mu}^{L^{f}}$.

Supposing $n^{L}$ Lagrange multipliers in the localization zone, in bidimensional (2D) problems the dimensions of matrix $C^{L}$ is $2 \times 2 n^{L}$ and it can be grouped as follow

$$
\left[\begin{array}{lll}
C^{L^{f}} & C^{L^{d}} & C^{L^{p}}
\end{array}\right]\left[\begin{array}{l}
\boldsymbol{x}^{L^{f}}  \tag{64}\\
\boldsymbol{x}^{L^{d}} \\
\boldsymbol{x}^{L^{p}}
\end{array}\right]=0
$$

where $\boldsymbol{x}^{L^{p}}=\mathbf{0}$ is prescribed, being a vector of order $2 \times 1$. The prescribed degrees of freedom should be chosen such that the matrix $C^{L^{d}}$ of order $2 \times 2$ is invertible. Finally

$$
\left[\boldsymbol{C}^{L^{f}} \boldsymbol{C}^{L^{d}}\right]\left[\begin{array}{l}
\boldsymbol{x}^{L^{f}}  \tag{65}\\
\boldsymbol{x}^{L^{d}}
\end{array}\right]=\mathbf{0} \Rightarrow \boldsymbol{x}^{L^{d}}=-\boldsymbol{C}^{L^{d^{-1}}} \boldsymbol{C}^{L^{f}} \boldsymbol{x}^{L^{f}} \Rightarrow \boldsymbol{x}^{L^{d}}=\boldsymbol{R}^{L^{L}} \boldsymbol{x}^{L^{f}}
$$

where $\boldsymbol{R}^{L}=-\boldsymbol{C}^{L^{d^{-1}}} \boldsymbol{C}^{L^{f}}$ is a matrix of order $2 \times\left(2 n^{L}-4\right)$ in 2D problems. After trivial algebraic manipulations, the system to be solved is

where $\tilde{\lambda_{\mu}}$ are the traction fluctuations in non localized cracks and the stiffness matrix $\mathbb{K}^{L}$ is given by the equation given in Box III.

## - Unstable Regime

(A1) Equivalent kinematical assumption in the scale transition
$d \lambda_{\mu}^{L}=\frac{\left|\boldsymbol{n}_{m}\right|}{\left|\Gamma_{\mu}^{L}\right|} d \lambda+d \tilde{\lambda_{\mu}}$
$d \lambda=\frac{1}{\left|\boldsymbol{n}_{m}\right|} \int_{\Gamma_{\mu}^{L}} d \lambda_{\mu}^{L} d \Gamma_{\mu}^{L}$
(A2) Principle of Multiscale virtual power
$\llbracket \delta \boldsymbol{u} \rrbracket \cdot \lambda+\llbracket \boldsymbol{u} \rrbracket \cdot \delta \lambda=\frac{1}{\left|\Gamma_{\mu}^{L}\right|}\left[\int_{\Omega_{\mu}} \sigma_{\mu} \cdot \delta \varepsilon d \Omega_{\mu}+\frac{\left|\boldsymbol{n}_{m}\right|}{\left|\Gamma_{\mu}^{L}\right|} \int_{\Gamma_{\mu}^{L}} \delta \lambda \cdot \llbracket \boldsymbol{u}_{\mu} \rrbracket_{y} d \Gamma_{\mu}^{L}+\int_{\Omega_{\mu}} \sigma_{\mu} \cdot \nabla^{s} \delta \tilde{\boldsymbol{u}}_{\mu} d \Omega_{\mu}+\right.$

$$
\begin{aligned}
& +\int_{\Gamma_{\mu}}\left[\tilde{\lambda_{\mu}}+\gamma\left(\llbracket \boldsymbol{u}_{\mu} \|_{\mathbf{y}}-\delta_{\mu}\right)\right] \cdot \llbracket \delta \tilde{\boldsymbol{u}}_{\mu} \|_{\mathbf{y}} d \Gamma_{\mu}+ \\
& \left.+\frac{\left|\boldsymbol{n}_{m}\right|}{\left|\Gamma_{\mu}^{L}\right|} \int_{\Gamma_{\mu}^{L}} \lambda \cdot \llbracket \delta \tilde{\boldsymbol{u}}_{\mu} \|_{y} d \Gamma_{\mu}^{L}+\int_{\Gamma_{\mu}} \delta \tilde{\lambda}_{\mu} \cdot\left(\llbracket \boldsymbol{u}_{\mu} \|_{y}-\delta_{\mu}\right) d \Gamma_{\mu}\right] .
\end{aligned}
$$

(C1) Micro mechanical equilibrium problem
$\int_{\Omega_{\mu}} \boldsymbol{\sigma}_{\mu} \cdot \nabla^{s} \delta \tilde{\boldsymbol{u}}_{\mu} d \Omega_{\mu}+\int_{\Gamma_{\mu}}\left[\lambda_{\mu}+\gamma\left(\llbracket \boldsymbol{u}_{\mu} \rrbracket_{y}-\delta_{\mu}\right)\right] \cdot \llbracket \delta \tilde{\boldsymbol{u}}_{\mu} \|_{\boldsymbol{y}} d \Gamma_{\mu}=0, \quad \forall \delta \tilde{\boldsymbol{u}}_{\mu} \in \tilde{\mathscr{V}}_{\mu}$,
$\int_{\Gamma_{\mu}} \delta \tilde{\lambda}_{\mu} \cdot\left(\llbracket \boldsymbol{u}_{\mu} \mathbb{\|}_{y}-\delta_{\mu}\right) d \Gamma_{\mu}=0, \quad \forall \delta \tilde{\lambda}_{\mu} \in \tilde{\mathscr{W}}_{\mu}^{\Gamma_{\mu}^{L}}$.
$\tilde{\mathscr{V}}_{\mu}:=\left\{\varphi \in H^{1}\left(\Omega_{\mu}\right) \mid \int_{\Omega_{\mu}} \varphi d \Omega_{\mu}=0\right.$ and $\left.\int_{\partial \Omega_{\mu}} \varphi \otimes^{s} v d \partial \Omega_{\mu}\right\}$
$\tilde{\mathscr{W}}_{\mu}^{\Gamma_{\mu}^{L}}\left(\Omega_{\mu} \backslash \Gamma_{\mu}\right):=\left\{\varphi \in \mathbf{H}^{-\frac{1}{2}} \wedge \int_{\Gamma_{\mu}^{L}} \varphi d \Gamma_{\mu}^{L}=0\right\}$.
(C2) Kinematical restriction and homogenization operator of the dual variable
$\boldsymbol{\varepsilon}_{\llbracket \boldsymbol{u} \rrbracket}=\delta_{\mu}^{\Gamma_{\mu}^{L}} \frac{\left|\Gamma_{\mu}^{L}\right|}{\left|\boldsymbol{n}_{m}\right|}\left(\llbracket \boldsymbol{u} \rrbracket \otimes^{s} \boldsymbol{n}_{\mu}^{L}\right)$.
$\llbracket \boldsymbol{u} \rrbracket=\frac{\left|\boldsymbol{n}_{m}\right|}{\left|\Gamma_{\mu}^{L}\right|^{2}} \int_{\Gamma_{\mu}^{L}} \llbracket \boldsymbol{u}_{\mu} \rrbracket_{\boldsymbol{y}} d \Gamma_{\mu}^{L}$.

Box II.


Fig. 6. A schema of the considered fields in the localization for the numerical implementation.

## 4. Numerical examples

### 4.1. Comparison with a analytical model

The multiscale model is first applied to the analysis of failure initiation in fibre reinforced composites under biaxial stress states. The

RVE used for this purpose is presented in Fig. 7 and the constitutive properties of the materials are presented in Table 1. Failure initiation correspond to the onset of fibre/matrix debonding. The failure envelopes obtained for different boundary conditions, i.e. linear (LBC), periodic (PBC) and uniform traction (TBC), are compared with the analytic

Box III.


Fig. 7. RVE for the fibre reinforced composite.

Table 1
Material properties for the RVE of Fig. 8.

|  | Matrix | Fibre | Interface |
| :--- | :--- | :--- | :--- |
| Young modulus E [MPa] | 68890 | 413040 | - |
| Poisson modulus | 0.33 | 0.20 | - |
| Critical stress $\sigma_{c}[\mathrm{MPa}]$ | - | - | 30 |
| Fracture energy $G_{c}[\mathrm{~N} / \mathrm{mm}]$ | - | - | 0.1 |

solution obtained by Mantič et al. [66] in Fig. 8 where stress are related to the interface strength $\sigma_{c}$. A good agreement with the analytical solution [66] is obtained for the tension-tension regime. The analytical model proposed in [66] presents some limitations in the compression zone that can be overcome with the present approach that is able to capture failure under equibiaxial compression.

### 4.2. Objectivity of the response

Although the complete multiscale approach was presented in the previous sections, in order to have a simple interpretation of the results, a single macro material point is considered in all examples. For the numerical tests it is assumed that, before the ellipticity loss, the macroscopic point is subjected to a macroscopic strain history of $\varepsilon_{22}(x, t)$. After the ellipticity loss, in the macroscopic point a traction history $\lambda(x, t)$ is injected. The prescribed values of macro strain and traction are given by
$\varepsilon_{22}(x, t)=\alpha(t) \quad \forall t \leq t_{L} \quad$ and $\quad \lambda(x, t)=-\beta(t) \sigma \cdot \boldsymbol{n} \quad \forall t>t_{L}$,
where $\alpha(t)$ and $\beta(t)$ are prescribed functions, see Fig. 9.


Fig. 8. Obtained results for different RVE boundary conditions.

Table 2
Material properties for RVEs with cracks crossing the border $\partial \Omega_{\mu}$.

|  | Material 1 | Material 2 | Interface |
| :--- | :--- | :--- | :--- |
| Young modulus E [MPa] | 3900 | 86900 | - |
| Poisson modulus | 0.37 | 0.23 | - |
| Critical stress $\sigma_{c}[\mathrm{MPa}]$ | - | - | 30 |
| Fracture energy $G_{c}[\mathrm{~N} / \mathrm{mm}]$ | - | - | 1 |

The presented approach is general and allows changing the solution spaces when instability is detected at the macro-scale. But, without lost of generality, the kinematically admissible spaces used for the RVE are the minimally restricted for $\tilde{\mathscr{V}}_{\mu}$, and the trivial space $\tilde{\mathscr{W}}_{\mu}^{\Gamma_{\mu}^{L}}$ with null perturbations for the localized domain.

Two simple geometries, the first with plane fracture and the second with a tortuous fracture presented in Fig. 10(a) and (d) respectively, are analysed. Fig. 10 (b-c) and (e-f) are periodical repetitions of the core RVE, introduced to shows the objectivity of the model [67]. The material properties used for this example are detailed in Table 2.

The problem is solved using both the classical (Section 3.1) and the proposed (Section 3.2) multi-scale approaches. The macro scale stressstrain responses obtained are plotted in Fig. 11, 12 and 13 respectively. If classical formulation is used, injecting the macroscopic strain in the micro-scale to obtain the stress at the macro scale, that is $\varepsilon \longmapsto \mathbf{R V ~ E} \longmapsto$ $\sigma$, a non-objective response is observed in Fig. 11 after the ellipticity loss, both in the case of plane fracture (Fig. 11(a)) and tortuous fracture (Fig. 11(b)). Fig. 11(c) presents a polar plot of the acoustic tensor determinant and it shows that, in both cases, the normal vector of the macroscopic crack is $\boldsymbol{n}=\left[\begin{array}{ll}0 & 1\end{array}\right]$.


Fig. 9. Prescribed history of macroscopic functions.

(a) $\mathrm{RVEN}^{\circ} 1$.

(b) $\mathrm{RVEN}^{\circ} 2$.

(c) $\mathrm{RVEN}^{\circ} 3$.

(d) RVEN $^{\circ} 1$.

(e) $\mathrm{RVEN}^{\circ} 2$.

(f) $\mathrm{RVEN}^{\circ} 3$.

Fig. 10. Localized zone detection in the RVE. Plane and tortuous fracture.


Fig. 11. Stress-strain response using the classical formulation.

When the proposed model is activated in time $t=t_{N}$ after the localization, the macroscopic crack traction is injected in the localized domain (elements with black square points in Fig. 10), recovering the homogenized separation for the macro scale that is $\lambda=-\boldsymbol{\sigma} \cdot \boldsymbol{n} \longmapsto$ $\mathbf{R V E} \longmapsto \llbracket \boldsymbol{u} \rrbracket$. The results using this strategy are showed in Fig. 12 for RVEs with plain localization and in Fig. 13 for tortuous localization.

It can be observed in Figs. 12 and 13, that the curves for all the proposed cells are coincident, concluding in a objective macroscopic traction-separation response independently of the micro-cell. The regularization length for the scale transition in these examples, are $\left|\boldsymbol{n}_{m}\right|=10$ and $\left|\Gamma_{\mu}^{L}\right|=10$ for the RVEs in Fig. $10(\mathrm{a}-\mathrm{c})$, and $\left|\boldsymbol{n}_{m}\right|=10$ and $\left|\Gamma_{\mu}^{L}\right|=10.7703$ for RVEs in Fig. 10(d-f). The relation between those


Fig. 12. Results obtained with the proposed model for RVEs with plane fracture (Fig. 10(a-c)).


Fig. 13. Results obtained with the proposed model for RVEs with tortuous fracture (10(d-f)).
quantities is known as the tortuosity index $\theta=\frac{\left|\Gamma_{\mu}\right|}{\left|n_{m}\right|}$ [31]. It goes from 1 for plain fractures to $\infty$ for the ideal scenario of an infinitely tortuous crack path. For the proposed examples, the tortuosity index are $\theta=1$ (Fig. 10(a-c)) and $\theta=1.07703$ (Fig. 10(d-f)).

Observation 4.1. Stress-strain curves presented in Fig. 13(a) are not coincident during the hardening phase. This is due a shape effect introduced by the proposed RVEs. Curves become totally coincident when the same aspect ratio is considered. RVE $N^{\circ} 4$ and $N^{\circ} 5$ presented in Fig. 14(a-b) are considered now, obtaining coincident responses.

### 4.3. RVEs with regular and rigid inclusions

Three RVEs with regular geometry, consisting in a matrix reinforced with rigid inclusions crossed by tortuous interfaces, are presented in Fig. 15. RVE $\mathrm{N}^{\circ} 1$ is a square cell of $10[\mathrm{~mm}]$ in each side and the other RVEs are generated as a periodic repetition of this cell. The mechanical parameters used for these example are presented in Table 3. Analogously to the case of quasi-brittle composite (concrete, reinforced epoxy, etc.), the Material 1-Material 1 interface has different properties compared with interface Material 1-Material 2 interface. The numerical


Fig. 14. RVE without shape effect in stable regime. Classical model.

(a) RVE $\mathrm{N}^{\circ} 1$.

(b) RVE $\mathrm{N}^{\circ} 2$.

(c) RVE $\mathrm{N}^{\circ} 3$.

Fig. 15. RVEs containing rigid inclusions with regular geometry.

Table 3
Material properties for RVEs with regular rigid inclusions.

|  | Material 1 | Material 2 | Mat. 1-Mat. 2 interface |
| :--- | :--- | :--- | :--- |
| Young Mod. E[MPa] | 3900 | 86900 | - |
| Poisson Mod. | 0.37 | 0.23 | - |
| Critical tension $\sigma_{c}[\mathrm{MPa}]$ | 70 | - | 35 |
| Fracture energy $G_{c}[\mathrm{~N} / \mathrm{mm}]$ | 0.5 | - | 0.5 |

simulations are carried out under the same macroscopic conditions as presented in Section 4.2.

The homogenized results are presented in Fig. 16. The stress-strain curves until the localization time $t_{L}$ are presented in Fig. 16(a). It can be seen that, the curve obtained for $\operatorname{RVE} \mathrm{N}^{\circ} 1$, is similar to those obtained with the other RVEs, but it extends to a final strain of $\varepsilon_{22}=4.5 \times 10^{-2}$ higher than the macro-localization onset of $\varepsilon_{22}=3.2 \times 10^{-2}$ obtained for the other RVEs. For all cases, the peak stress is coincident ( $\sigma_{22 \text { peak }}=$ 68 [MPa]).

The normal vector of the localization in the macro scale is $\boldsymbol{n}=$ [0 1 1 ] for all cases. Although they are damage and dissipate energy, vertical interfaces of material 1-material 2 are not considered as part of $\Gamma_{\mu}^{L}$, because they do not fulfil condition (36). Hence, the macroscopic traction is not injected on those vertical interfaces. In this sense, it can be concluded that a damaged element in the RVE is a necessary but not
sufficient condition to be part of the localized micro domain where the traction obtained from the macro should be injected. For these cases, the regularization length parameters for scale transition in localization are $\left|\Gamma_{\mu}^{L}\right|=14[\mu \mathrm{~m}],\left|\Gamma_{\mu}^{L}\right|=56[\mu \mathrm{~m}]$ and $\left|\Gamma_{\mu}^{L}\right|=120[\mu \mathrm{~m}]$ for RVE N ${ }^{\circ} 1$, $\mathrm{N}^{\circ} 2 \mathrm{y} \mathrm{N}^{\circ} 3$ respectively, and with tortuosity index $\theta=1$ for all cases.

Fig. 16(b) shows the results using the proposed model. The three curves are coincident, being the increase of the localized zone, proportional to the RVE size increasement. In this sense, it can be concluded that the RVEN $^{\circ} 2$ is representative of the used micro structure, for the used micro-scale boundaries. The behaviour is bi-linear due the combination of interface properties.

### 4.4. Multi-scale modelling of a transverse fracture

A transverse fracture example of a composite reinforced with longitudinal fibres is proposed in this case. Five RVEs with the same volumetric fraction $V_{f}=30 \%$ are showed in Fig. 17. RVE N ${ }^{\circ} 1$ in Fig. 17(a) contains 14 fibres and $60 \mu \mathrm{~m}$ of side, RVE $\mathrm{N}^{\circ} 2$ in Fig. 17(b) contains 18 fibres and $68 \mu \mathrm{~m}$ of side, RVE $\mathrm{N}^{\circ} 3$ in Fig. 17(c) contains 20 fibres of $72 \mu \mathrm{~m}$ of side, RVE $\mathrm{N}^{\circ} 4$ in Fig. 17(d) contains 25 fibres and $80.9 \mu \mathrm{~m}$ of side, and RVE $\mathrm{N}^{\circ} 5$ in Fig. 17(e) contains 30 fibres and $88.6 \mu \mathrm{~m}$ of side. The distribution of the inclusions is aleatory and it was obtained with the Monte Carlo method. The material properties are presented in Table 4. To avoid the RVE shape effect previously discussed, square cells are considered.


Fig. 16. Results obtained for RVEs presented in Fig. 15.

(a) RVE $\mathrm{N}^{\circ} 1$.

(b) RVE $\mathrm{N}^{\circ} 2$.

(c) RVE $\mathrm{N}^{\circ} 3$.

(d) RVE $\mathrm{N}^{\circ} 4$.

(e) RVE ${ }^{\circ} 5$.

Fig. 17. Adopted RVEs for transverse multi-scale fracture. Fibre volume fraction $V_{f}=30 \%$.

Table 4
Material properties of the epoxy matrix reinforced with longitudinal fibres.

|  | Matrix | Fibre | Matrix-fibre |
| :--- | :--- | :--- | :--- |
| Young modulus E $[\mathrm{MPa}]$ | 3900 | 86900 | - |
| Poisson modulus | 0.37 | 0.23 | - |
| Critical tension $\sigma_{c}[\mathrm{MPa}]$ | 50 | - | 25 |
| Fracture energy $G_{c}[\mathrm{~N} / \mathrm{mm}]$ | 0.5 | - | 0.5 |

Table 5
Parameters for the proposed models for each RVE.

|  | $\boldsymbol{n}_{x}$ | $\boldsymbol{n}_{y}$ | $\theta$ | $\boldsymbol{\varepsilon}_{t_{L}}$ | $\boldsymbol{\sigma}_{p}[\mathrm{MPa}]$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| RVE N $^{\circ} 1$ | 0.010355 | 0.99995 | 1.2455 | 0.0123 | 36.372 |
| RVE N $^{\circ} 2$ | -0.1217 | 0.99257 | 1.2797 | 0.0113 | 34.942 |
| RVE N $^{\circ} 3$ | -0.042804 | 0.99908 | 1.2082 | 0.0125 | 36.987 |
| RVE N $^{\circ} 4$ | -0.056638 | 0.99839 | 1.3278 | 0.0092 | 37.124 |
| RVE N |  |  |  |  |  |

The initial constitutive tensor for RVEs $\mathrm{N}^{\circ} 1, \mathrm{~N}^{\circ} 2, \mathrm{~N}^{\circ} 3, \mathrm{~N}^{\circ} 4$ and $\mathrm{N}^{\circ} 5$ are presented in (68). It can be seen that the composite material is not orthotropic due the aleatoric distribution of the inclusions, coupling shear with the normal stresses (not null constants $\mathbb{C}_{1133}$ and $\mathbb{C}_{2233}$ ).

$$
\begin{align*}
& \mathbb{C}_{\mathrm{RV} \mathrm{EN}{ }^{\circ} 1}^{e}=\left[\begin{array}{rrr}
10364.73 & 5695.26 & 13.23 \\
5695.26 & 10514.45 & -23.48 \\
13.23 & -23.47 & 2334.22
\end{array}\right], \\
& \mathbb{C}_{\mathrm{RV} \mathrm{EN}{ }^{\circ} 2}^{e}=\left[\begin{array}{rrr}
10413.63 & 5665.23 & 3.22 \\
5665.23 & 10288.87 & 29.86 \\
3.22 & 29.86 & 2327.32
\end{array}\right], \\
& \mathbb{C}_{\mathbf{R V ~ E N}} \\
& e
\end{align*}=\left[\begin{array}{rrr}
10364.88 & 5645.93 & 18.47  \tag{68}\\
5645.93 & 10350.33 & 8.98 \\
18.47 & 8.98 & 2328.92
\end{array}\right],
$$

The determinant of the acoustic tensor is plotted in a polar graph in Fig. 18, at the localization time $t_{L}$, corresponding to a strain $\varepsilon_{t_{L}}$. The localization damage configuration of the proposed RVEs, is presented in Fig. 19. It can be observed that, for all cases, due to the fibre arrangement, the localization is concentrated towards one side of the cell. The localization parameters obtained from the acoustic tensor analysis that are used to initiate the unstable phase analysis with the proposed model are presented in Table 5, where $\boldsymbol{n}_{x}$ and $\boldsymbol{n}_{y}$ are the components of the normal vector $\boldsymbol{n}$, and $\sigma_{p}$ is the peak stress.

It can be observed that the macro crack normal has a strong dependence on the inclusions distribution within the RVE, being out of phase with respect to the applied load direction. The tortuosity factor $\theta$ is greater than $1(1.2082<\theta<1.3278)$ for all cases due the tortuous nature of the localization. The obtained peak stresses have a limited variation of approximately $5 \%$, although a different scenario is reached for the localization strain where the maximum difference is about a $26 \%$.

The results of the proposed model are presented in Figs. 19 and 20. Fig. 19 shows the deformation patterns of the different RVEs corresponding to the localization time $t_{L}$. The stress-strain response calculated with the classical model in stable regime, is showed in Fig. 20(a), the plotted stress correspond to $\sigma_{n n}=\boldsymbol{\sigma} \cdot(\boldsymbol{n} \otimes \boldsymbol{n})$. It is observed that the curves corresponding to the different RVEs are coincident until


Fig. 18. Ellipticity loss for RVEs presented in Fig. 17.
strain $\varepsilon_{22}=0.006$, diverging after that until the lost of ellipticity. The homogenized traction-separation curves for the macro scale obtained with the proposed model, are presented in Fig. 20(b). All curves are almost coincident with little variation, except for the case of RVE $\mathrm{N}^{\circ} 1$. It can be observed that the RVE $\mathrm{N}^{\circ} 2$ has a displacement value of $4.10 \times 10^{-3}$ when the traction reach a null value. This feature is not observed in the others RVEs, where the traction tends to zero asymptotically. The limit displacement of RVE $\mathrm{N}^{\circ} 2$ can be attributed to the fact that both sides of the RVE remains connected by one element that does not localize.

Unlike the previous examples where the micro-structural configuration is regular in this case it is not possible to conclude the existence of an RVE for the proposed boundary conditions. The only way to get a certain conclusion is comparing the results obtained with the multi-scale setting with a direct numerical simulation (DNS).

## 5. Conclusions

A variationally consistent multi-scale model to homogenize the traction-separation law once the constitutive tensor $\mathbb{C}$ loses its ellipticity, has been formulated and discussed in this paper. The model is developed using the axiomatic philosophy presented by Blanco and Giusti [26]. During the stable phase of the material, a classical multiscale scheme is used. When a crack is propagated in the macro-structure, the traction in the discontinuity surface $S$ is introduced as a boundary condition over a localization domain $\Gamma_{\mu}^{L}$ of the RVE, reformulating the concept of injection operator proposed in Ref [47]. After solving the equilibrium equations, the jump of the discontinuity in the macro-scale is calculated. It has been shown that the equilibrium equations in the stable and unstable regime, differs in a simple additional restriction in the space of admissible Lagrange multipliers field $\mathscr{W}_{\mu}$ migrating to a space of admissible Lagrange field fluctuations $\tilde{\mathscr{W}}_{\mu}^{I_{\mu}^{L}}$. The kinematical consequence of the proposed injection is also proved, showing the same mathematical structure than the proposed by others researchers Ref. [31]. A discussion about the numerical implementation of the space $\tilde{\mathscr{W}}_{\mu}^{\Gamma_{\mu}^{L}}$ is also presented in Section 3.3, showing a form analogous to that of the classical space $\mathscr{V}_{\mu}$ [65].

Some numerical examples to study the softening regime at macroscopic scale are presented. All these examples are based on the RVE concept. The proposed multi-scale model showed a good performance being the calculated macro-scale traction-separation law, both for plane and tortuous crack paths, is objective with respect to the RVE size [67]. Some RVEs consisting on a soft matrix with rigid inclusions were also presented, showing the ability of the proposed formulation to deal with

(a) RVE $\mathrm{N}^{\circ} 1$.

(b) RVE $\mathrm{N}^{\circ} 2$.

(c) RVE $\mathrm{N}^{\circ} 3$.

(d) RVE N ${ }^{\circ} 4$.

(e) RVE N ${ }^{\circ} 5$.

Fig. 19. Localization for RVEs presented in Fig. 17. Fibre volumetric fraction $V_{f}=30 \%$.


Fig. 20. Computed results for RVEs presented in Fig. 17.
this context where, due the material anisotropy, the load direction and the direction of the discontinuity normal $\boldsymbol{n}$, are not coincident.

In the stable regime linear, periodic or traction boundary conditions can be used for the RVE. For the unstable regime the examples were solved by combining the minimally restricted space for the displacement fluctuation field in the RVE boundary $\partial \boldsymbol{\Omega}_{\mu}$, and the trivial space for the Lagrange multipliers fluctuation field in the localization $\Gamma_{\mu}^{L}$. This election is not mandatory and the used of other combinations of spaces will be analysed in future papers.
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