
Applied Ontology 8 (2013) 179–194 179
DOI 10.3233/AO-130125
IOS Press

Communiqué

Towards ontology evaluation across the life
cycle
The Ontology Summit 2013

Fabian Neuhaus ∗,‡, Amanda Vizedom‡, Ken Baclawski, Mike Bennett, Mike Dean,
Michael Denny, Michael Grüninger, Ali Hashemi, Terry Longstreth, Leo Obrst, Steve Ray,
Ram Sriram, Todd Schneider, Marcela Vegetti, Matthew West and Peter Yim

Keywords: Ontology evaluation, ontology lifecycle, best practices

Accepted by: Nicola Guarino

Executive summary

Problem

Currently, there is no agreed on methodology for development of ontologies, and there is no consensus
on how ontologies should be evaluated. Consequently, evaluation techniques and tools are not widely
utilized in the development of ontologies. This can lead to ontologies of poor quality and is an obstacle
to the successful deployment of ontologies as a technology.

Approach

The goal of the Ontology Summit 2013 was to create guidance for ontology developers and users on
how to evaluate ontologies. Over a period of four months a variety of approaches were discussed by
participants, who represented a broad spectrum of ontology, software, and system developers and users.
We explored how established best practices in systems engineering and in software engineering can be
utilized in ontology development.

Results

This document focuses on the evaluation of five aspects of the quality of ontologies: intelligibility,
fidelity, craftsmanship, fitness, and deployability. A model for the ontology life cycle is presented, and
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evaluation criteria are presented in the context of the phases of the life cycle. We discuss the availability
of tools and the document ends with observations and recommendations. Given the current level of ma-
turity of ontology as an engineering discipline, any results on how to best build and evaluate ontologies
have to be considered as preliminary. However, the results achieved a broad consensus across the range
of backgrounds, application foci, specialties and experience found in the Ontology Summit community.

Recommendations

For more reliable success in ontology development and use, ontology evaluation should be incor-
porated across all phases of the ontology life cycle. Evaluation should be conducted against carefully
identified requirements; these requirements depend on the intended use of the ontology and its opera-
tional environment. For this reason, we recommend the development of integrated ontology development
and management environments that support the tracking of requirements for, and the evaluation of, on-
tologies across all phases of their development and use.

1. Purpose of this document

The purpose of this document is to advance the understanding and adoption of ontology evaluation
practices. Our focus is on the critical relationships between usage requirements, the life cycle of an
ontology, evaluation, and the quality of the result.

This document is rooted in the 2013 Ontology Summit. Over four months, Summit participants pre-
pared and presented materials, shared references, suggested resources, discussed issues and materials
by email list, and met virtually each week for presentations and discussions. This Summit had the focal
topic “Ontology Evaluation across the Ontology Lifecycle”. This document represents a synthesis of a
subset of ideas presented, discussed, and developed over the course of these four months, and reflects
the contributions of the Summit’s participants and the consensus of the Summit community.

The intended audience for this document is, first and foremost, anyone who is developing or using
ontologies currently, or who is on the cusp of doing so. We believe that the adoption of ontology eval-
uation as presented here has the potential to greatly improve the effectiveness of ontology development
and use, and to make these activities more successful. Thus, our primary audience is the developers
of ontologies and ontology-based systems. A secondary audience for this document is the community
of software, systems, and quality assurance engineers. When ontologies are used in information sys-
tems, success depends in part on incorporation of ontology evaluation (and related activities) into the
engineering practices applied to those systems and their components.

2. Introduction

Ontologies are human-intelligible and machine-interpretable representations of some portions and as-
pects of a domain. Since an ontology contains terms and their definitions, it enables the standardization
of a terminology across a community or enterprise; thus, ontologies can be used as a type of glossary.
Since ontologies can capture key concepts and their relationships in a machine-interpretable form, they
are similar to domain models in systems and software engineering. And since ontologies can be pop-
ulated with or linked to instance data to create knowledge bases, and deployed as parts of information
systems for query answering, ontologies resemble databases from an operational perspective.
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This flexibility of ontologies is a major advantage of the technology. However, flexibility also con-
tributes to the challenge of evaluating ontologies. Ontology evaluation consists of gathering information
about some properties of an ontology, comparing the results with a set of requirements, and assessing
the ontology’s suitability for some specified purpose. Some properties of an ontology can be measured
independently of usage; others involve relationships between an ontology and its intended domain, envi-
ronment, or usage-specific activity, and thus can only be measured with reference to some usage context.
The variety of the potential uses of ontologies means that there is no single list of relevant properties
of ontologies and no single list of requirements. Therefore, there is no single, universally-applicable
approach to evaluating ontologies.

However, we can identify some kinds of evaluation that are generally needed. To determine the qual-
ity of an ontology, we need to evaluate the ontology as a domain model for human consumption, the
ontology as a domain model for machine consumption, and the ontology as deployed software that is
part of a larger system. In this document, we focus on five high-level characteristics:1

(1) Can humans understand the ontology correctly? (Intelligibility)
(2) Does the ontology accurately represent its domain? (Fidelity)
(3) Is the ontology well-built and are design decisions followed consistently? (Craftsmanship)
(4) Does the representation of the domain fit the requirements for its intended use? (Fitness)
(5) Does the deployed ontology meet the requirements of the information system of which it is part?

(Deployability)

For intelligibility, it is not sufficient that ontologists can understand the content of the ontology; all
intended users need to be able understand the intended interpretation of the ontology elements (e.g.,
individuals, classes, relationships) that are relevant to their use-case. Intelligibility does not require that
users view and understand the ontology directly. To enable intelligibility, the documentation of the on-
tology needs to be tailored to the different kinds of users. This may require multiple annotations of an
element of the ontology suitable for different audiences (e.g., to accommodate language localization
and polysemous use of terms across domains). Intelligibility is particularly important for ontologies
that are used directly by humans as a controlled dictionary. But it is also desirable for ontologies that
are intended to be used “under the hood” of an information system, because these ontologies need to
be maintained and reviewed by people other than the original ontology developers. Fidelity is about
whether the ontology represents the domain correctly, both in the axioms and in the annotations that
document the ontology for humans. Craftsmanship is concerned with the question whether the ontol-
ogy is built carefully; this covers aspects ranging from the syntactic correctness of the ontology to the
question whether a philosophical choice (e.g., four-dimensionalism) has been implemented consistently.
Both fitness and deployability are dependent on requirements for the intended usage. These require-
ments might be derived from the operational environment, in the case of an ontology that is deployed
as part of an information system; alternatively, they may be derived from the goals for the knowledge
representation project, if the ontology is deployed as a standalone reference ontology. While both char-
acteristics are about meeting operational requirements, they are concerned with different aspects of the

1There are different approaches to clustering aspects of ontologies to be evaluated. For example, in the OQuaRE
(http://ontolog.cim3.net/cgi-bin/wiki.pl?OQuaRE) framework, characteristics are broken down into sub-characteristics, which
are linked to metrics. For more on OQuaRE and other approaches, see the Ontology Characteristics and Groupings reference
collection, https://www.zotero.org/groups/ontologysummit2013/items/collectionKey/PMKFZPDA.
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ontology: fitness is about the ontology as a domain model, deployability is about the ontology as a piece
of software.2

Since fitness and deployability are evaluated with respect to requirements for the intended use-case, a
comprehensive look at ontology evaluation needs to consider how the requirements for the ontology de-
rive from the requirements of the system that the ontology is a part of. Furthermore, although “ontology
evaluation” can be understood as the evaluation of a finished product, we consider ontology evaluation as
an ongoing process during the life of an ontology. For these reasons, we embrace a broad view of ontol-
ogy evaluation and discuss it in the context of expected usage and the various activities during ontology
development and maintenance. In the next section we present a high-level breakdown of these activi-
ties, organized as goal-oriented phases in the ontology life cycle. Afterward we identify, for each phase,
some of the activities that occur during that phase, its outputs, what should be evaluated at the stage. The
document concludes with some observations about the current tool support for ontology evaluation and
recommendations for future work.

3. An ontology life cycle model

The life of any given ontology consists of various types of activities in which the ontology is being
conceived, specified, developed, adapted, deployed, used, and maintained. Whether these activities occur
in a sequence or in parallel, and whether certain kinds of activities (e.g., requirements development)
only happen once during the life of an ontology or are cycled through repeatedly depends partially
on how the development process is managed. Furthermore, as discussed above, ontologies are used for
diverse purposes; thus, there are certain kinds of activities (e.g., the adaptation of the ontology to improve
computational performance of automatic reasoning) that are part of the development of some ontologies
and not of others. For these reasons, there is no single ontology life cycle with a fixed sequences of
phases. Any ontology life cycle model presents a simplified view that abstracts from the differences
between the ways ontologies are developed, deployed and used.

In spite of presenting a simplified view, an ontology life cycle model is useful because it highlights
recognizable, recurring patterns that are common across ontologies. The identification of phases allows
the clustering of activities around goals, inputs, and outputs of recognizable types. Furthermore, a life
cycle model emphasizes that some of the phases are interdependent, because the effectiveness of certain
activities depends on the outputs of others. For example, effective ontology development depends on the
existence of identified ontology requirements; if requirements identification has been omitted or done
poorly, ontology development is very unlikely to result in useful outputs. While the development process
may vary considerably between two ontologies, there are invariant dependencies between phases.

Figure 1 presents the phases of an ontology life cycle model. Typically, an ontology will go through
each of these phases more than once during its life. In the following sections, each of these phases is
discussed in more detail, including input, outputs and relationships between the phases. As the figure
illustrates, evaluation should happen throughout the ontology life cycle, varying in focus, process, and
intensity according to phase-appropriate requirements. In the following sections each of the phases is
linked to phase-appropriate evaluation activities. The evaluation provides information about the degree to
which requirements of the life cycle phase are being met. Requirements identification will be discussed
in greater detail in the next section.

2Fidelity, craftsmanship, and fitness are discussed in more detail in the section on ontology development on page 187.
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Fig. 1. An ontology life cycle model. (Colors are visible in the online version of the article; http://dx.doi.org/10.3233/
AO-130125.)

This model applies to ontologies regardless of whether their use involves significant machine process-
ing of ontology content. Because the systems into which ontologies are incorporated are information
systems in a broad sense: systems of people, processes, hardware, software, and data that process in-
formation and make decisions.3 For example, consider an ontology which is used by humans to curate
documents. In this case the information system includes the ontology, the curators, and the tools they
use to browse the ontology and to annotate the documents. The success of the whole system depends on
the interaction of the ontology with both the other software components and the curators. For example,
the whole system will be impaired if the ontology contains information that the browser cannot display
properly, or if the definitions in the ontology are so ambiguous that different curators are not able to
use the terms consistently in the curation process. Thus, the ontology needs to be evaluated for both
deployability and intelligibility. This example illustrates that even if an ontology is not used for machine
reasoning as part of a complex piece of software, its evaluation still depends on its intended use within
a larger system.

4. Requirements development phase

The purpose of this phase is to establish understanding, context, scope, and initial requirements. De-
velopment of adequate requirements is critical to the success of any ontology development and usage.
Most evaluation activities that are presented in the next sections depend on the results of this phase.

During the requirements development phase, expected or intended usages and interpretations are
elicited and examined, and initial requirements are derived. Typically, an intended usage is initially
understood from a business4 perspective. The intended usage may be specified as use-cases or scenarios;
at early stages, requirements may be captured only as brief statements of one or more business needs

3See the Broad view of Information Systems reference collection for more on this understanding, https://www.zotero.org/
groups/ontologysummit2013/items/collectionKey/HU2MCEG4.

4“Business” here is meant in the broad sense, incorporating the activities of the organization or user that need the ontology
and/or ontology-based system, regardless of whether those activities are commercial, governmental, educational, or other in
nature.



184 F. Neuhaus et al. / Communiqué

and constraints. In many cases only some aspects of usage are addressed, and requirements development
may include gathering information about other aspects that are significant for ontology analysis and
design.5

One important way to specify requirements is by using competency questions: questions that the on-
tology must be able to answer.6 These questions are formulated in a natural language, often as kinds of
queries that the ontology should support in given scenarios.

The output of the requirements development phase is a document that should answer the following
questions:

• Why is this ontology needed? (What is the rationale? What are the expected benefits)?
• What is the expected or intended usage (e.g., specified as use-cases, scenarios)?
• Which groups of users needs to understand which parts of the ontology?
• What is the scope of the ontology?
• Are there existing ontologies or standards that need to be reused or adopted?
• What are the competency questions?
• Are the competency questions representative of all expected or intended usages?
• What are the requirements from the operational environment?
• What resources need to be considered during the ontology and system design phases (e.g., legacy

databases, test corpora, data models, glossaries, vocabularies, schemas, taxonomies, ontologies,
standards, access to domain experts)?

5. Ontological analysis phase

The purpose of the ontological analysis phase is to identify the key entities of the ontology (indi-
viduals, classes, and the relationships between them), as well as to link them to the terminology that is
used in the domain. This usually involves the resolution of ambiguity and the identification of entities
that are denoted by different terms across different resources and communities. This activity requires
close cooperation between domain experts and ontologists, because it requires both knowledge about
the domain and knowledge about important ontological distinctions and patterns.

The results are usually captured in some informal way, understandable to both ontologists and domain
experts. One way of specifying the output of ontological analysis is by a set of sentences in a natural
language, which are interpreted in the same way by the involved subject matter experts and ontologists.
The ontologists apply their knowledge of important ontological distinctions and relationships to elicit
such sentences that capture the information needed to guide the ontology design.7 Ontological analysis

5See the Ontology Usage reference collection for more about analyzing ontology usage, https://www.zotero.org/groups/
ontologysummit2013/items/collectionKey/HJ6MK7W3.

6See the Competency Questions reference collection for more on capability questions, https://www.zotero.org/groups/
ontologysummit2013/items/collectionKey/7B5TCZCZ.

7An example of such informal outputs is (phrases in italics indicate entities):

Every pick report is also an order status report.
Every order has a shipping method.
Possible shipping methods include ground, and air.
The shipping method for an individual order is determined by the fulfillment software after the order is packed.
Every order has a shipping speed. Possible shipping speeds include standard, two-day, and overnight.
The shipping speed for a specific order is chosen by the buyer when the buyer places the order.
For the thing people in the business usually call order, the fulfillment database uses the word “sale.”
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outputs can also be captured in diagrams (e.g., concept maps, UML diagrams, trees, freehand drawings).
The output of the ontological analysis phase, whatever the method of capture, should include specifi-

cation of:

• significant entities within the scope of the intended usage;
• important characteristics of the entities, including relationships between them, disambiguating char-

acteristics, and properties important to the domain and activities within the scope of the intended
usage;

• the terminology used to denote those entities, and provide enough contextual information to disam-
biguate polysemous terms.

These results provide input to ontology design and development. In addition, these results provide detail
with which high-level requirements for ontology design and development phases can be turned into
specific, evaluable requirements.

Evaluating ontological analysis results: Questions to be answered

The output of an ontological analysis phase should be evaluated according to the following high-level
criteria, assisted in detail by the outputs of requirements development:

• Are all relevant terms from the use cases documented?
• Are all entities within the scope of the ontology captured?
• Do the domain experts agree with the ontological analysis?
• Is the documentation sufficiently unambiguous to enable a consistent use of the terminology?

6. Ontology design phase

In the ontology design phase, a design8 is developed, based on the outputs from the requirements
development and the ontological analysis. In particular, representation languages are chosen for ontology
and for queries (these may be identical). Further, the structure of the ontology is determined. Structural
choices include whether and how the ontology is separated into modules and how the modules are
integrated. As part of the structural design, it may be decided that some existing ontologies are reused
as modules. The intended behavior of the modules may be captured by competency questions. These
module-specific competency questions are often derived from the ontology-wide competency questions.

Design phase activities include the determination of design principles and of top-level classes in the
ontology. The top-level classes are the classes in the ontology that are at the highest level of the sub-
sumption hierarchy. (In the case of OWL ontologies, these are the direct children of owl:thing.) These
classes determine the basic ontological categories of the ontology. Together the top-level categories and
the design principles determine whether and how some fundamental aspects of reality are represented
(e.g., change over time). The design principles may also restrict representation choices by the developers
(e.g., by enforcing single inheritance for subsumption).

One way to make these design decisions is to use an existing upper ontology. Upper or foundational
ontologies (e.g., DOLCE, BFO or SUMO) are reusable, varyingly comprehensive ontology artifacts that
specify the basic ontological categories, relationships between them, and some methodological decisions

8No distinction is made here between design and architecture. The design phase should be understood to encompass both.
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about how to represent reality. Other approaches (e.g., OntoClean) rely on the systematic representation
of logical and philosophical properties of classes and relationships. There are efforts (e.g., in the NeOn
project) to capture design decisions in form of design patterns, and share them with the community.9

The results of the design decisions in this phase lead to additional requirements for the ontology.
Some of these requirements concern characteristics entirely internal to the ontology itself (e.g., single
inheritance for subsumption or distinction between rigid, anti-rigid, and non-rigid classes). Many of
these requirements can be understood and evaluated using technical, ontological understanding, without
further input of usage-specific or domain-specific information.

Note that there might be conflicting requirements for the expressivity of the ontology language and its
performance (see system design phase). Such tension can be addressed by distinguishing between, and
developing, separate reference and operational ontologies. A reference ontology is one which captures
the domain faithfully, to the extent required by the intended or expected usage(s), and in a language that
is expressive enough for that purpose. An operational ontology is one that is adapted from a reference
ontology, potentially incorporating compromises in representation for the sake of performance. The two
types of ontologies will be discussed further in the ontology development and reuse section.

Evaluating ontology design results: Questions to be answered

• Is the chosen ontology language expressive enough to capture the knowledge with sufficient detail
in order to meet the ontology requirements?

• Is the chosen query language expressive enough to formalize the competency questions?
• Does the chosen language support all required ontology capabilities? (For example, if the ontology

is to support probability reasoning, does the language enable the representation of probabilistic
information?)

• Is every individual or class that has been identified in the ontological analysis phase either an in-
stance or a subclass of some top-level class?

• Are naming conventions specified and followed?
• Does the design call for multiple, distinct ontology modules? If so, do the ontology modules to-

gether cover the whole scope of the ontology?
• Are all modules of the ontology associated with (informal) competency questions?
• Does the design avoid addition of features or content not relevant to satisfaction of the requirements?
• For each module, is it specified what type of entities are represented in the module (the intended

domain of quantification)?
• For each module, is it specified how it will be evaluated and who will be responsible?
• Does the design specify whether and how existing ontologies will be reused?

7. System design phase

Information system design as a general activity is its own field of practice, and there is no need to
re-invent or summarize it here. There is, however, a need to emphasize the interdependence of ontology
design and system design for ontologies that are intended to be used as components of an information
system. During system design, decisions are made that lead to requirements for the capabilities and

9See the Existing Methodologies and Upper Ontologies reference collection for some examples of upper ontologies and
design methodologies, https://www.zotero.org/groups/ontologysummit2013/items/collectionKey/FVM3J9FJ.
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implementation of the ontology and its integration within the larger information system. This interde-
pendency is often underestimated, which leads to poor alignment between the ontology and the larger
system it is part of, and thus, to greater risk of failure in ontology and system use.

The output of the system design phase should answer such questions as:

• What operations will be performed, using the ontology, by other system components? What com-
ponents will perform those operations? How do the business requirements identified in the require-
ments development phase apply to those specific operations and components?

• What, if any, inputs or changes to the ontology will there be, once the system is deployed?
• What interfaces (between machines or between humans and machines) will enable those inputs?

How will these interfaces be tested with respect to the resulting, modified ontology? What require-
ments will need to be met?

• What data sources will the ontology be used with? How will the ontology be connected to the data
sources? What separate interfaces, if any, are needed to enable access to those connections?

• How will the ontology be built, evaluated, and maintained? What tools are needed to enable the
development, evaluation, configuration management, and maintenance of the ontology?

• If modularity and/or collaborative development of the ontology are indicated, how will they be
supported?

Evaluating system design results: Questions to be answered

The bulk of system design requirements will derive from systems design principles and methodologies
in general, and are thus out of the scope of this document. We emphasize here the often unmet need
to explicitly recognize the ontology as a component of the system and to evaluate the system design
accordingly:

• Does the system design answer the questions listed just above?

8. Ontology development phase

The ontology development phase consists of four major activities: informal modeling, formalization of
competency questions, formal modeling, and operational adaptation (each of which is described below).
These activities are typically cycled through repeatedly both for individual modules and for the ontol-
ogy as whole. In practice, these activities are often performed without obvious transitions between them.
Nevertheless, it is important to separate them conceptually, since they have different prerequisites, de-
pend on different types of expertise, and lead to different outputs, which are evaluated in different ways.

The ontology development phase covers both new ontology development and ontology reuse, despite
differences between these activities. We do not consider new development and reuse to be part of dif-
ferent phases, for the following reasons: the successful development, or selection and adaptation, of an
ontology into an information system is possible only to the extent that the ontology meets the require-
ments of the expected or intended usage. Thus, whether an ontology is developed entirely from scratch,
re-used from existing ontologies, or a combination of the two, good results depend on identification of
ontology requirements, an ontological analysis, and the identification of ontology design requirements.
Furthermore, the integration of the ontology into the broader information system, its deployment and its
usage are not altered in substance by the ontology’s status as new or reused. The ontology is evaluated
against the same set of requirements, regardless of whether it is reused or newly developed. Therefore,
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from a high-level perspective, both newly-developed and reused ontologies play the same role within the
ontology life cycle.

8.1. Informal modeling

During informal modeling, the result of the ontological analysis is refined. Thus, for each module, the
relevant entities (individuals, classes, and their relationships) are identified and the terminology used in
the domain is mapped to them. Important characteristics of the entities might be documented (e.g., the
transitivity of a relationship, or a subsumption between two classes). The results are usually captured in
some informal way (e.g., concept maps, UML diagrams, natural language text).

Evaluating informal modeling results: Questions to be answered
• All evaluation criteria from the ontological analysis phase apply to informal modeling, with the

addition of the following:
• Does the model capture only entities within the specified scope of the ontology?
• Are the defined classes and relationships well-defined? (e.g., no formal definition of a term should

use the term to define itself)
• Is the intended interpretation of the undefined individuals, classes, and relationships well-

documented?
• Are the individuals, classes, and relationships documented in a way that is easily reviewable by

domain experts?

8.2. Formalization of competency questions

Based on the results of the informal modeling, the scenarios and competency questions are formalized.
This formalization of competency questions might involve revising the old competency questions and
adding new ones.

Evaluating formal competency questions: Questions to be answered
• Are the competency questions representative for all intended usages?
• Does the formalization capture the intent of the competency question appropriately?

8.3. Formal modeling

During formal modeling, the content of the informal model is captured in some ontology language
(e.g., Common Logic, OWL 2 DL), and then fleshed out with axioms. The resulting reference ontol-
ogy represents the domain appropriately (fidelity), adheres to the design decisions made in the ontology
design phase (craftsmanship), and is supposed to meet the requirements for domain representation (fit-
ness). This is either achieved by creating a new ontology module from scratch or by reusing an existing
ontology and, if necessary, adapting it.

Evaluating formal modeling results: Questions to be answered
The ontology that is developed by the formal modeling activity or is considered for reuse is evaluated

in three respects: whether the domain is represented appropriately (fidelity); whether the ontology is
well-built and follows the decisions from the ontology design phase (craftsmanship); and whether the
representation meets the requirements for its intended use (fitness).
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Evaluating fidelity. Whether the domain is represented accurately in an ontology depends on three
questions: Are the annotations of ontology elements (e.g., classes, properties, axioms) that docu-
ment their intended interpretation for humans (e.g., definitions, explanations, examples, figures)
correct? Are all axioms within the ontology true with respect to the intended level of granular-
ity and frame of reference (universe of quantification)? Are the documentation and the axioms in
agreement?
Since the evaluation of fidelity depends on some understanding of the domain, it ultimately re-
quires review of the content of the ontology by domain experts.10 However, there are some auto-
mated techniques that support the evaluation of fidelity. For example, one can evaluate the ontol-
ogy for logical consistency, evaluate automatically generated models of the ontology on whether
they meet the intended interpretations,11 or compare the intrinsic structure of the ontology to other
ontologies (or different versions of the same ontology) that are overlapping in scope.

Evaluating craftsmanship. In any engineering discipline, craftsmanship covers two separate, but re-
lated aspects. The first is whether a product is well-built in a way that adheres to established best
practices. The second is whether design decisions that were made are followed in the development
process. Typically, the design decisions are intended to lead to a well-built product, so the second
aspect feeds into the first. Since ontology engineering is a relatively young discipline, there are
relatively few examples of universally accepted criteria for a well-built ontology (e.g., syntactic
well-formedness, logical consistency and the existence of documentation). Thus, the craftsman-
ship of an ontology needs to be evaluated largely in light of the ontological commitments, design
decisions, and methodological choices that have been embraced within the ontology design phase.
One approach to evaluating craftsmanship relies on an established upper ontology or ontologi-
cal meta-properties (such as rigidity, identity, unity, etc.), which are used to gauge the axioms
in the ontology. Tools that support the evaluation of craftsmanship often examine the intrinsic
structure of an ontology. This kind of evaluation technique draws upon mathematical and logical
properties such as logical consistency, graph-theoretic connectivity, model-theoretic interpretation
issues, inter-modularity mappings and preservations, etc. Structural metrics include branching fac-
tor, density, counts of ontology constructs, averages, and the like.12

Evaluating fitness. The formalized competency questions and scenarios are one source of evidence
regarding fitness. These competency questions are used to query corresponding ontology modules
and the whole ontology. Successful answers to competency questions provide evidence that the
ontology meets the model requirements that derive from query-answering based functionalities of
the ontology. The ability to successfully answer competency question queries is not the same as
fitness, but, depending on the expected usage, it may be a large component of it.
Fitness can also be evaluated by performing a sample or approximation of system operations, us-
ing the ontology in a test environment and/or over a test corpora. For example, if the ontology
is required to support automated indexing of documents with ontology terms, then fitness may
be evaluated by running an approximation of the document analysis and indexing system, using

10See the Expert Review and Validation reference collection for more on expert evaluation of ontologies, https://www.
zotero.org/groups/ontologysummit2013/items/collectionKey/6GGPKU3D.

11See the Evaluating Fidelity reference collection for more on this, including evaluation via simulation, https://www.
zotero.org/groups/ontologysummit2013/items/collectionKey/929KF23Z.

12For more details, see the synthesis and community input pages for intrinsic ontology evaluation, http://ontolog.cim3.net/
cgi-bin/wiki.pl?OntologySummit2013_Intrinsic_Aspects_Of_Ontology_Evaluation_Synthesis and http://ontolog.cim3.net/
cgi-bin/wiki.pl?OntologySummit2013_Intrinsic_Aspects_Of_Ontology_Evaluation_CommunityInput.
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the ontology in question, over a test corpus. There are various ways of assessing the results, for
example, by comparison to a gold standard or by review of results by domain experts, and mea-
sured by some suitably defined notions of recall and precision. The extent to which the results are
attributable to the ontology, versus other aspects of the system, can be identified to a certain extent
by comparison of results using the same indexing system but different ontologies.

8.4. Operational adaptation

During operational adaptation, the reference ontology is adapted to the operational requirements,
resulting in an operational ontology. One particular concern is whether the deployed ontology will be
able to respond in a time-frame that meets its performance requirements. This may require a paring-down
of the ontology and other optimization steps (e.g., restructuring of the ontology to improve performance).
For example, it might be necessary to trim an OWL DL ontology to its OWL EL fragment to meet
performance requirements.

In some cases the operational ontology uses a different ontology language with a different semantics
(e.g., if the application-specific reasoning does not observe the full first-order logic or description logic
Open World Assumption, but instead interprets the negations in the ontology under a Closed World
assumption).

Evaluating operational adaptation results: Questions to be answered
• Does the model support operational requirements (e.g., performance, precision, recall)?

9. System development and integration phase

In this phase the system is built according to the design specified in the design phase. If system
components other than the ontology need to be built or otherwise acquired, processes for doing so
can occur more or less in parallel to the ontology development phase. Of course, tools and components
necessary to the activities in the ontology development phase should be in place as ontology development
begins; e.g., ontology development environments, version control systems, collaboration and workflow
tools. The system development and integration phase concerns the integration of the ontology and other
components into subsystems as called for and into a system as specified in the system design phase.

The system development and integration phase is discussed as part of the ontology life cycle because
in a typical application, the functionalities supported by the ontology are realizable not by interaction
with the ontology alone, but by processes carried out by some combination of the ontology and other
components and/or subsystems. Thus, whether the ontology meets the full range of requirements can
only be accurately evaluated once such interaction can be performed and results produced.13

Evaluating system development results: Questions to be answered

The bulk of system development requirements will derive from systems development principles and
methodologies in general, and are thus out of the scope of this document. We emphasize here the often
unmet need to explicitly recognize the ontology as a component of the system and to evaluate the system
development results accordingly. Specifically:

13For more details, see the synthesis page on extrinsic aspects of ontology evaluation, http://ontolog.cim3.net/cgi-bin/
wiki.pl?OntologySummit2013_Extrinsic_Aspects_Of_Ontology_Evaluation_Synthesis.
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• Does the system achieve successful integration of the ontology, as specified in the system design?
• Does the system meet all requirements that specifically relate to the integrated functioning of the

ontology within the system?

10. Deployment phase

In this phase, the ontology goes from the development and integration environment to an operational,
live use environment. Deployment usually occurs after some development cycle(s) in which an initial
ontology, or a version with some targeted improvement or extension, has been specified, designed, and
developed. As described above, the ontology will have undergone evaluation repeatedly and throughout
the process to this point. Nevertheless, there may be an additional round of testing once an ontology has
passed through development and integration phases and deemed ready for deployment by developers,
integrators, and others responsible for those phases. This additional, deployment-phase evaluation may
or may not differ in nature from evaluation performed across other life cycle stages; it may be performed
by independent parties (i.e., not involved in prior phases), or with more resources, or in a more complete
testing environment (one that is as complete a copy or simulation of the operational environment as
possible, but still isolated from that operational environment). The focus of such evaluation, however,
is on establishing whether the ontology will function properly in the operational environment and will
not interrupt or degrade operations in that environment. This deployment-phase testing typically iterates
until results indicate that it is safe to deploy the ontology without disrupting business activities. In cases
featuring ongoing system usage and iterative ontology development and deployment cycles, this phase
is often especially rigorous and protective of existing functionality in the deployed, in-use system. If and
when such evaluation criteria have been satisfied, the ontology and/or system version is incorporated
into the operational environment, released, and becomes available for live use.

Evaluating deployment: Questions to be answered

• Does the ontology meet all requirements addressed and evaluated in the development phases?
• Are sufficient (new) capabilities provided to warrant deployment of the ontology?
• Are there outstanding problems that raise the risk of disruptions if the ontology is deployed?
• Have succeeding competency questions been used to create regression tests?
• Have regression tests been run to identify any existing capabilities that may be degraded if the

ontology is deployed? If some regression is expected, is it acceptable in light of the expected benefits
of deployment?

11. Operation and maintenance phase

This phase focuses on the sustainment of deployed capabilities, rather than the development of new
ones. A particular system may have operation and maintenance and new ontology development phases
going on at the same time, but these activities should be distinguished as they have different goals (im-
provement vs sustainment) and they operate on at least different versions of an ontology, if not different
ontologies or different modules of an ontology. When an ontology (or version thereof) is in an operation
and maintenance phase, information is collected about the results of operational use of the ontology.
Problems or sub-optimal results are identified and micro-scale development cycles may be conducted to
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correct those problems. Simultaneous identification of new use cases, desired improvements, and new
requirements that may happen during the same period of use should not be regarded as part of mainte-
nance activity; rather, they are inputs to, or part of, exploration and possibly requirements development
for a future version, extension, new ontology or new module. A single set of tools may be used to collect
information of both sorts (for maintenance and for forward-looking exploration and requirements devel-
opment) while an ontology is in use, but the information belongs to different activities. This distinction
is manifested, for example, in the distinction between “bug reports” (or “problem reports”) and “feature
requests” (or “requested improvements”) made by bug-tracking tools. The maintenance activity consists
of identifying and addressing bugs or problems.

Evaluating operation and maintenance: Questions to be answered

The evaluation should be continuous, e.g., open problem reporting and regular, e.g., nightly, automated
regression testing:

• Are any regression tests failing? If so, are they being addressed?
• Is any functionality claimed for the most recent deployment failing? If so, can the problem be

tracked to the ontology, or is the problem elsewhere?
• If the problem is located in the ontology, can it be corrected before the next major development and

deployment cycle? If so, is it being addressed?
• If a problem occurs and cannot be addressed without a large development cycle effort, is the problem

severe enough to warrant backing out of the deployment in which it was introduced?

12. Tools for ontology evaluation

There are central aspects of ontology that may not be amenable to software control or assessment.
For example, the need for clear, complete, and consistent lexical definitions of ontology terms is not
presently subject to effective software consideration beyond identifying where lexical definitions may
be missing entirely. Another area of quality difficult for software determination is the fidelity of an
ontology.

There are no tools for ontology development or to enable ontology evaluation across the whole life
cycle. Existing tools support different life cycle phases, and for any given characteristic, some tools
may perform better in one phase than in another phase where a different tool is better suited. However,
significant new ontology evaluation tools are currently becoming available to users.14 An overview is
presented as part of the Ontology Quality Software Survey.15

13. Observations and recommendations

1. We still have a limited understanding of the ontology life cycle, ontology development methodolo-
gies, and how to make best use of evaluation practices. More research in these areas is needed. Thus,
any recommendation in this area is provisional.

14See the Tool Support reference collection, https://www.zotero.org/groups/ontologysummit2013/items/collectionKey/
DWNMSJ5S and the Ontology Summit synthesis page on software environments, OntologySummit2013_Software_
Environments_For_Evaluating_Ontologies_Synthesis for more information about available tools.

15For example. For Survey and results, see the Software Support for Ontology Quality and Fitness Survey.
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2. There is no single ontology life cycle with a fixed sequences of phases. However, there are recurring
patterns of activities, with identifiable outcomes, which feed into each other. In order to ensure quality,
these outcomes need to be evaluated. Thus, evaluation is not a singular event, but should happen across
the whole life of an ontology.

3. The different outputs of the ontology life cycle phases need to be evaluated with respect to the
appropriate criteria. In particular, different requirements apply to informal models, reference ontologies,
and operational ontologies, even when implemented in the same language.

4. Ontologies are evaluated against requirements that derive both from design decisions and the in-
tended use of the ontology. Thus, a comprehensive evaluation of an ontology needs to consider the
system that the ontology is part of.

5. There is a shortage of tools that support the tracking of requirements for and the evaluation of
ontologies across all stages of their development and use. These kinds of tools should be developed, and
integrated in ontology development environments and repositories.

6. We strongly encourage ontology developers to integrate existing evaluation methodologies and tools
as part of the development process.
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