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Abstract—This paper presents a current controller based on
a stationary reference frame implementation of an integrator in
the synchronous reference frame [called here reduced order gen-
eralized integrator (ROGI)], suitable for three-phase distributed
generation systems. The proposed controller is compared with
the traditional second-order generalized integrator (SOGI)-based
current controller. It is confirmed that, in normal operation con-
ditions, both controllers have similar performance, requiring the
ROGI-based controller much less computational burden than the
SOGI counterpart. The proposed controller injects sinusoidal cur-
rents synchronized with the grid voltage, without requiring any
dedicated synchronization algorithm. Three different current in-
jection strategies are realizable with the same controller structure:
balanced current injection, constant instantaneous active power
injection, and maximum instantaneous active power injection.
A state-variable-based control methodology in the discrete-time
domain is presented. It ensures the stability and performance of
the closed-loop system, even for high-order controllers and large
digital signal processor processing delay. Moreover, it is confirmed
that the proposed controller works satisfactorily even on faulty
grid conditions.

Index Terms—Current controller, distributed generation, gen-
eralized integrator, resonant controller, second-order generalized
integrator (SOGI), voltage source converter (VSC).

I. INTRODUCTION

A COMMON element in distributed power generation sys-
tems (DPGSs), whatever the primary energy source is

(fuel cells, solar panels, or wind turbines), is a voltage source
converter (VSC), which is usually connected to the distribution
network as shown in Fig. 1 [1]–[5]. The converter should fulfill
the following characteristics regarding current injection:

1) ensuring high-quality injected currents;
2) proper synchronization with the network;
3) satisfactory performance of the system when faced with a

network failure scenario.
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Fig. 1. Grid-connected VSC.

Regarding 1), DPGSs are considered generators themselves,
and they are subject, as power quality concerns, to quality
standards more stringent than consumers. For example, IEEE
Standard 1547-2003 [6] recommends a total harmonic distor-
tion factor (THD) of less than 5%. The quality of the injected
current is defined by the current control strategy used. The
most popular current controllers in DPGS are hysteresis con-
trollers, predictive controllers, and proportional–integral (PI)-
type linear controllers [7]–[11]. In digital implementation, the
last two are preferred. A PI current controller implemented in
the stationary reference frame nullifies the error between the
controlled variable and reference variable if these signals have
their frequency content where the controller has infinite gain,
that is, at zero frequency. When such PI acts on signals that
have the grid frequency (ω0), both amplitude and phase errors
occur. To eliminate these errors, the PI is typically implemented
in a synchronous reference frame [12] rotating at (+ω0), where
ac signals appear as dc signals. This assures, in harmonic-
free balanced systems, zero tracking error between the injected
currents and their references. In unbalanced systems, a second
PI implemented in a reference frame rotating in the opposite
direction (−ω0) is usually included in the current controller
[13]. In systems containing voltage harmonics, several PIs,
implemented each in a reference frame rotating with the fre-
quency of their associated harmonic, are included [14]. PI
controllers implemented in rotating reference frames require
transforming the signals from the stationary reference frame to
the synchronous reference frame and antitransform the result-
ing control actions. This implies an additional computational
burden. In [15], a synchronous current controller implemented
in a stationary reference frame is presented. This eliminates the
need to transform and antitransform the signals, still obtaining
a controller with infinite gain at fundamental grid frequency.
In [16]–[18], second-order generalized integrators (SOGIs) are
used to synthesize resonant current controllers implemented
in the stationary reference frame, which have infinite gain at
the fundamental frequency, and produce a similar result. Incor-
porating multiple SOGIs, these resonant systems can be used
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in controllers that operate in networks containing harmonics
and imbalance [19], [20]. In [21]–[23], in order to reduce
the number of states of the controller, SOGI-based resonant
controllers are implemented in a synchronous reference frame
rotating at the fundamental frequency.

Regarding 2), the reference currents that the controller will
track must be high-quality sinusoidal signals, properly syn-
chronized with the grid voltages. To synthesize these signals,
different algorithms have been developed. These are respon-
sible for extracting the angle of the grid voltage fundamental
component, and using this, to synthesize the required current
references. The most popular algorithms are those based on the
phase-locked loop technique, frequency-locked loop technique,
and filtering of grid voltage [24]–[27]. In order to separate
positive and negative sequence components, a delayed signal
cancellation method is also implemented in [28] and [29], and
a signal model-based observer is proposed in [30] and [31].
Additionally, algorithms based on either discrete Fourier trans-
form or Kalman filter can be found [32], [33]. Synchronization
algorithms must operate correctly even under severe voltage
unbalance conditions (SVUC) and in the presence of voltage
harmonics.

Regarding 3), the DPGS controller must ensure, for a short
stipulated period of time, the satisfactory performance during
a fault (for example, the short circuit between two phases or
between one or two phases and neutral). In these fault cases,
the network suffers a severe voltage unbalance, which must be
withstood successfully by the DPGS. Several techniques have
been proposed to generate the current reference to be followed
during a failure scenario. They basically require to extract the
positive and negative sequence fundamental components of
voltages and currents, a task that imposes a high computational
burden [34]–[36].

In this paper, a current controller based on the stationary
reference frame implementation of a synchronous integrator
[(herein called reduced order generalized integrator (ROGI)] is
proposed. This controller fulfills the three mentioned require-
ments with a very low processing load compared with related
proposals. The original elements of the proposed controller
with respect to previous works are as follows.

1) It synthesizes harmonic-free currents that are properly
synchronized, without requiring any dedicated synchro-
nization algorithm to synchronize or synthesize current
references.

2) It allows, by changing a single parameter, to select (on-
line) between three different strategies commonly used to
cope with failure scenarios [34].

3) It has a significantly lighter computational burden than
similar proposals, achieving virtually the same perfor-
mance than its counterparts.

The controller design is performed in the stationary reference
frame, not requiring any variable reference frame change. A
digital domain controller design methodology is also presented.
It ensures a systematic and robust design of high-order con-
trollers, even in the presence of large digital signal processor
(DSP) processing delays. The proposal is validated by the fre-
quency response method, simulations, and experimental results.

Fig. 2. Synchronous integrator. (a) dq reference frame. (b) αβ reference
frame.

II. ROGI

In what follows, complex space vector notation will be used.
With this approach, the differential equations will have complex
coefficients, where multiplying by imaginary gains implies the
cross coupling between the αβ axis. In complex space vector
notation, transfer functions have complex coefficients, poles
do not necessarily appear in conjugate pairs, and frequency
responses are not necessarily symmetrical about zero [37]–
[39]. An integrator, implemented in a dq reference frame that
is rotated an angle θ with respect to the stationary αβ reference
frame, with input �udq = ud + juq and output �ydq = yd + jyq

(see Fig. 2(a)), is described by

p�ydq = �udq (1)

where p is the derivative operator. This integrator is known as
synchronous integrator. The relation between the variables in
the dq reference frame and the variables in the αβ reference
frame is �udq = e−jθ�uαβ , �ydq = e−jθ�yαβ . By applying this
variable change to (1), it becomes

�yαβ =
�uαβ

p − jω0
(2)

where ω0 = pθ. Equation (2) is the representation in the αβ
reference frame of (1). This representation is illustrated in
Fig. 2(b). For reasons that will be explained in the following,
we name (2) as ROGI. In [15], this representation is used to
implement a synchronous PI in the αβ reference frame.

In order to obtain the frequency response of (2), an input
vector �uαβ = ejωt must be applied, and the steady-state output
(�yαβ = Y ej(ωt+ψ)) must be evaluated. With such an input, at
steady state, it holds that p�yαβ = jω�yαβ . Using this fact in (2),
the following can be found:

Y ejψ =
1

j(ω − ω0)
. (3)

The resulting frequency response (magnitude) is shown in
Fig. 3(a), for ω0 = 2π50 rad/s. The response to positive fre-
quencies is the response to a positive sequence input vector
�uαβ , and the response to negative frequencies is the response
to a negative sequence input vector. Note that the ROGI system
provides infinite gain to a positive sequence input vector of
frequency ω0 and attenuates negative sequence vectors.
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Fig. 3. Frequency response (magnitude). (a) ROGI. (b) SOGI.

In many current controllers, SOGIs are used as a basic
building block. The SOGI is described by

�yαβ =
2p

p2 + ω2
0

�uαβ . (4)

Fig. 3(b) shows the SOGI frequency response (magnitude).
Note that, unlike the ROGI, that provides infinite gain only to
a positive sequence input vector of frequency ω0, the SOGI
provides infinite gain for both positive and negative sequence
input vectors of frequency ω0. In addition, it must be noted that
the SOGI (4) is a second-order equation, which requires four
states to be implemented (two for each αβ axis), whereas the
ROGI (2) requires only two states (one for each αβ axis). The
lesser number of states of the ROGI against the SOGI’s and
the close relation between both are the reasons why, in this
paper, (2) is named ROGI. In addition, note that with two
ROGIs a SOGI can be constructed

�yαβ =
[

1
p − jω0

+
1

p + jω0

]
�uαβ =

2p

p2 + ω2
0

�uαβ . (5)

Both SOGIs and ROGIs are integrators that provide infinite gain
to certain sinusoidal signals, but the ROGI requires fewer states
in its implementation (less computational load) and provides
discrimination between positive and negative sequence signals,
a feature that is attractive, as will be shown in the next section.
In three-phase current controllers implemented in the stationary
reference frame, requiring only tracking of positive sequence
signals in harmonic-free balanced grids [16]–[18], the use of a
ROGI is computationally more efficient than using a SOGI. In
contrast, it is of note that the SOGI can be adapted to single-
phase systems, while the ROGI concept comes naturally for
three-phase systems.

The ROGI can also be used in the stationary reference frame
to implement a current controller with the same harmonic com-
pensation capability as those used in [21]–[23]. There, several
SOGIs with resonant frequency at 6nω0 are implemented in a
reference frame rotating at frequency ω0. To verify this ROGI

feature with an example, note that the sum of two ROGIs tuned
to harmonics −5ω0 and +7ω0 produces

�yαβ =
[

1
p + j5ω0

+
1

p − j7ω0

]
�uαβ . (6)

Transforming this equation to the dq rotating reference frame
by �uαβ = ejθ�udq and �yαβ = ejθ�ydq, it results

�ydq =
[

1
p − j6ω0

+
1

p + j6ω0

]
�udq =

2p

p2 + (6ω0)2
�udq (7)

which represents a SOGI with resonant frequency 6ω0, acting
in the dq rotating reference frame. The clear advantage of
implementing (6) instead of (7) is of computational nature,
because (6), in spite of having the same number of states as
(7), avoids the use of coordinate transformations.

III. PROPOSED ROGI-BASED CONTROLLER

In this section, a current controller based on the ROGI
structure described in the previous section is proposed. In what
follows, it is assumed that the grid voltage is described by the
following space vector:

�vαβ
s = V1+ejω0t + �v+

h + V1−e−jω0t + �v−
h (8)

where V1+ and V1− are complex phasors that represent the
positive and negative fundamental components of the grid
voltage, �v+

h is a complex space vector that takes into account
the harmonic contents associated to V1+, and �v−

h is a complex
space vector that takes into account those associated to V1−

�v+
h =

∑
n

V(6n−1)−e−j(6n−1)ω0t+V(6n+1)+ej(6n+1)ω0t (9)

�v−
h =

∑
n

V(6n−1)+ej(6n−1)ω0t+V(6n+1)−e−j(6n+1)ω0t (10)

where V(6n+1)+, V(6n+1)−, V(6n−1)+, and V(6n−1)− are com-
plex phasors. Usually, in normal operation conditions (NOCs),
the grid voltage unbalance is lesser than 3% [40], so the
�v−

h term (10) is negligible. Harmonic pollution present in
�vαβ

s is mainly due to the term �v+
h , which is composed of

negative sequence components of frequency 5ω0, 11ω0, (6n −
1)ω0, n > 0, and positive sequence components of frequency
7ω0, 13ω0, and (6n + 1)ω0. The term �v−

h is only noticeable in
SVUC.

Fig. 4 shows the proposed current controller. The ac side
circuit represents the connection inductors L, inserted between
the grid voltage �vαβ

s and the VSC output �vi (see Fig. 1).
The complex space vector �iαβ represents the injected grid
current, and the signal�iαβ

REF is the reference input to the current
controller. This signal is synthesized to be proportional to the
grid voltage

�iαβ
REF = g�vαβ

s (11)

where g is a signal that defines the average amount of power
injected to the grid. This signal comes from the outer loop that
regulates the bus voltage VDC, a PI controller in Fig. 4. Because
it is beyond the scope of this paper, in what follows, the effect of
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Fig. 4. Continuous time functional diagram of the proposed controller.

this outer control loop in the current controller is not included,
and g is assumed to be a constant.

The controller is composed of two fundamental frequency
ROGIs, resonating at +ω0 and −ω0, and a harmonic con-
troller, composed by ROGIs resonating at certain harmonic
frequencies. In the case shown, only two ROGIs resonating
at frequency −5ω0 and +7ω0 were included. In a practical
situation, as many ROGIs as harmonics present in �v+

h to be can-
celed should be included. No ROGIs to cancel the harmonics
present in �v−

h were included. Including them would not bring
great benefits in NOC and increases the order of the controller.
Furthermore, the effect of these additional ROGIs would only
be noticeable in SVUC, which is a transient situation, since
the DPGS should cease to operate a short time after the fault
is detected (clearing time) [6]. The proposed controller has
the same ability to reject disturbances and the same number
of states as SOGI-based resonant controllers implemented in a
synchronous reference frame rotating at frequency +ω0 [21]–
[23]. The advantage of the proposed controller over these
proposals is that, here, no coordinate change is used.

In what follows, two scenarios of operation of the DPGS will
be shown: one of NOC, with low-voltage imbalance, and one
of SVUC. The constant kn present in Fig. 4 allows to select
among three different strategies of instantaneous active power
injection [34]. According to the number of ROGIs included
in the harmonic controller, all three strategies are capable of
producing sinusoidal currents.

A. Balanced Current Injection

In this case, kn = 0 must be chosen. The controller ensures
symmetrical currents, in phase with the fundamental positive
sequence component of the grid voltage �vαβ

s .

1) NOC: To understand the controller operation, note ob-
serving Fig. 4 that the current �iαβ cannot contain any compo-
nents of frequencies −ω0, −5ω0 nor +7ω0 (in the general case
neither −(6n − 1)ω0 nor +(6n + 1)ω0). This is because the
ROGIs tuned at −ω0, −5ω0, and +7ω0 have infinite gain at
these frequencies, and their inputs (for kn = 0) are fed directly
by �iαβ . Note also that the error e =�iαβ −�iαβ

REF is fed at the
input of a ROGI tuned at +ω0, so such an error cannot contain
any component at this frequency. Both facts allow to infer
that the current will exactly track the fundamental positive
sequence component of �iαβ

REF, even when �iαβ
REF is contami-

nated with components of frequencies −ω0, −(6n − 1)ω0, or
+(6n + 1)ω0. These undesirable components are canceled out
and do not appear in the�iαβ current. This fact is checked in the
next section, obtaining the frequency response of the transfer
functions between the inputs iαβ

REF and �vαβ
s and the output

current�iαβ .
According to what has been explained, from (8)–(11), the

current results in

�iαβ = gV1+ejω0t. (12)

Using this equation and (8), after some algebraic manipulation,
the instantaneous active power injected can be found to be

po = Re
[
�vαβ

s (�iαβ)∗
]

= g|V1+|2 + gRe
[
V1−V ∗

1+e−j2ω0t
]

+ gRe
[
V ∗

1+e−jω0t
(
�v+

h + �v−
h

)]
(13)

where ∗ stands for conjugate complex. Note that, with this
strategy, the VSC injects constant instantaneous active power to
the network only through the positive component of �vαβ

s , while
the other voltage components produce pulsed-power terms that
do not contribute to net energy exchange.

2) SVUC: The fundamental frequency component of the
current is still balanced, which reduces the current stress on the
converter switches. However, because in SVUC the term �v−

h in
(8) becomes appreciable, the current does appear contaminated
by harmonics of sequences +(6n − 1)ω0 and −(6n + 1)ω0

present in �v−
h . These sequences cannot be compensated by the

ROGIs included in the controller.

B. Constant Power Injection

In this case, kn = −1 must be chosen. The controller ensures
2ω0 ripple-free instantaneous active power injection.

1) NOC: The analysis of the controller behavior is identical
to the previous case, noting only that, in this case, the signal
�e1 =�iαβ +�iαβ

REF cannot contain any component of frequency
−ω0, because this signal is exciting a ROGI tuned to that fre-
quency. Accordingly,�iαβ should now contain, in addition to the
previous case, the negative sequence component of fundamen-
tal frequency present in −�iαβ

REF, whose value is −gV1−e−jω0t.
Thus, in this case, the current results in

�iαβ = g(V1+ejω0t − V1−e−jω0t). (14)



2902 IEEE TRANSACTIONS ON INDUSTRIAL ELECTRONICS, VOL. 59, NO. 7, JULY 2012

The instantaneous active power exchanged is now

po = Re
[
�vαβ

s (�iαβ)
∗]

= g|V1+|2 − g|V1−|2
+ gRe

[(
V ∗

1+e−jω0t − V ∗
1−ejω0t

) (
�v+

h + �v−
h

)]
. (15)

Note that, in this case, when �vαβ
s is contaminated with negative

sequence components, the pulsed component at frequency 2ω0,
present in (13), does not appear in the instantaneous active
power. Eliminating this ripple increases the lifetime of the
capacitor of the dc bus and reduces the risks of the bus voltage
falling below the minimum acceptable level for operation. In
a wind generation system, the torque pulsations on the axis
of the machine produced by the pulsating power exchange are
eliminated [41]. Note also in (15) that the VSC injects energy
into the grid through the positive sequence component V1+

and drains energy from the grid through the negative sequence
component V1−. The price paid for eliminating the 2ω0 ripple
in the injected power is to decrease the ratio of injected power
per ampere.

2) SVUC: As in the balanced current injection (BCI) strat-
egy under SVUC, the currents are contaminated with harmon-
ics, but unlike it, they are no longer balanced.

It is noteworthy that at a short circuit between two phases, in
which the system becomes equivalent to a single-phase system,
the system responds by simply canceling the current through
the phase without fault, because in a one-phase system it is
impossible to inject 2ω0 ripple-free instantaneous active power.
In this case, a reactive current circulating between the two
phases in failure appears, which is not reflected on the phase
without fault.

C. Maximum Power Injection

In this case, kn = 1 must be chosen. The controller ensures
currents in phase with the fundamental frequency component
of �vαβ

s , maximizing this way the instantaneous active power
injection. The strategy used here is related to that used in [42]
in a SOGI-based controller, where each harmonic requires four
states to be canceled.

1) NOC: The signal �e1 is now �e1 =�iαβ −�iαβ
REF, so it can

be inferred by reasoning in a similar way to the previous case
that�iαβ should now contain the negative sequence component
of fundamental frequency present in �iαβ

REF whose value is
gV1−e−jω0t. It is, thus, the reason that the current in this case
results in

�iαβ = g(V1+ejω0t + V1−e−jω0t). (16)

The instantaneous active power exchanged is now

po = Re
[
�vαβ

s (�iαβ)
∗]

= g|V1+|2 + g|V1−|2
+ gRe

[
V1+V ∗

1−ej2ω0t + V1−V ∗
1+e−j2ω0t

]
+ gRe

[(
V ∗

1+e−jω0t + V ∗
1−ejω0t

) (
�v+

h + �v−
h

)]
. (17)

In this case, the VSC injects energy to the network through both
components V1+ and V1− of the grid voltage.

Fig. 5. Locus of the space vectors �iαβ and �vαβ
s for the three strategies

(harmonic-free case).

2) SVUC: As in the BCI and CPI strategies under SVUC,
the currents have harmonic content. Note comparing (17) with
(13) that the 2ω0 pulsating term has increased with respect to
the BCI strategy. This is particularly appreciable in SVUC,
where the term V1− becomes apparent. The price paid for
increasing the ratio of injected power per ampere is to increase
the second harmonic ripple on the dc bus.

Fig. 5 shows the locus of the space vectors�iαβ and �vαβ
s for

the three strategies, in the harmonic-free case. Note that, in the
maximum power injection (MPI) case, the vectors are always
in phase, nullifying the instantaneous reactive power injected.
In contrast, the BCI and CPI strategies produce reactive power
exchange between the VSC and the network, degrading in this
way the ratio of injected power per ampere.

Remark 1: Note in Fig. 5 that an intermediate value of
kn between −1 and 1 can produce a linear combination of
strategies.

Remark 2: The online exchange between strategies may be
useful in certain situations, in addition to those outlined in [34].
For example, in systems operating in NOC, it is in general desir-
able to inject through the MPI strategy to maximize the injected
power per ampere, reducing resistive losses and increasing the
overall efficiency of the distributed system. When the imbal-
ance exceeds normal limits, it may be desirable to inject through
the BCI or CPI strategies (or through a linear combination of
strategies). In a photovoltaic system, for example, it is a known
fact that the ripple in the dc bus moves the operation point
of the solar panel around the maximum power point (MPP),
which affects the MPP tracking capability of the system and,
therefore, the overall efficiency. When the imbalance is large,
the MPI strategy may not be the most appropriate for this case.
On SVUC, it may be desirable to switch to the CPI strategy, in
order to minimize the stress on the dc bus capacitor and ensure
that the dc voltage does not fall below the allowable minimum
operating voltage.

IV. DISCRETE-TIME IMPLEMENTATION AND

SYSTEM ANALYSIS

Instead of starting from designing the controller in the con-
tinuous time domain and then proceeding to its discretization
[43], in this paper, the controller design is done in the discrete-
time domain, based on the state variable technique. Doing this
allows easy tuning of the controller and takes into account the
DSP delay as part of the system to stabilize, which ensures
proper controller operation even for large processing delays.
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Fig. 6. Discrete-time model of the plant and processing delay.

A. Digital Implementation

Fig. 6 (top right side) shows the discrete-time model of
the plant, consisting of the inductor L connected between the
network and the VSC. In this figure, �̄v

αβ
s (k) denotes the average

of �vαβ
s (t) in the interval kTs ≤ t < (k + 1)Ts, where Ts is the

sampling time, and �vi(k) is the VSC average output voltage,
averaged on the same interval. In the DSP/VSC section (Fig. 6,
top left side), the processing delay τ ≤ Ts introduced by the
DSP between the output voltage �vi(k) and the reference volt-
age provided to the pulsewidth modulation (PWM) modulator
[denoted �vREF

i (k)] is modeled by

�vi(k) =
(

1 − τ

Ts

)
�vREF

i (k) +
(

τ

Ts

)
�vREF

i (k − 1). (18)

For simplicity, this modulator was not included in the figure
and was supposed of unity gain. Note that �vi(k) is modeled as
the average between the actual PWM modulator input �vREF

i (k)
and the previous input �vREF

i (k − 1), weighted by the relation
τ/Ts. For τ = 0, it results in �vi(k) = �vREF

i (k), and for τ = Ts,
it results in �vi(k) = �vREF

i (k − 1).
As Fig. 6 shows, the PWM reference �vREF

i (k) is conformed
by a feedforward term �vαβ

s (k), which is the sampled value
of �vαβ

s (t) at time kTs, plus the signal �uαβ
c (k), which is the

signal that will be synthesized by full state feedback, as detailed
hereinafter. The feedforward term is introduced to partially
cancel the effect of �̄v

αβ
s (k) on the output �iαβ ≡ xa(k). This

feedforward term, although not vital to the controller operation,
is introduced to improve the dynamic response of the system to
possible changes in the grid voltage. Fig. 6 (bottom) shows a
simplified block diagram of the so far explained system, where

�η(k) =
τ

Ts
�vαβ

s (k − 1) +
(

1 − τ

Ts

)
�vαβ

s (k) − �̄v
αβ
s (k) (19)

can be considered as a perturbation term. The term can be found
by algebraic manipulation of (18), by noting that �vREF

i (k) =
�uαβ

c (k) + �vαβ
s (k).

The digital ROGI implementation will now be explained. As
the poles of a continuous system are mapped to a discrete sys-

Fig. 7. Discrete-time implementation of a continuous system with a pole in
jhω0.

tem by the transformation z = esTs , the discrete-time system
described by

Gh(z) =
�yαβ(z)
�uαβ(z)

=
1

z − ejhω0Ts
(20)

is the discrete-time version of a continuous time system with a
pole in jhω0. Fig. 7 shows the αβ implementation of (20). In
what follows, (20) will be used to implement the controller.

Fig. 8 shows the proposed current controller responsible for
synthesizing the signal �uαβ

c (k) in Fig. 6. It is composed of the
resonant sections (20), according to the guidelines presented
in the preceding section. Again, for simplicity, the harmonic
controller includes only two ROGIs, resonating at frequen-
cies −5ω0 and +7ω0, but the design procedure detailed in
what follows is general and allows to include more resonant
sections. Note in Fig. 8 the presence of the signal xb(k) =
(τ/Ts)�uαβ

c (k − 1), defined in Fig. 6 (bottom). This signal must
be included in the controller, in order to perform full state
feedback. The processing delay is thus included as an additional
state of the system to stabilize.

Considering, for the time being, �iαβ
REF and �η(k) as two ex-

ternal perturbations that do not affect the closed-loop stability,
then the open-loop system (K = KP = K1p = . . . = K7p =
0) composed by Figs. 6 and 8 can be described as

x(k + 1) = Ax(k) + B�uαβ
c (k) (21)

where A ∈ C
(2+r)×(2+r) (r being the number of ROGIs in-

cluded in the controller)

A =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 Ts

L 0 0 0 · · · 0
0 0 0 0 0 · · · 0
1 0 ejω0T 0 0 · · · 0
1 0 0 e−jω0T 0 · · · 0
1 0 0 0 e−j5ω0T · · · 0
...

...
...

...
...

. . . 0
1 0 0 0 0 0 e±jnω0T

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

B =
[

(Ts−τ)
L

τ
Ts

0 . . . 0
]T

x = [xa xb x1p x1n x5n . . . ]T .

The signal �uαβ
c (k) in Fig. 8 is synthesized as a linear combi-

nation of the states �xb, �xa, �x1p, . . . , �x7p, through appropriate
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Fig. 8. Controller implementation in the discrete-time domain.

feedback gains K,KP ,K1p, . . . ,K7p. By imposing the feed-
back law

�uαβ
c (k) = −LTx(k) (22)

with LT = [KP K K1p K1n . . . . . . K7p], the closed-loop sys-
tem results in

x(k + 1) = (A − BLT)x(k) = ACLx(k) (23)

where ACL = A − BLT. By using any tool from control
theory of linear systems, it is possible to choose the gain
vector L in order to achieve the desired closed-loop behavior
of the system. For example, since the system is controllable,
Ackermann’s formula or any other pole placement technique
can be applied, to locate the eigenvalues of ACL on appropriate
values. Placing the 2 + r eigenvalues at the origin, for example,
dead beat response can be achieved, where the output converges
to the desired value in 2 + r steps. Another possible strategy to
choose L is the use of linear quadratic regulator (LQR) theory.
This strategy frees the designer from choosing the location of
the closed-loop poles and generally produces a robust closed-
loop system. In LQR theory, L must be chosen to minimize the
cost function

J =
∞∑

k=0

xH(k)Qx(k) + R
∣∣�uαβ

c (k)
∣∣2 (24)

where (.)H denotes transpose conjugate, Q ∈ C
(2+r)×(2+r)

is a Hermitian matrix, and R ∈ R denotes weighting fac-
tors. The solution is obtained by solving Riccati’s algebraic
equation [44].

Note that, for computing the feedback gains L, the constant
kn present in Fig. 8, necessary for selecting one of the three

Fig. 9. Frequency response: |Gi(e
jωTs)|, |Gη(ejωTs )|. (a) BCI (kn =

0). (b) CPI (kn = −1). (c) MPI (kn = 1). (d) Grid disturbance rejection
capability.

described active power injection strategies, is not involved. This
enables to choose online the strategy that best suits the DPGS
current operating condition, simply by choosing the right kn

value for computing the �e1 signal in Fig. 8.

B. System Analysis

Consider now the presence of the inputs�iαβ
REF and �η(k). The

closed-loop system is described as

x(k + 1) =ACLx(k) + Bi
�iαβ
REF(k) + Bη�ηαβ(k) (25)

�iαβ(k) =Cx(k) (26)

where

Bi =
[
KP (Ts − τ)

L

τKP

Ts
− 1 − kn 0 . . . 0

]T

Bη =
[
Ts

L
0 0 . . . 0

]T

C = [1 0 0 . . . 0]T .

Using the Z transform, the transfer functions Gi(z) =
�iαβ(z)/�iαβ

REF(z) and Gη(z) =�iαβ(z)/�ηαβ(z) for the closed-
loop system (25) and (26) are found. The frequency response
of each can be obtained using the mapping z = ejωTs . These
frequency responses (evaluated for the three proposed strate-
gies) are shown in Figs. 9 and 10 for a typical current controller
composed of r = 6 resonant sections tuned at frequencies hω0,
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Fig. 10. Frequency response: arg[Gi(e
jωTs )].

h = +1,−1,−5,+7,−11, and −13, designed for L = 3 mH
and τ = Ts = 200 μs. Note in Fig. 9(a)–(c) that Gi(z) has
zeros at harmonic orders h = −11,−5, 7, 13, meaning that the
controller removes from�iαβ , as explained before, all the com-
ponents present in �iαβ

REF = g�vαβ
s that have those frequencies.

Note also that the three transfer functions present unity gain and
zero phase shift for the sequence h = 1 (the latter is shown in
Fig. 10, point A). This confirms that�iαβ includes an exact copy
of the fundamental positive sequence component of�iαβ

REF .
As was said, the different behavior between the three con-

trollers lies in the treatment done on the negative sequence
component h = −1 present in�iαβ

REF. Whereas the BCI strategy
eliminates such component from the output [zero at h = −1
in Fig. 9(a)], the CPI and MPI strategies include it in the
output without magnitude change [unity gain at h = −1 in
Fig. 9(b)–(c)]. In the MPI strategy, it appears without phase
change (point B of Fig. 10), and in the CPI strategy, it appears
with a phase change of 180◦ (point C of Fig. 10).

Fig. 9(d) shows the controller ability to reject all com-
ponents at frequencies hω0, h = −11,−5,−1, 1, 7, and 13
present in the disturbance �ηαβ . Note that the transfer func-
tion Gη(z)|z=ejωTs has zeros at such frequencies, confirming
[alongside (19)] that the presence of these components in �vαβ

s

does not affect the�iαβ current.

V. SIMULATION RESULTS

A system similar to that shown in Fig. 1 was simulated.
Instead of an inductor, an LCL ripple filter was used as output
filter (L1 = 2.4 mH VSC side, L2 = 2.9 mH line side, and
C = 4.7 μF with equivalent series resistance of 4.7 Ω). In order
to evaluate the performance of the controller to unmodeled
dynamics, the dynamics of this LCL filter are not considered
in the controller design [45]. As the parallel branch of the LCL
filter is practically an open circuit at fundamental frequency,
the controller is designed considering L = L1 + L2. The space
vector PWM (SV-PWM) was implemented with a 20-kHz
carrier frequency, the sampling period was Ts = 200 μs, and
the processing delay was τ = Ts. For the simulations, a low

Fig. 11. NOC and SVUC waveforms. (a) Phase voltages. (b)–(d) Injected
currents.

sampling rate and a large processing delay were used, in order
to verify the good performance of the proposed algorithm in
highly adverse conditions. In practical applications involving
modern fixed-point DSPs (as the one used to obtain the exper-
imental results of this paper), these conditions are often more
relaxed.

First-order antialiasing filters in the measured signals were
included (2.34-kHz cutoff frequency). The current sensors were
saturated at ±15 A. The dc bus voltage was 600 V. The grid
voltage (220 V rms per phase) was contaminated by harmonics
of orders 5th (3.5%), 7th (3.5%), 11th (1%), and 13th (0.25%).
The controller was designed with ROGIs tuned at frequen-
cies hω0, h = +1,−1,−5,+7,−11, and +13 using the LQR
method, with R = 10, and Q = diag [10 10 1 1 1 1 1 1], where
diag stands for diagonal matrix.

Fig. 11 shows the phase voltages. As the simulated dc bus
voltage is assumed to come from a constant power source, the
control loop of the bus voltage was not implemented, and g =
0.027 Ω−1 was imposed in (11). During (t ≤ 0.1 s), the three
controllers operate in NOC, with a voltage imbalance of 5%.
During (t > 0.1 s), the three controllers are subject to SVUC
produced by a short circuit between one phase and neutral.
In NOC, the three controllers produce sinusoidal currents with
very low harmonic content (THD = 0.88%). In SVUC, the BCI
controller is the only one that produces balanced currents. Note
that, in SVUC, the currents synthesized by the three controllers
are contaminated with harmonics. These harmonics are caused
by the grid voltage components at h = +5,−7,+11, and −13,
which become significant in SVUC and cannot be rejected by
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Fig. 12. Injected instantaneous active power. (a) Injected power (NOC).
(b) Injected power (SVUC).

the controller. As explained before, these sequences can be
canceled out if additional ROGIs are provided to the controller.
Note, however, that the improvement of the THD in NOC would
be negligible and would require, in this case, increasing the
system complexity from 16 states to 24 states. This is a major
complication to improve an occasional situation of very short
duration, as is the DPGS operation in SVUC.

Fig. 12 shows the instantaneous active power injected. Note
that the CPI strategy is the only one that eliminates the 2ω0

power ripple, even during SVUC.
With the chosen g = 0.027 Ω−1 value and V1− = 0.05V1+

and |V1+| = 380 V, according to (13), the twice fundamental
frequency ripple using the BCI strategy is around 194 W,
whereas using the MPI strategy, according to (17), this value
doubles. These facts are evidenced in Fig. 12.

VI. EXPERIMENTAL RESULTS

Fig. 13 shows the experimental setup. A three-phase isolation
transformer in connection DY1 with 132/380 V, 50 Hz, and
6 kVA was used. The available measurements were the currents
isa and isb, the bus voltage VDC, and the line voltages Vca

and Vcb. The VSC bus voltage was 400 V. An LC ripple filter,
whose parameters are shown in Fig. 13, was used. The primary
leakage equivalent inductance (VSC side) of the transformer
was 120 μH. The SVUC was caused by shorting one phase of
the transformer secondary to the neutral grid point, by means
of a selector switch S (producing thus the condition vs = 0).
The controller was implemented with ROGIs tuned at hω0,
h = +1,−1,−5,+7,−11,+13,−17,+19,−23,+25. Due to
the large controller bandwidth, the discrete-time model of the
antialiasing current measurement filter was added to the plant
model (Fig. 6). The cutoff frequency of this filter was 2.34 kHz.
The system complexity was then of 26 states. The controller
was implemented in a fixed-point DSP TMS320F2812. The
SV-PWM was implemented with a 20-kHz carrier frequency,
the sampling period was Ts = 100 μs, and the processing

Fig. 13. Experimental setup.

Fig. 14. Implemented system.

delay was τ = Ts/2. Fig. 14 shows the system hardware
implementation.

Fig. 15 (top) shows the phase voltages applied (THD =
4.5%). These voltages were measured with respect to the
virtual neutral obtained from the three-phase balanced resistive
load of 250 Ω shown in Fig. 13. Fig. 15 (bottom) shows
the currents injected by the BCI strategy (resulting THD =
2.5%). Both correspond to NOC. In this condition, the injected
currents for the CPI and MPI strategies were virtually identical
to those in Fig. 15, which is the reason why their graphs
were omitted. Fig. 16 shows the measured phase voltages
(top) along with the currents injected by each controller, in
SVUC (vs = 0). As expected, the BCI strategy is the only
one that produces a balanced current set. Note that the MPI
strategy yields currents in phase with the grid phase voltages.
Also, as was predicted, all currents show harmonic conta-
mination produced by the �v−

h term. Note that, to eliminate
these harmonics, it would be necessary to add ROGIs tuned
at hω0, h = +5,−7,+11,−13,+17,−19,+23,−25 (or to use
SOGIs), which would increase the system complexity from the
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Fig. 15. Experimental results: Phase voltages and currents for the BCI strat-
egy in NOC (vertical scale: 100 V/div, 25 A/div; horizontal scale: 5 ms/div).

Fig. 16. Experimental results: Phase voltages and currents in SVUC (vertical
scale: 50 V/div, 50 A/div; horizontal scale: 5 ms/div).

actual 26 states to 42 states. Nevertheless, the benefit in NOC
would be negligible. Fig. 17 shows the power injected by each
controller in SVUC. Note that the CPI strategy is the only one
that is 2ω0 ripple free.

VII. CONCLUSION

A ROGI-based current controller suitable for DPGS has been
proposed. It is integrally implemented in the αβ stationary ref-
erence frame, without using coordinate changes. The controller
integrates the three basic functions required in DPGS: power
quality, grid synchronization, and successful handling of severe
voltage unbalanced conditions. It also allows to choose between

Fig. 17. Experimental results: Instantaneous injected power in SVUC (hori-
zontal scale: 5 ms/div).

three different strategies for active power injection. This is all
done with a very low computational effort and without requiring
any dedicated synchronization algorithm. A discrete-time de-
sign of the controller, which includes the DSP processing delay
as part of the plant model, was also presented. The methodology
facilitates the tuning of controller gains, even when the number
of controller states involved is high. The presented experimental
results confirm the validity of the proposed algorithms.
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