
1 23

Journal of Intelligent & Robotic
Systems
with a special section on Unmanned
Systems
 
ISSN 0921-0296
 
J Intell Robot Syst
DOI 10.1007/s10846-015-0329-5

3D Formation Control of Autonomous
Vehicles Based on Null-Space

Claudio Rosales, Paulo Leica, Mario
Sarcinelli-Filho, Gustavo Scaglia &
Ricardo Carelli



1 23

Your article is protected by copyright and all

rights are held exclusively by Springer Science

+Business Media Dordrecht. This e-offprint

is for personal use only and shall not be self-

archived in electronic repositories. If you wish

to self-archive your article, please use the

accepted manuscript version for posting on

your own website. You may further deposit

the accepted manuscript version in any

repository, provided it is only made publicly

available 12 months after official publication

or later and provided acknowledgement is

given to the original source of publication

and a link is inserted to the published article

on Springer's website. The link must be

accompanied by the following text: "The final

publication is available at link.springer.com”.



J Intell Robot Syst
DOI 10.1007/s10846-015-0329-5

3D Formation Control of Autonomous Vehicles
Based on Null-Space

Claudio Rosales · Paulo Leica ·
Mario Sarcinelli-Filho ·Gustavo Scaglia ·
Ricardo Carelli

Received: 16 December 2014 / Accepted: 28 December 2015
© Springer Science+Business Media Dordrecht 2016

Abstract This paper proposes a new algorithm for
controlling a formation of multiple autonomous aerial
vehicles based on multiple control objectives. The
strategy includes using the null space of a Jaco-
bian matrix to achieve the different control objectives
in a non-conflicting way. The mission is split into
two elementary tasks, with suitable command refer-
ences generated for each robot. The commands for
each task are combined through a hierarchical method
by using the projection of commands onto the null
space. The incorporation of ground vehicles in the
control scheme is also considered, thus extending the
proposed scheme for controlling heterogeneous for-
mations. The stability analysis of the control system
shows that such a system is asymptotically stable,
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and experimental results validate the proposed control
system.
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1 Introduction

Formation control of aerial vehicles has become an
area of great interest in the robotics community. This
new field is motivated by the possibility to accom-
plish tasks that a single vehicle is not able to perform,
by means of replacing it by a group of aerial robots
of smaller capability. Effectively, the use of multiple
robots has several advantages, such as cost reduction,
increased strength, better performance and efficiency
[18]. Instead of designing a single powerful robot, a
multi-robot system (MRS) can be designed, gener-
ally, in a simpler and more economical way [12]. The
ability to control vehicles working cooperatively is a
main challenge for researchers of robotics and arti-
ficial intelligence areas. Interesting results have been
published in the literature [19].

An aerial formation can be defined as a set of two or
more aerial vehicles flying together, whose dynamic
states are coupled through a common control law.
This coupling can be expressed in terms of transla-
tional and/or rotational degrees of freedom, as well as
position or velocity [16].
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A preliminary classification of multi-robot systems
based on the type of control establishes them as cen-
tralized or decentralized systems. The main character-
istic of a centralized system is that a single processing
unit makes decisions and communicates with all vehi-
cles in the team. Since the central unit stores a lot
of information, it is more efficient for obtaining solu-
tions. A disadvantage, however, lies on the fact that the
central unit will be continuously receiving data from
the robots, with the possibility of causing congestion
by imputing large data volume, therefore reducing the
speed of decision making. In the worst case, if the
central unit fails, the whole system will stop operat-
ing, because the robots are not capable of making any
decision by themselves [8]. On the other hand, in a
decentralized system, each UAV (Unmanned Aerial
Vehicle) is capable of communicating and sharing
information among themselves. However, and in gen-
eral, since each vehicle is assigned to do a specific
portion of the whole objective, each aircraft will be
able to accomplish only that part of the control objec-
tive, with no knowledge about the other robots’ tasks.
This type of control system is more dynamic and faster
without needing to send out or to store information.
Other advantages are greater robustness in case of an
UAV failure, system scalability, fewer communication
requirements and distributed computational effort.

Basically, in the literature, there are three structures
for controlling multi-robot systems, namely leader-
follower structure, behaviour-based methods and vir-
tual structures, each of them with their respective
advantages and disadvantages. For example, in the
leader-follower structure, a robot is considered the
leader while the other ones are followers [9, 10]. In
this structure each follower deals its information with
the leader, but knows nothing about the other fol-
lowers’ information. The leader has no information
about the followers either. Therefore, if the leader
fails there will be no way to ensure that the control
objective be reached. However, this structure is easy
to understand and implement. In the second case, the
behaviour-based structure, the behaviour of the UAV
formation is defined as a combination of individual
behaviour of each member [6]. The main question of
this approach is how to formalize it mathematically. In
difficult setting, it may not be ease to ensure the con-
vergence of the formation to the desired objectives. In
the third approach, the virtual structures imply estab-
lishing geometric relationships that will remain rigid

between the robots and the referential system, which
can be a virtual point or a virtual robot. Neverthe-
less, an advantage of this method is that the virtual
leader never fails. Therefore, the formation will be
kept during the entire task.

A control scheme based on a virtual structure is
presented in [11], called cluster space control. The
position control (or trajectory-tracking control) is per-
formed by considering the centroid of the geometric
structure (a triangle) correspondent to a formation of
three robots on the plane. In [1], such a control scheme
is extended to non-planar robots, but considering a
formation of just two robots. In [7], an inherent prob-
lem of centralized control systems, i.e. its scalability,
is addressed. More specifically a technique was devel-
oped to allow a generalization, which not discussed
in [11], by extending the control approach to a team
of n > 3 robots. Obstacle avoidance by the forma-
tion was also considered, by enabling the structure
be momentarily modified, thus allowing an flexible
behaviour of the formation while moving.

Nowadays, robots tasks require a large volume of
real-time computation, generally involving multiple
subtasks, such as manipulation, exploration, obsta-
cle avoidance, etc. This means that different control
objectives should be achieved at the same time, some-
times causing conflicts of interest among them and
the pre-assigned priority order. In [2], a number of
control schemes are discussed, which split the control
problem into several sub-problems that are eventu-
ally solved individually. Therefore, the primary and
most important objective will be considered a mini-
mum norm solution obtained by the pseudo-inverse of
the Jacobian associated to the problem, whereas the
secondary objectives are projected onto the null space
of such Jacobian. The main advantage of this control
scheme is that it guarantees that the main objec-
tive is obtained, while the lower hierarchy objectives
are projected onto the null space thus not generat-
ing any conflict with the primary objective [4]. This
concept was presented in [3] for generic robotic con-
trol systems, and in [5] to the control of multi-robot
systems.

The present paper proposes to develop a centralized
position and trajectory-tracking controller for an 3D

UAV formation, based on the null space approach. The
contribution of the work lies on using the null space-
based control technique for controlling a 3D virtual
structure formation, with the mission being partitioned
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into several non conflicting tasks for better formation
task performance.

2 Null-space Based Control

Generally a mission may involve one or more robots,
who individually or collectively achieve a certain
amount of tasks at a given instant of time. Several con-
trol schemes have been proposed (with their advan-
tages and disadvantages) in the literature. One of them
is the behavioural-based control, which proposes split
the control objective into several sub-objectives and
then solve each of them individually, to finally com-
bine the outputs of each controller to get the command
to be sent to the robots.

The null space-based control is a behavioural-based
control, in the sense that it considers different con-
trol subsystems. Such an approach is derived from
the inverse kinematics solution of redundant industrial
manipulators. For a redundant system, there are infi-
nite solutions for a single solution, and this fact is used
to introduce secondary objectives to be achieved in the
null space of the primary task.

Defining q ∈ �m as the set of variables to be
controlled and x ∈ �3n as the positions of each one
of the n aerial robots of the formation, the relationship
between both sets of variables is defined as

q = f(x), (1)

with the corresponding differential relationship

q̇ = ∂f(x)

∂x
ẋ = J(x)ẋ, (2)

where J(x) ∈ �m×3n is the Jacobian matrix asso-
ciated to such mapping, which relates the robots
velocities with the variations of the task variables.

An effective way to generate a reference motion for
each robot xd,i(t) from a desired value of the task vari-
ables qd,i(t) is to invert the kinematic relationship (2).
A typical requirement is to pursue the minimum norm
speed, leading to the least-squares solution. For matri-
ces with more columns than rows, which is common
in formation control, where 3n > m, it is defined the
right pseudo-inverse matrix

ẋd = J †q̇d = J T (JJ T )−1q̇d , (3)

where J † is the right pseudo-inverse of the Jacobian
matrix J(x). The reference position can be obtained by

integrating ẋd in (3) and using the closed loop inverse
kinematics algorithm

ẋd = J †(q̇d + λq̃), (4)

where λ is a positive definite gain matrix used to adjust
the response, and q̃ = qd − q is the error associated to
the task.

Projecting each speed onto the null space created
by the Jacobian matrix of the higher-level task, the
competition between the sub-tasks becomes a solved
problem. However, one needs to calculate the desired
velocity for each task, given by

ẋid = J
†
i (q̇id + λiq̃i), (5)

where i denotes the i − th task. The index can also
indicate the task priority, so the task number 1 has
higher priority, in comparison with the other tasks.
Solving each task individually it is possible to com-
bine them to obtain a general solution, similarly to the
behavioural-based approach. For the case of two tasks,
results

ẋd = J
†
1 (q̇1d +λ1q̃1)+(I −J

†
1 J1)J

†
2 (q̇2d +λ2q̃2), (6)

where I is an identity matrix of appropriate dimen-
sion. Each sub-task is computed individually, then,
its contribution to the overall system speed is added.
The velocities of the lower-level tasks are projected
onto the null space of the immediate superior task,
thus removing the component which can have conflict
with this. Therefore, the high priority task is always
achieved, and the lower ones are met if they do not
conflict with the task of higher priority.

3 Formation Representation

This section presents the direct and inverse transfor-
mations that describe a three UAV formation. These
relationships allow defining the characteristics of the
multi-robot system, such as position, shape and orien-
tation, as a function of the robots’ positions or vice
versa.

In [11],a representation of a multi-robot system and
a control structure called “cluster space control” are
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presented. This approach considers a ground-based
triangular formation of three mobile robots.

3.1 Direct Kinematic Transformation

Figure 1 shows the referential frames that represent an
aerial UAV formation, specifically, the inertial and the
mobile frames related to the formation triangle. All
measurements are referred to the inertial frame < I >,
corresponding to axes I x, I y and I z (such as the for-
mation variables and robot poses). The origin of the
formation frame < F > (whose axes are F x, F y and
F z) is chosen to coincide with the centroid of the tri-
angle, and this moving frame allows determining the
relative orientation respective the fixed frame.

The formation variables were chosen to represent a
three-robot system in 3D, in such a way that the main
characteristics of the formation can be distinguished
clearly. To determine the MRS position PF , the cen-
troid of the triangle was chosen as the representative
reference of the system, and can be expressed as

PF =
⎡
⎣

xF

yF

zF

⎤
⎦ =

⎡
⎢⎢⎢⎢⎢⎢⎣

x1 + x2 + x3

3
y1 + y2 + y3

3
z1 + z2 + z3

3

⎤
⎥⎥⎥⎥⎥⎥⎦

. (7)

The shape variables of the formation are defined as
SF , and corresponds to the distance between robots R1

and R2; the distance between robots R1 and R3, and

the angle ̂R2R1R3, which is equivalent to the distance
R2 − R3, following the cosine theorem.

SF =
⎡
⎢⎣

d1

d2

βF

⎤
⎥⎦=

⎡
⎢⎢⎢⎣

√
(x1 − x2)2 + (y1 − y2)2 + (z1 − z2)2√
(x1 − x3)2 + (y1 − y3)2 + (z1 − z3)2

arccos
d2

1 + d2
2 − d2

3

2d1d2

⎤
⎥⎥⎥⎦ ,

(8)

where d3 = √
(x2 − x3)2 + (y2 − y3)2 + (z2 − z3)2

represents the distance R2 − R3.
Finally, the triangle orientation with respect to the

inertial frame needs to be calculated, but by firstly
defining the formation frames. The axis F x is con-
sidered as extending from the centroid of the triangle
out to the robot position R1. Axis F z is perpendicular
to the three UAV plane, and the third one F y is con-
sequently defined in order to complete the formation
frame.
F x = R1 − PF = [x1 y1 z1]T − [xF yF zF ]T (9)
F z = (R1 − R2) × (R1 − R3) (10)
F y = F z × F x. (11)

According to [17], the Tait-Bryan angles (pitch, roll
and yaw) relating both reference frames are stated as

φF = arctan

F

C
R21

F
CR11

= arctan
F
x(y)

F x(x)

θF = −arcsinF
CR31 = − arcsinF x(z)

ψF = arctan

F

C
R32

F
CR33

= arctan
F
y(z)

F z(z)

. (12)

Fig. 1 Formation variables. a Normal view of the formation. b Top view of the formation
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where R is the rotation matrix that relates both frames.
(7), (8) and (12) represent the direct kinematics of
the system, which allows characterizing the formation
from the positions of each robot.

By differentiating these equations, the direct differ-
ential kinematics is obtained with the Jacobian matrix,

q̇ = J(x)ẋ (13)

Note that (13) allows relating the time variations
(velocities) of the formation variables respecting the
robot variables, in a way of resembling a mapping
between two spaces.

3.2 Inverse Kinematic Transformation

The previous subsection presented a 3D character-
ization of a 3 UAV formation, starting from the
positions of each robots and their differential rela-
tion. However, sometimes it is necessary to calculated
the inverse relationship, i.e. to determine the posi-
tions of the individual robots by starting from the
formation variables.

By expressing the positions of robots R2 and R3

referred to robot R1, and the position of robot R1 with
respect to the origin, it results

x1 = xF + 2

3
hF cos θF cos ψF

y1 = yF + 2

3
hF (sin φF sin θF cos ψF −cos φF sin ψF )

z1 = zF − 2

3
hF (cos φF sin θF cos ψF +sin φF sin ψF )

x2 = x1 − d1 cos θF cos(α + ψF )

y2 = y1 − d1 cos φF sin(α + ψF )

− d2 sin φF sin θF cos(α + ψF )

z2 = z1 + d1 sin φF sin(α + ψF )

+ d2 cos φF sin θF cos(α + ψF )

x3 = x1 − d2 cos θF cos(βF − α − ψF )

y3 = y1 + d2 cos φF sin(βF − α − ψF )

− d2 sin φF sin θF cos(βF − α − ψF )

z3 = z1 − d2 sin φF sin(βF − α − ψF )

+ d2 cos φF sin θF cos(βF − α − ψF )

(14)

where hF =
√

1
2

(
d2

1 + d2
2 − 1

2d2
3

)
is the distance

between R1 and the central point of the segment

R2R3 passing through the point (xF , yF , zF ), and

α = arccos
d2

1 + d2
2 − d2

3

4
2d1d2

.

If φF = 0 and θF = 0 is complied, which is
the case for ground-based robot formation, (14) turns
to be equal to the corresponding one of [11]. This
means that the equations presented in [11] represents
a particular case of (14).

By differentiating the above equations, the direct
differential kinematics is obtained

ẋ = J−1
(q) q̇, (15)

where J−1 is the inverse Jacobian matrix, which
allows relating the variations from of the formation
variables respecting each robot velocity.

3.3 Constraints in Formation Variables

The above equations represent a transformation
T : �9 → �9 in which (7), (8) and (12) character-
ize the forward direction, whereas (14) characterizes
the inverse direction. However, there are natural con-
straints in the formation because, necessarily, the alti-
tude of each robot must be zi ≥ 0 ∀t > 0, where
i = 1, 2, 3. These constraints can be expressed as

z1 ≥ zF − 2

3
hF (cφF sθF cψF + sφF sψF )

z2 ≥ z1 + d1 sin φF sin(α + ψF )

+ d2 cos φF sin θF cos(α + ψF )

z3 ≥ z1 − d2 sin φF sin(βF − α − ψF )

+ d2 cos φF sin θF cos(βF − α − ψF ) (16)

The inequality becomes an equality for ground
robots. If the MRS is formed with aerial robots, zi > 0
∀t > 0, for i = 1, 2, 3. The references’ planner
should take into account said restrictions to prevent
any accident because, if these constraints are not met,
the altitude of at least one robot could be negative in
its attempt to reach the formation references.

4 Formation Control

The interest of adopting a null-space approach is
motivated by its capability of treating separately the
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Fig. 2 Structure of the control scheme used in the experiments run

set of variables that define the formation’s orienta-
tion and shape from those that determine its posi-
tion in 3D. Note that these separated calculations
give rise to two different control systems. Finally,
both task are combined to generate the correspond-
ing control actions. An advantage of such splitting-
plus-combination approach is that it allows obtaining
different behaviours, depending on the order of the
partial tasks to be executed by the controller structure.

4.1 Controlling the Shape and Orientation

The proposed shape and orientation controller is used
to define the geometric shape and relative orientation
of the multi-robot system.

Next, the shape and orientation variables are anal-
ysed and the Jacobian matrix in (13) is split, by
taking just those rows that relate shape and orientation
variables, with the robot formation speed

q̇1 = J1ẋ, (17)

where q1 = [d1 d2 βF φF θF ψF ]T and

J(x) =

⎡
⎢⎢⎢⎢⎢⎢⎣

∂d1

∂x1

∂d1

∂y1

∂d1

∂z1
· · · ∂d1

∂x3

∂d1

∂y3

∂d1

∂z3
...

...
...

. . .
...

...
...

∂ψF

∂x1

∂ψF

∂y1

∂ψF

∂z1
· · · ∂ψF

∂x3

∂ψF

∂y3

∂ψF

∂z3

⎤
⎥⎥⎥⎥⎥⎥⎦

.

(18)

Fig. 3 The AR.Drone 2.0
quadrotor and the
coordinate systems adopted
({w} and {b} are the global
and the body coordinate
systems, respectively)
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Fig. 4 A snapshot of the 3 Ar.Drones during the experiment

The controller proposed for q1 variables is

ẋd = J
†
1

(
q̇1d + L1 tanh

(
k1L

−1
1 q̃1

))
, (19)

where L1 and k1 are positive diagonal matrices that
allow tuning the system response. The set of vari-
ables q̇1d represents the desired time variation of
shape and orientation variables, whereas q̃1 stands
for the control error of these variables and ẋd are
the velocity references of each robot. The term
tanh is used to ensure the saturation of the veloc-
ity calculated by the controller, so as to guarantee
that the vehicles can perform the computed control
actions.

Table 1 References used in the experiment for the trajectory to
be tracked and the formation variables

Formation variable 0 − 30[sec]

xF

4t

15
[m]

yF sin

(
t

15

)
[m]

zF 2 [m]
pF 3.5 [m]
qF 3.5 [m]
βF π/3 [rad]
φF 0 [rad]

θF -
π

18
[rad]

ψF 0 [rad]

4.2 Controlling the Position of the Centroid

This controller allows heading the formation’s cen-
troid to its reference, in positioning or trajectory-
tracking tasks.

The 3 rows of the Jacobian matrix of (13) not
included in J1 relates the time variation of the centroid
position to the velocity of each robot. This sub-matrix
is a new Jacobian matrix, namely J2, for which just
the centroid variables are considered

q̇2 = J2ẋ, (20)

Fig. 5 Time evolution for
the shape variables
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Fig. 6 Time evolution for
the orientation variables
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where q2 = [xF yF zF ]T . The proposed controller
for the trajectory tracking and positioning task for the
centroid is

ẋd = J
†
2

(
q̇2d + L2 tanh

(
k2L

−1
2 q̃2

))
, (21)

where L2 and k2 are positive diagonal matrices that
allow tuning the system response. The variable q̇2d

represents the desired time variation of shape and
orientation variables, whereas q̃2 represents the con-
trol error for these variables and ẋd are the velocity
references of each robot in the formation. The term

tanh is used once more to guarantee the saturation of
velocities calculated by the controller.

4.3 Formation Controller

Once both formation tasks are solved independently,
it is necessary to combine them. As proposed here,
the null-space approach will be used in order to pre-
vent any conflict between the solutions from both
controllers. Sometimes it is more important to con-
trol the shape and orientation of the formation instead

Fig. 7 Time evolution for
the position variables
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Fig. 8 The two cases of
UAV-UVG formations dealt
with in this work

of its position. Or vice versa. In this paper, the con-
trol of shape and orientation is considered the most
important task, while position control is the secondary
task.

To consider the entire control of the formation, the
solution of the higher priority task, i.e. the shape and
orientation control, will be projected on the row space
of the Jacobian matrix of (13), whereas the centroid
position control task will be projected into the null
space of such matrix. Notice that both tasks can be
fulfilled simultaneously, but the null-space based con-
trol does not guarantee that the lower priority task (the
secondary one in this case) is accomplished with the
optimal velocity [13].

Table 2 References adopted for controlling the 2UAV-1UGV
formation

Formation 0 − 40[sec]
variable

xF 4 sin(0.5t) [m]
yF 4 cos(0.25t) [m]

zF

2hF

3
(cos φF sin θF cos ψF +sin φF sin ψF )

∼= 1.3 [m]
pF 4 [m]
qF 4 [m]

βF

π

2
[rad]

φF π/32 [rad]

θF −π

3
[rad]

ψF

π

16
[rad]

Thus, the complete controller proposed to accom-
plish both task simultaneously will be

ẋd = J
†
1

(
q̇1d + L1 tanh

(
k1L

−1
1 q̃1

))

+
(
I−J

†
1 J1

)
J

†
2

(
q̇2d + L2 tanh

(
k2L

−1
2 q̃2

))
, (22)

which represents the two controllers dealt with in the
two previous subsections.

4.4 Stability Analysis

In this section the stability of the whole system, when
using the proposed controller, is discussed. First of all,
lets recall that for any matrix A ∈ Rm×n, the null
space and row space are orthogonal subspaces of Rm.
Analogously, the left null space and the column space
are also orthogonal subspaces of Rn. The following
analysis also assumes perfect velocity tracking (ẋ =
ẋd ) for each individual robot in the formation.

The first step is an analysis of the primary objec-
tive, i.e. shape and orientation control. By multiplying
both members of (22) by J1, which is supposed to be

full rank, and by noting that J1

(
I − J

†
1 J1

)
= 0, i.e.

the column space and the null space are orthogonal, it
results

q̇1 = q̇1d + L1 tanh
(
k1L

−1
1 q̃1

)
, (23)

where q̃1 = q1d − q1. Consider the Lyapunov candi-
date function

V(q1) = 1

2
q̃T

1 q̃1, (24)
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whose time derivative, after some operations will be

V̇(q1) = q̃T
1

˙̃q1 = −q̃T
1 L1 tanh

(
k1L

−1
1 q̃1

)
. (25)

Since L1 and k1 are positive definite matrices, V̇ will
be negative definite, therefore resulting that q̃1 → 0
with t → ∞.

The lower level task can be accomplished only if it
does not pose any conflict with the higher level task.
In order to analyse the secondary task, i.e. the centroid
position control, lets multiply by J2 both members of
(22), resulting in

ẋd = J2J
†
1

(
q̇1d + L1 tanh

(
k1L

−1
1 q̃1

))

+J2

(
I −J

†
1 J1

)
J

†
2

(
q̇2d +L2 tanh

(
k2L

−1
2 q̃2

))
. (26)

Because both task are not conflictive one another,
the range of J1 is orthogonal to the range of J2 and
J2J

†
1 = 0, or

R
(
J

†
2

)
⊥ R

(
J

†
1

)
. (27)

By substituting this result in (26),

q̇2 = q̇2d + L2 tanh
(
k2L

−1
2 q̃2

)
. (28)

Consider the Lyapunov candidate function

V(q2) = 1

2
q̃T

2 q̃2, (29)

whose time derivative, after some operations, allows
concluding that q̃2 → 0 with t → ∞.

5 Experimental Results

The control strategy here proposed was implemented
in laboratory experiences in order to validate it. The
structure of the control system it is shown in Fig. 2,
where the two control levels, i.e. the formation con-
trol level and the individual robots control level, are
clearly seen. With the first one, the references for
position and velocity of each robot are generated,
depending on the error in formation variables. In the
second control level, each robot in the formation has a
dynamic controller associated to it, in order to enable
them to reach the references generated by the first con-
trol level. In the experiments, the dynamic controller
based on linear algebra, proposed in [14], was adopted
as the controller associated to each robot.

The experimental platform chosen in this work is
the AR.Drone quadrotor, from Parrot Inc., version 2.0,
shown in Fig. 3, altogether with the adopted coor-
dinate systems. Such a platform is an autonomous
aerial vehicle (a rotor-craft) commercialized as a hi-
tech toy, originally designed to be controlled through
smartphones or tablets via Wi-Fi network, with spe-
cific communication protocols [15]. Therefore, in our
experiments we used a Wi-Fi network with three

Fig. 9 Evolution of the
formation composed by 1
UGV and 2 UAVs in the 3D

space
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AR.Drones and a central computer. Once the three
robots send their position to the central computer, it
calculates the inverse kinematics (the formation vari-
ables based on the positions of the robots), compares
it with the formation references and, finally, the con-
trol error is obtained. Next, the controllers associated
to each robot generate the control actions to be Wi-
Fi transmitted to each corresponding robot in the
formation.

Figure 4 shows the aerial multi-robot system oper-
ating during the experiment. The experience was a
trajectory-tracking one. Table 1 describe the trajec-
tory. Since the laboratory where the experiment was

run is a small place, the flight times were short, limited
to 30 s, for safety reason.

Figure 5 shows the time evolution of both the
desired and the real shape variables, whereas Fig. 6
shows the time evolution of the orientation variables.
Figure 7 shows the time evolution of the position
variables. It can be noted in all graphics that all real
values tend to the reference, with small error, which is
due to the differences between model parameters used
in the dynamic controller (see [14]) and those ones of
the real model. Nevertheless, is always verified that
the control system is stable, thus guarantee that all
errors are bounded.
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Fig. 10 Control errors for a 2UAV-1UGV formation
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Table 3 References adopted for controlling the 1UAV-2UGV
formation

Formation variable 0 − 40[sec]

xF 4 sin(0.5t) [m]
yF 4 cos(0.5t) [m]
zF − hF

3 sin θF cos ψF
∼= 0.8 [m]

pF 4 [m]
qF 4 [m]

βF

π

2
[rad]

φF 0 [rad]

θF −π

3
[rad]

ψF

π

16
[rad]

6 UAV-UGV Formation Control

In the present section the control strategy presented
in Section 4 is expanded to consider the case in
which one or more robot(s) of the formation is/are
UGV (Unmanned Ground Vehicle) robot(s). Section
3.3 presents the constraints for the formation refer-
ences so as to ensure that zi ≥ 0 along time. If
one of the vehicles is a UGV robot, heavier restric-
tions should be imposed, because its altitude must
always be zi = 0. For every UGV vehicle in the
formation, one column in the Jacobian matrix (2) is
lost, thus imposing an additional restriction to the
formation references.

Taking into account the above considerations, there
are two possibilities to include UGVs in the three-
robots system and thus build a heterogeneous for-
mation. Specifically the first formation is arranged
with 2 UAVs and 1 UGV, and the second forma-
tion with 1 UAV and 2 UGVs (at least one UAV is
kept). Figure 8 shows the two UAV-UGV formations
considered below in this work.

In the first one, assuming that R1 is a ground robot,
it implies that z1 = 0. By substituting into (14) , the
restrictions

zF = 2hF

3
(cos φF sin θF cos ψF + sin φF sin ψF )

0 < θF < π

over the references for the formation variables are
obtained.

Taking into account these restrictions, the con-
trol strategies presented in Section 4 can be used.
Indeed, we have run simulations considering two
UAVs and one UGV. The references used in the
simulation of trajectory-tracking task are detailed in
Table 2.

Figure 9 shows the 3D evolution of the UAV-
UGV formation, whereas Fig. 10a, b and c present
the control errors for shape, orientation and cen-
troid position. In all cases, it is demonstrated that the
control errors and bounded and the control system
is stable.

Fig. 11 Evolution of the
formation composed by 2
UGV and 1 UAVs in the 3D

space
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Fig. 12 Control errors by a 1UAV-2UGV formation control

Finally, when R2 and R3 are UGVs, it should be
guaranteed that z2 = 0 and z3 = 0. By substituting
into (14), the restrictions

zF = hF

3
sin θF cos ψF

φF = 0

are obtained.
For this last case, a trajectory-tracking task is also

simulated, in order to check the effectiveness of the
control system. References adopted for the formation
variables are detailed in Table 3. Figure 11 shows the
time evolution of the position of multi-robot system in

3D, whereas Fig. 12a, b and c show the errors corre-
sponding to formation shape, orientation and centroid
position, respectively. From such figures it can be
verified that the formation variables effectively con-
verge to their reference values. This means that the
control errors are bounded and the control system is
effectively stable.

7 Conclusions

A novel controller capable of controlling an aerial
multi-robot system, based on multiple objective con-
trol and null-space, is proposed in this work. As part
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of this proposal, a representation of a triangular for-
mation available in the literature was extended to 3D,
the setting from which this work was conceived. The
whole task was split in two sub-tasks, the control of
the formation shape and orientation, and the control
of the position of the barycentre of the formation,
which defines the position of the formation centroid
in 3D. Then, the two controllers designed for the two
sub-tasks were combined, by projecting one of them
into the null space of the other, in order to prevent
any conflict. Experiences with the proposed controller
gave acceptable results, which validate the proposed
approach, as they confirm as well the system stabil-
ity, in concordance with its theoretical analysis. As an
additional contribution, the proposed controller was
extended to take into account heterogeneous forma-
tions, specifically for the cases in which one or two
robots in the triangular formation are ground robots.
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