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#### Abstract

This paper deals with the free transverse vibration of a non-homogeneous tapered beam subjected to general axial forces, with arbitrarily located internal hinge and elastics supports, and ends elastically restrained against rotation and translation. A rigorous and complete development is presented. First, a brief description of several papers previously published is included. Second, the Hamilton principle is rigorously stated by defining the domain $D$ of the action integral and the space $D_{a}$ of admissible directions. The differential equations, boundary conditions, and particularly the transitions conditions, are obtained. Third, the transition conditions are analysed for several sets of restraints conditions. Fourth, the existence and uniqueness of the weak solutions of the boundary value problem and the eigenvalue problem which, respectively, govern the statical and dynamical behaviour of the mentioned beam is treated. Finally, the method of separation of variables is used for the determination of the exact frequencies and mode shapes and a modern application of the Ritz method to obtain approximate eigenvalues. In order to obtain an indication of the accuracy of the developed mathematical model, some cases available in the literature have been considered. New results are presented for different boundary conditions and restraint conditions in the internal hinge.


(C) 2008 Elsevier Ltd. All rights reserved.

## 1. Introduction

The calculus of variations is the oldest and most important root of functional analysis. Lagrange invented the "operator" $\delta$ and with its application a $\delta$-calculus which was viewed as a kind of "higher" infinitesimal calculus. This discipline has attracted the attention of numerous eminent mathematicians, who made important contributions to its development. In the last decades the interest in application of the techniques of the calculus of variations has increased noticeably. This is partly due to the demands of the technology and the availability of powerful computers.

Variational principles have always played an important role in theoretical mechanics. In 1717 Johann Bernoulli presented the principle of virtual work and in 1835 Hamilton's principle emerged. Particularly, this

[^0]| Nomenclature | $r_{1}, r_{2}$ | rotational stiffness at the left and right ends, respectively |
| :---: | :---: | :---: |
| $A_{i}(x)$ cross-sectional area of the $i$ th span, $i=1,2$ |  | rotational stiffness at the point $x=c$ rotational stiffness at the internal hing |
| $D(F)$ domain of functional $F$ | $S_{i}$ | imensionless axial force |
| $D_{a}(F) \quad$ space of admissible directions | $T(x)$ | axial load at abscissa $x$ |
| $D_{i}(x)=E_{i}(x) I_{i}(x)$ flexural rigidity of the $i$ th span | $T_{b}$ | kinetic energy |
| $F(u)$ energy functional | $t$ | time |
| $f(x) \quad$ distributed axial force | $t_{1}, t_{2}$ | translational stiffness at the left and right |
| $K_{r i}, K_{t i}, i=1,2$ dimensionless rotational and translational parameters | $t_{c}$ | ends, respectively <br> translational stiffness at the point $x=c$ |
| $K_{r c}, K_{t c}$ dimensionless rotational and transla- | $U$ | rain energy |
| tional parameters | $x$ | abscissa |
| $K_{r 12}$ dimensionless rotational parameter | $\bar{x}$ | dimensionless abscissa |
| length of the beam | $\lambda_{1, i}=\sqrt[4]{\frac{m_{1}}{D_{1}} \omega_{i}^{2}} l$ dimensionless natural frequencyparameter |  |
| $m_{i}(x)=\rho_{i}(x) A_{i}(x)$ mass per unit length of the $i$ th span |  |  |
| $\mathbb{N} \quad$ the set of natural numbers | $\delta F(u ;$ | variation of functional $F$ |
| $\mathbb{R}^{n} \quad n$-dimensional Euclidean space |  | radian frequency |
| $\mathbb{R} \quad$ the set of real numbers | $\rho_{i}(x)$ | mass density of the $i$ th span |

last principle provides a straightforward method for determining equations of motion and boundary conditions of mechanical systems. Substantial literature has been devoted to the theory and applications of the calculus of variations. For instance, the excellent books [1-3] present clear and rigorous treatments of the theoretical aspects of the mentioned discipline. Several classical textbooks, [4-8] present formulations, by means of variational techniques, of boundary value and eigenvalue problems in the statics and dynamics of mechanical systems.

On the other hand, the study of vibration problems of beams with several complicating effects has received considerable treatment. It is not possible to give a detailed account because of the great amount of information, nevertheless some references will be cited. Excellent handbooks have appeared in the literature giving frequency tables and mode-shape expressions [9,10]. Several investigators have studied the influence of rotational and/or translational restraints at the ends of vibrating beams. A number of previous papers have been published on uniform beams with elastically restrained ends [11-18]. Transverse vibrations of beams of non-uniform cross sections have also been extensively investigated [19-27].

Also, the study on vibration of beams with intermediate elastic restraints has been performed by several researchers. Rutemberg [28] presented eigenfrequencies for a uniform cantilever beam with a rotational restraint at an intermediate position. Lau [29] extended Rutemberg's results including an additional spring to against translation. Rao [30] analysed the frequencies of a clamped-clamped uniform beam with intermediate elastic support. De Rosa et al. [31] studied the free vibrations of stepped beams with intermediate elastic supports. Arenas and Grossi [32] presented exact and approximate frequencies of a uniform beam, with one end spring-hinged and a rotational restraint in a variable position. Grossi and Albarracín [33] determined the exact eigenfrequencies of a uniform beam with intermediate elastic constraints. Wang [34] determined the minimum stiffness of an internal elastic support to maximize the fundamental frequency of a vibrating beam.

A review of the literature further reveals that there is only a limited amount of information for the vibration of beams with internal hinges. Ewing and Mirsafian [35] analysed the forced vibrations of two beams joined with a nonlinear rotational joint. Wang and Wang [36] studied the fundamental frequency of a beam with an internal hinge and subjected to an axial force. Chang et al. [37] investigated the dynamic response of a beam with an internal hinge, subjected to a random moving oscillator. The aim of the present paper is to investigate the natural frequencies and mode shapes of a beam with several complicating effects, intending the development within each section to be rigorous and complete.

Modern developments in engineering are making increasing use of several mathematical theories that in the past have been considered as tools of pure mathematicians. A typical method of solving boundary and eigenvalue problems for elliptic partial differential equations with variable coefficients is the variational method.
In most cases of interest in engineering, there exists a variational problem, equivalent to the boundary or eigenvalue problem considered. But the differential equation involves unnecessarily derivatives of higher order than the order of the derivatives included in the corresponding functional that describes certain type of energy. So, it is more natural, from a physical point of view, to look for the weak solution of the given problem than to look for its classical solution [38-46]. Since the restrictions on smoothness for weak solutions are milder than those for classical solutions, the variational approach extends the set of problems that can be investigated. Moreover, the classical solution, does not exist for many important engineering and mathematical physics problems.

One of the reasons of the present paper is to present a rigorous procedure, by formulating the stationary condition for the functional $\int_{D_{a}}^{t_{b}}\left(T_{b}-U\right) \mathrm{d} t$, involved in Hamilton's principle, in the space of admissible functions $D$ and the space $D_{a}^{a}$ of admissible directions. Another motivation is to determine sufficient conditions for the existence and uniqueness of the weak solution of the boundary value problem and of the eigenvalue problem which, respectively, governs the static and dynamical behaviour of the mechanical system under study.
It is also the purpose of the present paper to determine the natural frequencies and the effects of the elastic restraints of the described system. The method of separation of variables is used for the determination of the exact frequencies and mode shapes. In addition, several cases are solved by the Ritz method with systems of simple polynomials as bases. In order to obtain an indication of the accuracy of the developed mathematical model, some cases available in the literature, have been considered, and comparisons of numerical results are included. The algorithms developed can be applied to a wide range of elastic restraint conditions, different material characteristics, step changes in cross-section and in axial force and distributed axial forces. The generally restrained beam analysed includes the classical end conditions: clamped, simply supported, sliding and free as simply particular cases. The effects of the variations of the elastic restraints at the ends, at the intermediate point and at the internal hinge on the dynamics characteristics are investigated. The transitions conditions are particularly analysed, since these conditions are essential to study the action of an internal hinge with a rotational restraint and the action of intermediate rotational and translational restraints.
Tables and figures are given for frequencies, and in some selected cases, two-dimensional plots for mode shapes are included. A great number of problems were solved and, since this number of cases is prohibitively large, results are presented for only a few cases. The present paper is organized in the following way. First the brief history, stated above. In Section 2, a rigorous treatment of techniques of the calculus of variations to obtain the governing differential equations, the boundary conditions and the transitions conditions is presented. In Section 3 the transitions conditions are analysed. In Section 4 the determination of sufficient conditions for the existence and uniqueness of the weak solutions is included. Finally, in Section 5, the method of separation of variables is used for the determination of the exact frequencies and mode shapes, and a modern application of the Ritz method is used to obtain approximate eigenvalues.

## 2. Variational derivation of the boundary and eigenvalue problem

Let us consider the tapered beam of length $l$, which has elastically restrained ends, is constrained at an intermediate point and has an internal hinge elastically restrained against rotation, as shown in Fig. 1. The beam system is made up of two different spans, which correspond to the intervals $[0, c]$ and $[c, l]$, respectively, with variable mass per unit length and variable flexural rigidity of the $i$ th span as $m_{i}(x)=\rho_{i}(x) A_{i}(x)$ and $D_{i}(x)=E_{i}(x) I_{i}(x)$. It is assumed that the ends, the intermediate point $c$ and the hinge are elastically restrained against translation and/or rotation. The rotational restraints are characterised by the spring constants $r_{1}, r_{2}$, $r_{12}$ and $r_{c}$, and the translational restraints by the spring constants $t_{1}, t_{2}$ and $t_{c}$. Adopting the adequate values of the parameters $r_{i}$ and $t_{i}, i=1,2$, all the possible combinations of classical end conditions, (i.e.: clamped, pinned, sliding and free) can be generated. On the other hand, adopting the adequate values of the parameters $r_{c}, r_{12}$ and $t_{c}$ different constraints on the point $x=c$ and on the hinge can be generated.


Fig. 1. The elastically restrained beam with an internal hinge and intermediate supports.

It is also assumed that the beam is subjected to an axial force $T_{1}$ at the left end, a force $T_{c}$ at the point $c$, a force $T_{2}$ at the right end, and a distributed force $f(x)$, with values such that the mechanical system is in equilibrium and determine a general axial force $T(x), \forall x \in[0, l]$. Several cases can be analysed, for instance if $T_{1} \neq 0, T_{c} \neq 0, f(x)=0, \forall x \in[0, l]$, then $T_{2}=T_{1}+T_{c}, T(x)=T_{1}(x)=T_{1}, \forall x \in[0, c) T(x)=T_{2}(x)=T_{1}+T_{c}$, $\forall x \in(c, l]$.

In order to analyse the transverse planar displacements of the system under study, we suppose that the vertical position of the beam at any time $t$ is described by the function $u=u(x, t), x \in[0, l]$. It is well known that at time $t$, the kinetic energy of the beam can be expressed as

$$
\begin{equation*}
T_{b}=\frac{1}{2} \int_{0}^{c} m_{1}(x)\left(\frac{\partial u(x, t)}{\partial t}\right)^{2} \mathrm{~d} x+\frac{1}{2} \int_{c}^{l} m_{2}(x)\left(\frac{\partial u(x, t)}{\partial t}\right)^{2} \mathrm{~d} x . \tag{1}
\end{equation*}
$$

Since the beam is subjected to the axial tensile force $T(x)$, the total potential energy due to the elastic deformation of the beam, the springs at the ends restraints and the springs at the intermediate restraints is given by

$$
\begin{align*}
U= & \frac{1}{2}\left\{\int_{0}^{c} D_{1}(x)\left(\frac{\partial^{2} u(x, t)}{\partial x^{2}}\right)^{2} \mathrm{~d} x+\int_{c}^{l} D_{2}(x)\left(\frac{\partial^{2} u(x, t)}{\partial x^{2}}\right)^{2} \mathrm{~d} x\right. \\
& +\int_{0}^{c} T_{1}(x)\left(\frac{\partial u(x, t)}{\partial x}\right)^{2} \mathrm{~d} x+\int_{c}^{l} T_{2}(x)\left(\frac{\partial u(x, t)}{\partial x}\right)^{2} \mathrm{~d} x \\
& +r_{1}\left(\frac{\partial u\left(0^{+}, t\right)}{\partial x}\right)^{2}+t_{1} u^{2}\left(0^{+}, t\right)+r_{c}\left(\frac{\partial u\left(c^{-}, t\right)}{\partial x}\right)^{2} \\
& \left.+r_{12}\left(\frac{\partial u\left(c^{+}, t\right)}{\partial x}-\frac{\partial u\left(c^{-}, t\right)}{\partial x}\right)^{2}+t_{c} u^{2}(c, t)+r_{2}\left(\frac{\partial u\left(l^{-}, t\right)}{\partial x}\right)^{2}+t_{2} u^{2}\left(l^{-}, t\right)\right\} \tag{2}
\end{align*}
$$

where the notations $0^{+}, c^{-}, c^{+}$and $l^{-}$imply the use of lateral limits and lateral derivatives. It can be observed that the strain energy due to the rotational restraint of coefficient $r_{c}$, is computed by means of the expression $r_{c} / 2\left(\partial u\left(c^{-}, t\right) / \partial x\right)^{2}$, which implies that the spring is connected at right end of the span which corresponds to the interval $[0, c]$, and is connected to a fixed wall. On the other hand, the strain energy, which corresponds to the rotational restraint of the internal hinge, is computed by $r_{12} / 2\left(\left(\partial u\left(c^{+}, t\right) / \mathrm{d} x\right)-\left(\partial u\left(c^{-}, t\right) / \mathrm{d} x\right)\right)^{2}$, which implies that the spring is connected at right end of the first span and at the left end of the second span.

Calculus of variations is a discipline in which the "operator" $\delta$ has been assigned special properties not subsumed in the rigorous formalism of mathematics. A mechanical " $\delta$-method" has been developed and extensively used. In the current engineering literature, its use can be observed with heuristics developments. This lack of rigour can arise as a disadvantage, but fortunately, it can be easily overcome, since the variation $\delta I$ of a functional is a straightforward generalization of the definition of the directional derivative of a real valued function defined on a subset of $\mathbb{R}^{n}$. In the present paper a rigorous formulation of the Hamilton's principle is presented. The procedure adopted is particularly important in the determination of the analytical expression of the corresponding boundary conditions and transition conditions.

Hamilton's principle requires that between times $t_{a}$ and $t_{b}$, at which the positions are known, the motion will make stationary the action integral $F(u)=\int_{t_{a}}^{t_{b}} L \mathrm{~d} t$ on the space of admissible functions, where the Lagrangian
$L$ is given by $L=T_{b}-U$, [2]. In consequence, the energy functional to be considered is given by

$$
\begin{align*}
F(u)= & \frac{1}{2} \int_{t_{a}}^{t_{b}}\left[\sum _ { i = 1 } ^ { 2 } \int _ { \Omega _ { i } } \left(m(x)\left(\frac{\partial u(x, t)}{\partial t}\right)^{2}-D(x)\left(\frac{\partial^{2} u(x, t)}{\partial x^{2}}\right)^{2}\right.\right. \\
& \left.\left.-T(x)\left(\frac{\partial u(x, t)}{\partial x}\right)^{2}\right) \mathrm{~d} x\right] \mathrm{d} t-\frac{1}{2} \int_{t_{a}}^{t_{b}} \sum_{i=1}^{3} a_{i}\left(\frac{\partial u\left(b_{i}, t\right)}{\partial x}\right)^{2} \mathrm{~d} t \\
& -\frac{1}{2} \int_{t_{a}}^{t_{b}} r_{12}\left(\frac{\partial u\left(d_{2}, t\right)}{\partial x}-\frac{\partial u\left(b_{2}, t\right)}{\partial x}\right)^{2} \mathrm{~d} t-\frac{1}{2} \int_{t_{a}}^{t_{b}} \sum_{i=1}^{3} c_{i} u^{2}\left(d_{i}, t\right) \mathrm{d} t, \tag{3}
\end{align*}
$$

where

$$
\begin{gathered}
m(x)= \begin{cases}m_{1}(x)=\rho_{1}(x) A_{1}(x), & \forall x \in[0, c), \\
m_{2}(x)=\rho_{2}(x) A_{2}(x), & \forall x \in(c, l],\end{cases} \\
D(x)= \begin{cases}D_{1}(x)=E_{1}(x) I_{1}(x), & \forall x \in[0, c), \\
D_{2}(x)=E_{2}(x) I_{2}(x), & \forall x \in(c, l],\end{cases} \\
T(x)= \begin{cases}T_{1}(x), & \forall x \in[0, c), \\
T_{2}(x), & \forall x \in(c, l],\end{cases}
\end{gathered}
$$

$\Omega_{1}=(0, c), \Omega_{2}=(c, l)$, and the coefficients $a_{i}, b_{i}, c_{i}$ and $d_{i}$ are defined in Table 1. The stationary condition for the functional given by Eq. (3) requires that

$$
\begin{equation*}
\delta F(u, v)=0, \quad \forall v \in D_{a}, \tag{4}
\end{equation*}
$$

where $\delta F(u, v)$ is the first variation of $F$ at $u$ in the direction $v$ and $D_{a}$ is the space of admissible directions at $u$ for the space $D$ of admissible functions. In order to make the mathematical developments required by the application of the techniques of the calculus of variations, we assume that $m_{i}(x) \in C\left(\bar{\Omega}_{i}\right), D_{i}(x) \in C^{2}\left(\bar{\Omega}_{i}\right)$, $T_{i}(x) \in C^{1}\left(\bar{\Omega}_{i}\right), \quad i=1,2$ with $\bar{\Omega}_{1}=\Omega_{1} \cup\{0, c\}$ and $\bar{\Omega}_{2}=\Omega_{2} \cup\{c, l\}$. The space $D$ is the set of functions $u(x, \bullet) \in C^{2}\left[t_{a}, t_{b}\right], u(\cdot, t) \in C(\bar{\Omega}),\left.u(\cdot, t)\right|_{\bar{\Omega}_{i}} \in C^{4}\left(\bar{\Omega}_{i}\right), \quad i=1,2$, where $\Omega=(0, l)$ and $\bar{\Omega}=\Omega \cup\{0, l\}$. It must be noted that the classical derivatives $\left(\partial^{n} u(x, t)\right) / \partial x^{n}$, with $n=2,3,4$ do not necessarily exist in the interval $\Omega$ so it is necessary to impose the conditions $\left.u(\cdot, t)\right|_{\bar{\Omega}_{i}} \in C^{4}\left(\bar{\Omega}_{i}\right), \quad i=1,2$. Since $\left(\partial^{n} u(x, t)\right) / \partial x^{n}, n=2,3,4$ are continuously extended to the extreme $x=c$, the lateral derivatives $\left(\partial^{n} u\left(c^{-}, t\right)\right) / \partial x^{n}$ and $\left(\partial^{n} u\left(c^{+}, t\right)\right) / \partial x^{n}$ both exist, but $\left(\partial^{n} u(x, t)\right) / \partial x^{n}$ is not necessarily continuous at $x=c$, nevertheless it has at most a discontinuity of the first kind at this point.
In view of all these observations and since Hamilton's principle requires that at times $t_{a}$ and $t_{b}$ the positions are known, the space $D$ is given by

$$
\begin{equation*}
D=\left\{u ; u(x, \bullet) \in C^{2}\left[t_{a}, t_{b}\right], u(\bullet, t) \in C(\bar{\Omega}),\left.u(\bullet, t)\right|_{\bar{\Omega}_{i}} \in C^{4}\left(\bar{\Omega}_{i}\right), i=1,2, \quad u\left(x, t_{a}\right), u\left(x, t_{b}\right) \text { prescribed }\right\} . \tag{5}
\end{equation*}
$$

Table 1
Definition of coefficients $a_{i}, b_{i}, c_{i}$ and $d_{i}$ in Eq. (3)

| $i$ | $a_{i}$ | $b_{i}$ | $c_{i}$ | $\mathrm{~d}_{i}$ |
| :--- | :--- | :--- | :--- | :--- |
| 1 | $r_{1}$ | $0^{+}$ | $t_{1}$ | $0^{+}$ |
| 2 | $r_{c}$ | $c^{-}$ | $t_{c}$ | $c^{+}$ |
| 3 | $r_{2}$ | $l^{-}$ | $t_{2}$ | $l^{-}$ |

The only admissible directions $v$ at $u \in D$ are those for which $u+\varepsilon v \in D$ for sufficiently small $\varepsilon$ and $\delta F(u ; v)$ exists. In consequence, and in view of Eq. (5), $v$ is an admissible direction at $u$ for $D$ if, and only if, $v \in D_{a}$ where

$$
\begin{equation*}
D_{a}=\left\{v ; v(x, \bullet) \in C^{2}\left[t_{a}, t_{b}\right], v(\bullet, t) \in C(\bar{\Omega}),\left.v(\bullet, t)\right|_{\bar{\Omega}_{i}} \in C^{4}\left(\bar{\Omega}_{i}\right), i=1,2, \quad v\left(x, t_{a}\right)=v\left(x, t_{b}\right)=0, \forall x \in[0, l]\right\} . \tag{6}
\end{equation*}
$$

Now it is possible to introduce the definition of the variation of $F$ at $u$ in the direction $v$, as a generalization of the definition of the directional derivative of a real valued function defined on a subset of $\mathbb{R}^{n}$, [2]. Consequently, the definition of the first variation of $F$ at $u$ in the direction $v$, is given by

$$
\begin{equation*}
\delta F(u ; v)=\left.\frac{\mathrm{d} F(u+\varepsilon v)}{\mathrm{d} \varepsilon}\right|_{\varepsilon=0} . \tag{7}
\end{equation*}
$$

The application of Eq. (7) leads to

$$
\begin{align*}
\delta F(u ; v)= & \int_{t_{a}}^{t_{b}}\left[\sum _ { i = 1 } ^ { 2 } \int _ { \Omega _ { i } } \left(m(x) \frac{\partial u(x, t)}{\partial t} \frac{\partial v(x, t)}{\partial t}-D(x) \frac{\partial^{2} u(x, t)}{\partial x^{2}} \frac{\partial^{2} v(x, t)}{\partial x^{2}}\right.\right. \\
& \left.\left.-T(x) \frac{\partial u(x, t)}{\partial x} \frac{\partial v(x, t)}{\partial x}\right) \mathrm{~d} x\right] \mathrm{d} t-\int_{t_{a}}^{t_{b}} \sum_{i=1}^{3} a_{i} \frac{\partial u\left(b_{i}, t\right)}{\partial x} \frac{\partial v\left(b_{i}, t\right)}{\partial x} \mathrm{~d} t \\
& -\int_{t_{a}}^{t_{b}} r_{12}\left(\frac{\partial u\left(d_{2}, t\right)}{\partial x}-\frac{\partial u\left(b_{2}, t\right)}{\partial x}\right)\left(\frac{\partial v\left(d_{2}, t\right)}{\partial x}-\frac{\partial v\left(b_{2}, t\right)}{\partial x}\right) \mathrm{d} t-\int_{t_{a}}^{t_{b}} \sum_{i=1}^{3} c_{i} u\left(d_{i}, t\right) v\left(d_{i}, t\right) \mathrm{d} t . \tag{8}
\end{align*}
$$

A procedure of integration by parts, transforms Eq. (8) in

$$
\begin{align*}
\delta F(u ; v)= & -\int_{t_{a}}^{t_{b}}\left\{\sum _ { i = 1 } ^ { 2 } \int _ { \Omega _ { i } } \left[m(x) \frac{\partial^{2} u(x, t)}{\partial t^{2}}+\frac{\partial^{2}}{\partial x^{2}}\left(D(x) \frac{\partial^{2} u(x, t)}{\partial x^{2}}\right)\right.\right. \\
& \left.\left.-\frac{\partial}{\partial x}\left(T(x) \frac{\partial u(x, t)}{\partial x}\right)\right] v(x, t) \mathrm{d} x\right\} \mathrm{d} t+\int_{t_{a}}^{t_{b}} \sum_{i=1}^{2}\left(P_{i} \frac{\partial v\left(A_{i}, t\right)}{\partial x}+Q_{i} v\left(A_{i}, t\right)\right. \\
& \left.+R_{i} \frac{\partial v\left(B_{i}, t\right)}{\partial x}+Z_{i} v(c, t)\right) \mathrm{d} t \tag{9}
\end{align*}
$$

where $A_{1}=0^{+}, A_{2}=l^{-}, B_{1}=c^{-}, B_{2}=c^{+}$. The algebraic details to obtain Eq. (9) and the analytical expressions of the terms $P_{i}, Q_{i}, R_{i}$ and $Z_{i}$ are given in Appendix A.

Now it is convenient to consider the directions $v(x, t)$ which satisfy

$$
\begin{equation*}
v(c, t)=v\left(A_{i}, t\right)=\frac{\partial v\left(A_{i}, t\right)}{\partial x}=\frac{\partial v\left(B_{i}, t\right)}{\partial x}=0, \quad i=1,2, \quad \forall t \in\left(t_{a}, t_{b}\right) . \tag{10a-g}
\end{equation*}
$$

Substituting Eqs. (10a-g) into Eq. (9) and applying the stationary condition required by Hamilton's principle given by Eq. (4), leads to

$$
\begin{align*}
\delta F(u ; v)= & \int_{t_{a}}^{t_{b}} \sum_{i=1}^{2} \int_{\Omega_{i}}\left[m(x) \frac{\partial^{2} u(x, t)}{\partial t^{2}}+\frac{\partial^{2}}{\partial x^{2}}\left(D(x) \frac{\partial^{2} u(x, t)}{\partial x^{2}}\right)\right. \\
& \left.-\frac{\partial}{\partial x}\left(T(x) \frac{\partial u(x, t)}{\partial x}\right)\right] v(x, t) \mathrm{d} x \mathrm{~d} t=0, \quad \forall v \in D_{a} . \tag{11}
\end{align*}
$$

Let us assume $t_{a}=0$, then as $v(x, t)$ is an arbitrary smooth function, the fundamental lemma of the calculus of variations can be applied to Eq. (11) to conclude that the function $u(x, t)$ must satisfy the following differential equations:

$$
\begin{align*}
& \frac{\partial^{2}}{\partial x^{2}}\left(D(x) \frac{\partial^{2} u(x, t)}{\partial x^{2}}\right)-\frac{\partial}{\partial x}\left(T(x) \frac{\partial u(x, t)}{\partial x}\right)+m(x) \frac{\partial^{2} u(x, t)}{\partial t^{2}}=0, \\
& \forall x \in \Omega_{i}, \quad i=1,2, \quad t \geqslant 0 \tag{12a,b}
\end{align*}
$$

Now it is possible to remove the restrictions given by Eqs. (10a-g), and since the function $u(x, t)$ must satisfy the differential equations stated above, Eq. (9) is reduced to

$$
\begin{equation*}
\delta F(u ; v)=-\int_{0}^{t_{b}} \sum_{i=1}^{2}\left(P_{i} \frac{\partial v\left(A_{i}, t\right)}{\partial x}+Q_{i} v\left(A_{i}, t\right)+R_{i} \frac{\partial v\left(B_{i}, t\right)}{\partial x}+Z_{i} v(c, t)\right) \mathrm{d} t . \tag{13}
\end{equation*}
$$

Since, the functions $\left(\partial v\left(A_{i}, t\right)\right) / \partial x, \quad v\left(A_{i}, t\right), \quad\left(\partial v\left(B_{i}, t\right)\right) / \partial x$ and $v(c, t)$ are smooth and arbitrary, the stationary condition given by Eq. (4) applied to Eq. (13), leads to the boundary and transitions conditions. For instance, if we adopt

$$
\begin{equation*}
v\left(0^{+}, t\right)=\frac{\partial v\left(c^{-}, t\right)}{\partial x}=\frac{\partial v\left(c^{+}, t\right)}{\partial x}=v(c, t)=\frac{\partial v\left(l^{-}, t\right)}{\partial x}=v\left(l^{-}, t\right)=0, \quad \forall t \in\left(0, t_{b}\right) \tag{14a-f}
\end{equation*}
$$

we obtain

$$
\begin{equation*}
r_{1} \frac{\partial u\left(0^{+}, t\right)}{\partial x}=D\left(0^{+}\right) \frac{\partial^{2} u\left(0^{+}, t\right)}{\partial x^{2}} . \tag{15}
\end{equation*}
$$

In an analogue form all the rest of the boundary conditions and transitions conditions are obtained. It has been demonstrated that the function $u(x, t)$ must satisfy the boundary and eigenvalue problem shown in Table 2 .

## 3. The transition conditions

Since the domain of definition of the problem is $\Omega=(0, l)$ and this is an open interval in $\mathbb{R}$, the boundary is given by two points, i.e. $\partial \Omega=\{0, l\}$. Consequently, only Eqs. (18), (19), (23) and (24) correspond to the boundary conditions. The point $x=c$ is an interior point of $\Omega$, and the equations formulated at $x=c^{-}$and $x=c^{+}$can be called transition conditions. Consequently, Eqs. (20)-(22) correspond to the transition

Table 2
Boundary and eigenvalue problem

$$
\begin{gather*}
\frac{\partial^{2}}{\partial x^{2}}\left(D(x) \frac{\partial^{2} u(x, t)}{\partial x^{2}}\right)-\frac{\partial}{\partial x}\left(T(x) \frac{\partial u(x, t)}{\partial x}\right)+m(x) \frac{\partial^{2} u(x, t)}{\partial t^{2}}=0, \quad \forall x \in(0, c),  \tag{16}\\
\frac{\partial^{2}}{\partial x^{2}}\left(D(x) \frac{\partial^{2} u(x, t)}{\partial x^{2}}\right)-\frac{\partial}{\partial x}\left(T(x) \frac{\partial u(x, t)}{\partial x}\right)+m(x) \frac{\partial^{2} u(x, t)}{\partial t^{2}}=0, \quad \forall x \in(c, l),  \tag{17}\\
r_{1} \frac{\partial u\left(0^{+}, t\right)}{\partial x}=D\left(0^{+}\right) \frac{\partial^{2} u\left(0^{+}, t\right)}{\partial x^{2}}  \tag{18}\\
t_{1} u\left(0^{+}, t\right)=-\frac{\partial}{\partial x}\left(D\left(0^{+}\right) \frac{\partial^{2} u\left(0^{+}, t\right)}{\partial x^{2}}\right)+T\left(0^{+}\right) \frac{\partial u\left(0^{+}, t\right)}{\partial x},  \tag{19}\\
r_{12}\left(\frac{\partial u\left(c^{+}, t\right)}{\partial x}-\frac{\partial u\left(c^{-}, t\right)}{\partial x}\right)=D\left(c^{+}\right) \frac{\partial^{2} u\left(c^{+}, t\right)}{\partial x^{2}},  \tag{20}\\
r_{12}\left(\frac{\partial u\left(c^{+}, t\right)}{\partial x}-\frac{\partial u\left(c^{-}, t\right)}{\partial x}\right)-r_{c} \frac{\partial u\left(c^{-}, t\right)}{\partial x}=D\left(c^{-}\right) \frac{\partial^{2} u\left(c^{-}, t\right)}{\partial x^{2}},  \tag{21}\\
t_{c} u(c, t)=\frac{\partial}{\partial x}\left(D\left(c^{-}\right) \frac{\partial^{2} u\left(c^{-}, t\right)}{\partial x^{2}}\right)-\frac{\partial}{\partial x}\left(D\left(c^{+}\right) \frac{\partial^{2} u\left(c^{+}, t\right)}{\partial x^{2}}\right)-T\left(c^{-}\right) \frac{\partial u\left(c^{-}, t\right)}{\partial x}+T\left(c^{+}\right) \frac{\partial u\left(c^{+}, t\right)}{\partial x},  \tag{22}\\
t_{2} u\left(l^{-}, t\right)=\frac{\partial u\left(l^{-}, t\right)}{\partial x}=-D\left(l^{-}\right) \frac{\partial^{2} u\left(l^{-}, t\right)}{\partial x^{2}},  \tag{23}\\
\left.D\left(l^{-}\right) \frac{\partial^{2} u\left(l^{-}, t\right)}{\partial x^{2}}\right)-T\left(l^{-}\right) \frac{\partial u\left(l^{-}, t\right)}{\partial x}, \quad w h e r e t \geqslant 0 . \tag{24}
\end{gather*}
$$

conditions of the problem. Since $u(\cdot, t) \in C(\bar{\Omega})$, there exists continuity of deflection at the point $x=c$ and this generate the transition condition $u\left(c^{-}, t\right)=u\left(c^{+}, t\right)=u(c, t)$. If Eq. (21) is subtracted from Eq. (20) we have

$$
\begin{equation*}
r_{c} \frac{\partial u\left(c^{-}, t\right)}{\partial x}=D\left(c^{+}\right) \frac{\partial^{2} u\left(c^{+}, t\right)}{\partial x^{2}}-D\left(c^{-}\right) \frac{\partial^{2} u\left(c^{-}, t\right)}{\partial x^{2}} . \tag{25}
\end{equation*}
$$

In consequence, the set of all the transitions conditions of the problem can be expressed as

$$
\begin{gather*}
u\left(c^{-}, t\right)=u\left(c^{+}, t\right),  \tag{26}\\
r_{c} \frac{\partial u\left(c^{-}, t\right)}{\partial x}=D\left(c^{+}\right) \frac{\partial^{2} u\left(c^{+}, t\right)}{\partial x^{2}}-D\left(c^{-}\right) \frac{\partial^{2} u\left(c^{-}, t\right)}{\partial x^{2}},  \tag{27}\\
r_{12}\left(\frac{\partial u\left(c^{+}, t\right)}{\partial x}-\frac{\partial u\left(c^{-}, t\right)}{\partial x}\right)=D\left(c^{+}\right) \frac{\partial^{2} u\left(c^{+}, t\right)}{\partial x^{2}},  \tag{28}\\
t_{c} u(c, t)=\frac{\partial}{\partial x}\left(D\left(c^{-}\right) \frac{\partial^{2} u\left(c^{-}, t\right)}{\partial x^{2}}\right)-\frac{\partial}{\partial x}\left(D\left(c^{+}\right) \frac{\partial^{2} u\left(c^{+}, t\right)}{\partial x^{2}}\right)-T\left(c^{-}\right) \frac{\partial u\left(c^{-}, t\right)}{\partial x}+T\left(c^{+}\right) \frac{\partial u\left(c^{+}, t\right)}{\partial x}, \quad t \geqslant 0 . \tag{29}
\end{gather*}
$$

It is well known that for a differential equation of order $2 m$, the boundary conditions containing the function $u$ and derivatives of $u$ of orders not greater than $m-1$, are called stable or geometric, and those containing derivatives of orders higher than $m-1$, are called unstable or natural, [47,48]. In consequence, if $0 \leqslant r_{i}<\infty, 0 \leqslant t_{i}<\infty, i=1,2$, the boundary conditions given by Eqs. (18), (19), (23) and (24) are all unstable. If this classification is extended to the transition conditions, we conclude that if $0 \leqslant r_{c}<\infty, 0 \leqslant r_{12}<\infty$, $0 \leqslant t_{c}<\infty$ the transition conditions given by Eqs. (27)-(29) are unstable. This classification is particularly important when using the Ritz method since we must choose a sequence of functions $v_{i}$ which constitutes a base in the space of homogeneous stable boundary conditions, as it is demonstrated in the next point. So, in this case, there is no need to subject the functions $v_{i}$ to the natural boundary and transition conditions. Different situations can be generated by substituting values and/or limiting values of the restraint parameters $r_{c}, r_{12}$ and $t_{c}$ into Eqs. (27)-(29). Let us consider $r_{12}=\infty, r_{c}=0, t_{c}=0, T(x)=0, \forall x \in[0, l]$. The transition conditions given by Eqs. (26)-(29) are reduced to

$$
\begin{align*}
u\left(c^{-}, t\right) & =u\left(c^{+}, t\right),  \tag{30}\\
\frac{\partial u\left(c^{-}, t\right)}{\partial x} & =\frac{\partial u\left(c^{+}, t\right)}{\partial x},  \tag{31}\\
D\left(c^{-}\right) \frac{\partial^{2} u\left(c^{-}, t\right)}{\partial x^{2}} & =D\left(c^{+}\right) \frac{\partial^{2} u\left(c^{+}, t\right)}{\partial x^{2}},  \tag{32}\\
\frac{\partial}{\partial x}\left(D\left(c^{-}\right) \frac{\partial^{2} u\left(c^{-}, t\right)}{\partial x^{2}}\right) & =\frac{\partial}{\partial x}\left(D\left(c^{+}\right) \frac{\partial^{2} u\left(c^{+}, t\right)}{\partial x^{2}}\right) . \tag{33}
\end{align*}
$$

There is no internal hinge and the articulation is perfectly rigid. Now let us consider $r_{12}=0, r_{c}=0, t_{c}=0$, $T(x)=0, \forall x \in[0, l]$. The transition conditions given by Eqs. (26)-(29) are reduced to

$$
\begin{gather*}
u\left(c^{-}, t\right)=u\left(c^{+}, t\right),  \tag{34}\\
D\left(c^{-}\right) \frac{\partial^{2} u\left(c^{-}, t\right)}{\partial x^{2}}=D\left(c^{+}\right) \frac{\partial^{2} u\left(c^{+}, t\right)}{\partial x^{2}}=0,  \tag{35a,b}\\
\frac{\partial}{\partial x}\left(D\left(c^{-}\right) \frac{\partial^{2} u\left(c^{-}, t\right)}{\partial x^{2}}\right)=\frac{\partial}{\partial x}\left(D\left(c^{+}\right) \frac{\partial^{2} u\left(c^{+}, t\right)}{\partial x^{2}}\right) . \tag{36}
\end{gather*}
$$

There is an internal hinge and the articulation is perfect. Finally if we have $0<r_{12}<\infty, 0<t_{c}<\infty, r_{c}=0$, $T=T(x), \forall x \in[0, I]$, the transition conditions given by Eqs. (26)-(29) are reduced to

$$
\begin{gather*}
u\left(c^{-}, t\right)=u\left(c^{+}, t\right),  \tag{37}\\
D\left(c^{-}\right) \frac{\partial^{2} u\left(c^{-}, t\right)}{\partial x^{2}}=D\left(c^{+}\right) \frac{\partial^{2} u\left(c^{+}, t\right)}{\partial x^{2}},  \tag{38}\\
r_{12}\left(\frac{\partial u\left(c^{+}, t\right)}{\partial x}-\frac{\partial u\left(c^{-}, t\right)}{\partial x}\right)=D\left(c^{+}\right) \frac{\partial^{2} u\left(c^{+}, t\right)}{\partial x^{2}},  \tag{39}\\
t_{c} u(c, t)=\frac{\partial}{\partial x}\left(D\left(c^{-}\right) \frac{\partial^{2} u\left(c^{-}, t\right)}{\partial x^{2}}\right)-\frac{\partial}{\partial x}\left(D\left(c^{+}\right) \frac{\partial^{2} u\left(c^{+}, t\right)}{\partial x^{2}}\right)-T\left(c^{-}\right) \frac{\partial u\left(c^{-}, t\right)}{\partial x}+T\left(c^{+}\right) \frac{\partial u\left(c^{+}, t\right)}{\partial x} . \tag{40}
\end{gather*}
$$

There is an internal hinge elastically restrained against rotation and supported by a translational restraint.
Following this procedure, all the transition conditions for the most relevant cases can be obtained. These are shown in Table A1 of Appendix A. The boundary conditions are not included since they are presented in several textbooks, see for instance $[9,10]$.

## 4. The weak solution

Variational methods were extensively used by engineers and scientists as a very effective tool for the solution of boundary and/or eigenvalue problems. At the same time several problems emerged of both theoretical and practical character. The finite element method is the most widely used technique for engineering design and analysis. This method provides a formalism for generating finite algorithms for approximating the solutions of boundary and/or eigenvalue problems. It works as a black box in which one puts the boundary and/or eigenvalue problem data and out of which is generated an algorithm for approximating the corresponding solutions. A part of this task can be done automatically by a computer, but an amount of mathematical skill is necessary. It proved that to find an answer to a number of questions which are theoretically interesting and practically urgent is not a simple task. The functional analysis plays an essential role in the solutions of these problems and particularly the theory of Sobolev spaces and the concept of weak solution.

Consider the boundary value problem determined by the differential equation of order $2 m$,

$$
\begin{equation*}
A u=f \quad \text { on a domain } \Omega \tag{41}
\end{equation*}
$$

and by the boundary conditions

$$
\begin{equation*}
B(u)=0 \quad \text { on } \partial \Omega, \tag{42}
\end{equation*}
$$

where $\partial \Omega$, denotes the boundary of $\Omega$.
The function $u$ defined for $\bar{\Omega}=\Omega \cup \partial \Omega$ is the classical solution of the boundary value problem (41)-(42) if
(i) $u \in C^{2 m}(\Omega) \cap C^{s}(\bar{\Omega})$, where $s$ is the maximum order which appears in Eq. (42).
(ii) Eq. (41) is satisfied for all $x \in \Omega$.
(iii) boundary conditions (42) are satisfied for all $x \in \partial \Omega$.

Condition (i) implies that the classical solution $u$ has continuous derivatives in $\Omega$ of those orders which appear in the differential equation (41), and continuous derivatives in $\bar{\Omega}=\Omega \cup \partial \Omega$ of those orders which appear in the boundary conditions (42).

If the function $f$ on the right-hand side of Eq. (41) is discontinuous then Eq. (41) has no classical solution because the derivatives of $u$ of order $2 m$ or less, are not continuous in $\Omega$. In this case it is necessary to introduce the concept of weak solution. This situation is naturally extended to eigenvalue problems.

The problem treated in this paper is a typical case of non-existence of classical solution since the presence of the internal hinge implies that the first derivative of $u$ is not continuous in $\Omega$. Another problem is the case of a
vibrating beam elastically restrained against rotation in an intermediate point. The corresponding problems in plates lead also to boundary value problems which do not have classical solutions.

### 4.1. The statical case

The classical solution of the boundary and eigenvalue problem presented in Table 2, when there is no restrictions or hinge at the intermediate point $c$ is a function $u(x, t)$ such that $u(x, \bullet) \in C^{2}\left[t_{a}, t_{b}\right], u(\cdot, t) \in C^{4}(0, l)$ and $u(\bullet, t) \in C^{2}[0, l]$. In other words, $u(\bullet, t)$ must have fourth-order partial derivatives continuous in the open interval $\Omega=(0, l)$, (since it must satisfy the differential equation) and two-order derivatives and function values continuous in the close interval $\bar{\Omega}=[0, l]$ since it must satisfy the boundary conditions which involve the extremes of this interval. But when there exist an internal hinge and elastic restraints in $c$, as it has been shown in Section 2, the function $u(x, t)$ does not have derivatives $\left(\partial^{n} u(x, t)\right) / \partial x^{n}$, with $n \geqslant 2$ in the interval $\Omega$. In consequence, the boundary and eigenvalue problem presented in Table 2, does not have a classical solution. So, it is necessary to analyse the existence of a weak solution. Let us consider the statical behaviour of the mechanical system described, when a load $q=q(x)$, which causes a transverse deflection $w(x)$, is applied. It is governed by the corresponding boundary value problem presented in Table 3, which was obtained with an analogue procedure to that used in Section 2. Let $H^{2}(\Omega)$ be the Sobolev space $H^{2}(\Omega)=\left\{u \in L^{2}(\Omega) ; D^{\alpha} u \in L^{2}(\Omega), \alpha=1,2\right\}$, where $\Omega=(0, l)$. This space can be equipped with the norm $\|u\|_{H^{2}(\Omega)}=\left(\sum_{\alpha=0}^{2} \int_{\Omega}\left(D^{\alpha} u\right)^{2} \mathrm{~d} x\right)^{1 / 2}$, where $D^{\alpha} u=u^{(\alpha)}$ is the weak derivative of order $\alpha$ of the function $u$.

The stable and unstable boundary and transition conditions are of different nature so in order to clearly distinguish them, it is useful to introduce the space $V$ of elements of the Sobolev space $H^{2}(\Omega)$, which satisfy the corresponding stable homogeneous boundary and transition conditions. For instance, if we let $r_{1}, r_{c}, r_{12}, t_{1}$, $t_{c} \rightarrow \infty$, in Eqs. (45)-(49), these conditions are reduced to $w\left(0^{+}\right)=\mathrm{d} w\left(0^{+}\right) / \mathrm{d} x=w(c)=\mathrm{d} w\left(c^{-}\right) /$

Table 3
Boundary value problem $\Omega_{1}=(0, c), \Omega_{2}=(c, l)$

$$
\begin{gather*}
\frac{\mathrm{d}^{2}}{\mathrm{~d} x^{2}}\left(D(x) \frac{\mathrm{d}^{2} w(x)}{\mathrm{d} x^{2}}\right)-\frac{\mathrm{d}}{\mathrm{~d} x}\left(T(x) \frac{\mathrm{d} w(x)}{\mathrm{d} x}\right)=q_{1}(x), \quad \forall x \in \Omega_{1},  \tag{43}\\
\frac{\mathrm{~d}^{2}}{\mathrm{~d} x^{2}}\left(D(x) \frac{\mathrm{d}^{2} w(x)}{\mathrm{d} x^{2}}\right)-\frac{\mathrm{d}}{\mathrm{~d} x}\left(T(x) \frac{\mathrm{d} w(x)}{\mathrm{d} x}\right)=q_{2}(x), \quad \forall x \in \Omega_{2},  \tag{44}\\
r_{1} \frac{\mathrm{~d} w\left(0^{+}\right)}{\mathrm{d} x}=D\left(0^{+}\right) \frac{\mathrm{d}^{2} w\left(0^{+}\right)}{\mathrm{d} x^{2}},  \tag{45}\\
t_{1} w\left(0^{+}\right)=-\frac{\mathrm{d}}{\mathrm{~d} x}\left(D\left(0^{+}\right) \frac{\mathrm{d}^{2} w\left(0^{+}\right)}{\mathrm{d} x^{2}}\right)+T\left(0^{+}\right) \frac{\mathrm{d} w\left(0^{+}\right)}{\mathrm{d} x},  \tag{46}\\
r_{12}\left(\frac{\mathrm{~d} w\left(c^{+}\right)}{\mathrm{d} x}-\frac{\mathrm{d} w\left(c^{-}\right)}{\mathrm{d} x}\right)=D\left(c^{+}\right) \frac{\mathrm{d}^{2} w\left(c^{+}\right)}{\mathrm{d} x^{2}},  \tag{47}\\
r_{12}\left(\frac{\mathrm{~d} w\left(c^{+}\right)}{\mathrm{d} x}-\frac{\mathrm{d} w\left(c^{-}\right)}{\mathrm{d} x}\right)-r_{c} \frac{\mathrm{~d} w\left(c^{-}\right)}{\mathrm{d} x}=D\left(c^{-}\right) \frac{\mathrm{d}^{2} w\left(c^{-}\right)}{\mathrm{d} x^{2}},  \tag{48}\\
t_{c} w(c)=\frac{\mathrm{d}}{\mathrm{~d} x}\left(D\left(c^{-}\right) \frac{\mathrm{d}^{2} w\left(c^{-}\right)}{\mathrm{d} x^{2}}\right)-\frac{\mathrm{d}}{\mathrm{~d} x}\left(D\left(c^{+}\right) \frac{\mathrm{d}^{2} w\left(c^{+}\right)}{\mathrm{d} x^{2}}\right)-T\left(c^{-}\right) \frac{\mathrm{d} w\left(c^{-}\right)}{\mathrm{d} x}+T\left(c^{+}\right) \frac{\mathrm{d} w\left(c^{+}\right)}{\mathrm{d} x},  \tag{49}\\
r_{2} \frac{\mathrm{~d} w\left(l^{-}\right)}{\mathrm{d} x}=-D\left(l^{-}\right) \frac{\mathrm{d}^{2} w\left(l^{-}\right)}{\mathrm{d} x^{2}},  \tag{50}\\
t_{2} w\left(l^{-}\right)=\frac{\mathrm{d}}{\mathrm{~d} x}\left(D\left(l^{-}\right) \frac{\mathrm{d}^{2} w\left(l^{-}\right)}{\mathrm{d} x^{2}}\right)-T\left(l^{-}\right) \frac{\mathrm{d} w\left(l^{-}\right)}{\mathrm{d} x} . \tag{51}
\end{gather*}
$$

$\mathrm{d} x=\mathrm{d} w\left(c^{+}\right) / \mathrm{d} x=0$. Consequently, since a weak solution of the boundary value problem defined by Eqs. (43), (45)-(49) is a function from the Sobolev space $H^{2}\left(\Omega_{1}\right)$, the space $V_{1}$ is given by

$$
\begin{equation*}
V_{1}=\left\{v_{1} ; v_{1} \in H^{2}\left(\Omega_{1}\right), v_{1}\left(0^{+}\right)=\frac{\mathrm{d} v_{1}\left(0^{+}\right)}{\mathrm{d} x}=v_{1}(c)=\frac{\mathrm{d} v_{1}\left(c^{-}\right)}{\mathrm{d} x}=0\right\} . \tag{52}
\end{equation*}
$$

Similarly, adopting $r_{2}, r_{c}, r_{12}, t_{c}, t_{2} \rightarrow \infty$, we conclude that a weak solution of boundary value problem defined by Eqs. (44), (47)-(51) is a function from the Sobolev space $H^{2}\left(\Omega_{2}\right)$, and the space $V_{2}$ is given by

$$
\begin{equation*}
V_{2}=\left\{v_{2} ; v_{2} \in H^{2}\left(\Omega_{2}\right), v_{2}(c)=\frac{\mathrm{d} v_{2}\left(c^{+}\right)}{\mathrm{d} x}=v_{2}\left(l^{-}\right)=\frac{\mathrm{d} v_{2}\left(l^{-}\right)}{\mathrm{d} x}=0\right\} . \tag{53}
\end{equation*}
$$

If $r_{c}, r_{12}, t_{c}$ take finite values, the transition conditions at the point $x=c$ are unstable, so they do not belong to the spaces $V_{i}$. Moreover, when also the coefficients $r_{1}, r_{2}, t_{1}, t_{2}$ take finite values, there are no stable boundary conditions and the spaces $V_{i}$ can be taken as $V_{i}=\left\{v_{i} ; v_{i} \in H^{2}\left(\Omega_{i}\right)\right\}, \quad i=1,2$.

Let $q_{i}(x) \in C\left(\bar{\Omega}_{i}\right), \quad D_{i}(x) \in C^{2}\left(\bar{\Omega}_{i}\right), \quad T_{i}(x) \in C^{1}\left(\bar{\Omega}_{i}\right)$ and $w_{i}=\left.w(\bullet, t)\right|_{\bar{\Omega}_{i}} \in C^{4}\left(\bar{\Omega}_{i}\right)$, be the classical solutions for the problem given by Eqs. (43)-(51). Now this boundary value problem is transformed into one that leads to the concept of the weak solution. If we take arbitrary functions $v_{i} \in V_{i}$, and multiply Eqs. (43) and (44) respectively, by these functions and integrate each result over the corresponding domain we get

$$
\begin{equation*}
\int_{\Omega_{i}} \frac{\mathrm{~d}^{2}}{\mathrm{~d} x^{2}}\left(D(x) \frac{\mathrm{d}^{2} w_{i}(x)}{\mathrm{d} x^{2}}\right) v_{i}(x) \mathrm{d} x-\int_{\Omega_{i}} \frac{\mathrm{~d}}{\mathrm{~d} x}\left(T(x) \frac{\mathrm{d} w_{i}(x)}{\mathrm{d} x}\right) v_{i}(x) \mathrm{d} x=\int_{\Omega_{i}} q_{i}(x) v_{i}(x) \mathrm{d} x, \quad i=1,2 \tag{54a,b}
\end{equation*}
$$

Integrating by parts the two first integrals we obtain

$$
\begin{align*}
& \int_{\Omega_{i}} D(x) \frac{\mathrm{d}^{2} w_{i}(x)}{\mathrm{d} x^{2}} \frac{\mathrm{~d}^{2} v_{i}(x)}{\mathrm{d} x^{2}} \mathrm{~d} x+\int_{\Omega_{i}} T(x) \frac{\mathrm{d} w_{i}(x)}{\mathrm{d} x} \frac{\mathrm{~d} v_{i}(x)}{\mathrm{d} x} \mathrm{~d} x \\
& +\left.\frac{\mathrm{d}}{\mathrm{~d} x}\left(D(x) \frac{\mathrm{d}^{2} w_{i}(x)}{\mathrm{d} x^{2}}\right) v_{i}(x)\right|_{\partial \Omega_{i}}-\left.D(x) \frac{\mathrm{d}^{2} w_{i}(x)}{\mathrm{d} x^{2}} \frac{\mathrm{~d} v_{i}(x)}{\mathrm{d} x}\right|_{\partial \Omega_{i}} \\
& -\left.T(x) \frac{\mathrm{d} w_{i}(x)}{\mathrm{d} x} v_{i}(x)\right|_{\partial \Omega_{i}}=\int_{\Omega_{i}} q_{i}(x) v_{i}(x) \mathrm{d} x, \quad \forall v_{i} \in V_{i}, \quad i=1,2 . \tag{55a,b}
\end{align*}
$$

Summing Eqs. (55a) and (55b) and taking into account the boundary and transition conditions given by Eqs. (45)-(51), we obtain

$$
\begin{align*}
B(w, v)= & \int_{\Omega_{1}} D(x) \frac{\mathrm{d}^{2} w(x)}{\mathrm{d} x^{2}} \frac{\mathrm{~d}^{2} v(x)}{\mathrm{d} x^{2}} \mathrm{~d} x+\int_{\Omega_{2}} D(x) \frac{\mathrm{d}^{2} w(x)}{\mathrm{d} x^{2}} \frac{\mathrm{~d}^{2} v(x)}{\mathrm{d} x^{2}} \mathrm{~d} x \\
& +\int_{\Omega} T(x) \frac{\mathrm{d} w(x)}{\mathrm{d} x} \frac{\mathrm{~d} v(x)}{\mathrm{d} x} \mathrm{~d} x+\sum_{i=1}^{3}\left(a_{i} \frac{\mathrm{~d} w\left(b_{i}\right)}{\mathrm{d} x} \frac{\mathrm{~d} v\left(b_{i}\right)}{\mathrm{d} x}+c_{i} w\left(d_{i}\right) v\left(d_{i}\right)\right) \\
& +r_{12}\left(\frac{\mathrm{~d} w\left(d_{2}\right)}{\mathrm{d} x}-\frac{\mathrm{d} w\left(b_{2}\right)}{\mathrm{d} x}\right)\left(\frac{\mathrm{d} v\left(d_{2}\right)}{\mathrm{d} x}-\frac{\mathrm{d} v\left(b_{2}\right)}{\mathrm{d} x}\right)=\int_{\Omega} q(x) v(x) \mathrm{d} x, \quad \forall v \in V, \tag{56}
\end{align*}
$$

where

$$
\left.w(\cdot, t)\right|_{\Omega_{i}}=w_{i}(x), \quad i=1,2, \quad q(x)= \begin{cases}q_{1}(x), & \forall x \in[0, c), \\ q_{2}(x), & \forall x \in(c, l] .\end{cases}
$$

The coefficients $a_{i}, b_{i}, c_{i}, d_{i}$ are the same defined in Table 1. Finally, the space $V$ is given by $V=\left\{v ; v \in H^{1}(\Omega),\left.\quad v\right|_{\Omega_{i}} \in H^{2}\left(\Omega_{i}\right), \quad i=1,2\right\}$. It must be noted that if a function $u(x) \in H^{2}(\Omega)$ it implies that $u(x)$ and $u^{\prime}(x)$ are continuous in $\Omega \subset \mathbb{R}$. But as stated above, the presence of the internal hinge implies $\mathrm{d} w\left(c^{+}\right) / \mathrm{d} x \neq \mathrm{d} w\left(c^{-}\right) / \mathrm{d} x$. In consequence $w \in H^{1}(\Omega)$. More precisely $w \in H^{1}(\Omega)$ and $\left.w\right|_{\Omega_{i}} \in H^{2}\left(\Omega_{i}\right), \quad i=1,2$. This is the reason for adopting the space $V$ defined above. The first three terms on the left-hand side of Eq. (56) constitute the bilinear form $A(w, v)$ associated with the differential equations (43) and (44). The other terms which are related to the boundary and transition conditions, correspond to the bilinear form $a(w, v)$. Eq. (56)
now assumes the form

$$
\begin{equation*}
B(w, v)=A(w, v)+a(w, v)=\int_{\Omega} q v \mathrm{~d} x=(q, v)_{L^{2}(\Omega)}, \quad \forall v \in V . \tag{57}
\end{equation*}
$$

Now we are going to weaken the assumptions. Let $q(x) \in L^{2}(\Omega), D(x) \in L^{\infty}(\Omega)$ and $T(x) \in L^{\infty}(\Omega)$. A function $w$ is called a weak solution of the boundary value problem defined by Eqs. (43)-(51) if

$$
\begin{equation*}
\text { (i) } \quad w \in V \text {, } \tag{58}
\end{equation*}
$$

$$
\begin{equation*}
\text { (ii) } B(w, v)=(q, v)_{L^{2}(\Omega)}, \quad \forall v \in V \text {. } \tag{59}
\end{equation*}
$$

It must be noted that in Eq. (56) $\mathrm{d} w(x) / \mathrm{d} x$ denotes the first-order weak derivative of the function $w$ in $\Omega=(0, l)$ but $\mathrm{d}^{2} w(x) / \mathrm{d} x^{2}$ is not necessarily a weak derivative, since a step function is not in the space $H^{1}(0, l)$. For this reason the expressions

$$
\int_{\Omega_{i}} D(x) \frac{\mathrm{d}^{2} w(x)}{\mathrm{d} x^{2}} \frac{\mathrm{~d}^{2} v(x)}{\mathrm{d} x^{2}} \mathrm{~d} x, \quad i=1,2
$$

are used, instead of the integral over $\Omega$. If the bilinear form $B(w, v)$ is continuous in $V$ and $V$-elliptic, the problem under consideration has exactly one weak solution $w[47,48]$. If we replace $w=v$, into the expression of $B(w, v)$ we can write

$$
\begin{align*}
B(w, w)-2(q, w)_{L^{2}(\Omega)}= & \int_{\Omega_{1}} D(x)\left(\frac{\mathrm{d}^{2} w(x)}{\mathrm{d} x^{2}}\right)^{2} \mathrm{~d} x+\int_{\Omega_{2}} D(x)\left(\frac{\mathrm{d}^{2} w(x)}{\mathrm{d} x^{2}}\right)^{2} \mathrm{~d} x \\
& +\int_{\Omega} T(x)\left(\frac{\mathrm{d} w(x)}{\mathrm{d} x}\right)^{2} \mathrm{~d} x+\sum_{i=1}^{3}\left(a_{i}\left(\frac{\mathrm{~d} w\left(b_{i}\right)}{\mathrm{d} x}\right)^{2}+c_{i} w^{2}\left(d_{i}\right)\right) \\
& +r_{12}\left(\frac{\mathrm{~d} w\left(c^{+}\right)}{\mathrm{d} x}-\frac{\mathrm{d} w\left(c^{-}\right)}{\mathrm{d} x}\right)^{2}-2 \int_{\Omega} q(x) w(x) \mathrm{d} x . \tag{60}
\end{align*}
$$

We can recognize that Eq. (60) is proportional to the potential energy of the system under study. Since the bilinear form $B(w, v)$ is also symmetric, the function $w(x)$ is the weak solution of the problem defined by Eqs. (43)-(51), if and only if it minimizes, in the space $V$, the functional, $[47,48]$

$$
\begin{equation*}
I(w)=\frac{1}{2} B(w, w)-(q, w)_{L^{2}(\Omega)}, \quad \forall v \in V . \tag{61}
\end{equation*}
$$

The Ritz method can be applied adopting the approximating function

$$
\begin{equation*}
w_{N}(x)=\sum_{i=1}^{N} c_{N i} \varphi_{i}(x) \tag{62}
\end{equation*}
$$

where $\varphi_{i}(x)$ are elements of a base in $V$. The coefficients $c_{N i}$ are determined by the condition $I\left(w_{N}\right)=\min$. This procedure leads to the following system of linear equations:

$$
\begin{equation*}
\sum_{j=1}^{N} c_{N j} B\left(\varphi_{i}, \varphi_{j}\right)=\left(\varphi_{i}, q\right)_{L^{2}(\Omega)}, \quad i=1,2, \ldots, N \tag{63}
\end{equation*}
$$

### 4.2. The eigenvalue problem

In the case of normal modes of vibrations we take $u(x, t)=w(x) \cos \omega t$, where $\omega$ is the natural radian frequency. Consequently Eqs. (16)-(24), are reduced to

$$
\begin{align*}
& \frac{\mathrm{d}^{2}}{\mathrm{~d} x^{2}}\left(D(x) \frac{\mathrm{d}^{2} w(x)}{\mathrm{d} x^{2}}\right)-\frac{\mathrm{d}}{\mathrm{~d} x}\left(T(x) \frac{\mathrm{d} w(x)}{\mathrm{d} x}\right)-\omega^{2} m(x) w(x)=0, \quad \forall x \in \Omega_{1},  \tag{64}\\
& \frac{\mathrm{~d}^{2}}{\mathrm{~d} x^{2}}\left(D(x) \frac{\mathrm{d}^{2} w(x)}{\mathrm{d} x^{2}}\right)-\frac{\mathrm{d}}{\mathrm{~d} x}\left(T(x) \frac{\mathrm{d} w(x)}{\mathrm{d} x}\right)-\omega^{2} m(x) w(x)=0, \quad \forall x \in \Omega_{2} \tag{65}
\end{align*}
$$

and the conditions defined by Eqs. (45)-(51).

In this case the problem of finding a number $\bar{\lambda}$ and a function $w$ such that

$$
\left\{\begin{array}{l}
w \in V, \quad w \neq 0,  \tag{66}\\
B(w, v)-\bar{\lambda}(w, v)=0, \quad \forall v \in V
\end{array}\right.
$$

where $\bar{\lambda}=\rho(0) A(0) \omega^{2},(w, v)=\int_{\Omega} h(x) w(x) v(x) \mathrm{d} x$, is the eigenvalue problem of the bilinear form $B(w, v)$. The function $h(x)$ is given by $h(x)=h_{1}(x) h_{2}(x)$ where $\rho(x)=\rho(0) h_{1}(x)$ and $A(x)=A(0) h_{2}(x)$. If $B(w, v)$ is symmetric, continuous and $V$-elliptic, then it has a countable set of eigenvalues and are given by Necas [47] and Rektorys [48]:

$$
\begin{gather*}
\bar{\lambda}_{1}=\min \left\{\frac{B(v, v)}{(v, v)}, \quad v \in V, \quad v \neq 0\right\}  \tag{67}\\
\bar{\lambda}_{N}=\min \left\{\frac{B(v, v)}{(v, v)} v \in V, \quad v \neq 0, \quad\left(v, v_{1}\right)=\cdots=\left(v, v_{N}\right)=0\right\} . \tag{68}
\end{gather*}
$$

Let us introduce a new inner product in space $V$ given by $((w, v))=B(w, v), \forall v \in V$. If the sequence $\left\{\varphi_{i}(x)\right\}_{i=1}^{\infty}$ is a base in the space $V$ with the inner product $((w, v))$, the Ritz method leads to the equation

$$
\left|\begin{array}{ccc}
\left(\left(\varphi_{1}, \varphi_{1}\right)\right)-\bar{\lambda}\left(\varphi_{1}, \varphi_{1}\right) & \cdots & \left(\left(\varphi_{1}, \varphi_{N}\right)\right)-\bar{\lambda}\left(\varphi_{1}, \varphi_{N}\right)  \tag{69}\\
& \vdots & \\
\left(\left(\varphi_{N}, \varphi_{1}\right)\right)-\bar{\lambda}\left(\varphi_{N}, \varphi_{1}\right) & \cdots & \left(\left(\varphi_{N}, \varphi_{N}\right)\right)-\bar{\lambda}\left(\varphi_{N}, \varphi_{N}\right)
\end{array}\right|=0 .
$$

The approximate eigenvalues can be obtained from Eq. (69), when dealing with the dynamical behaviour of the beam considered above.

## 5. Natural frequencies and mode shapes

In order to check the accuracy of the algorithms developed, the frequency parameters were computed for a number of beams problems for which comparison values were available in the pertinent literature. Additionally, a great number of problems were solved and since the number of cases was extremely large, results were selected for the most significant cases. The analytical expressions obtained allow the adoption of different values for the following parameters:
(1) mass per unit length and flexural rigidity, of the $i$ th span,
(2) rotational and translational restraint coefficients,
(3) axial forces $T_{1}, T_{c}$ and $T_{2}$,
(4) distributed force $f(x)$,
(5) position of point $c$.

Using the well-known method of separation of variables, when the mass per unit length, the flexural rigidity and the axial force at the $i$ th span are constant, we assume as solutions of Eqs. (16) and (17), respectively, the expressions

$$
\begin{equation*}
u_{1}(x, t)=\sum_{n=1}^{\infty} u_{1, n}(x) \cos \omega t \tag{70}
\end{equation*}
$$

and

$$
\begin{equation*}
u_{2}(x, t)=\sum_{n=1}^{\infty} u_{2, n}(x) \cos \omega t \tag{71}
\end{equation*}
$$

where $u_{1, n}(x)$ and $u_{2, n}(x)$ are the corresponding $n$th modes of natural vibration.

Introducing the change of variable $\bar{x}=x / l$, into Eqs. (16)-(24) the functions $u_{1, n}(x)$ and $u_{2, n}(x)$ are given by

$$
\begin{align*}
& u_{1, n}(\bar{x})=A_{1} \cosh a_{1} \bar{x}+A_{2} \sinh a_{1} \bar{x}+A_{3} \cos b_{1} \bar{x}+A_{4} \sin b_{1} \bar{x},  \tag{72}\\
& u_{2, n}(\bar{x})=A_{5} \cosh a_{2} \bar{x}+A_{6} \sinh a_{2} \bar{x}+A_{7} \cos b_{2} \bar{x}+A_{8} \sin b_{2} \bar{x} \tag{73}
\end{align*}
$$

and the following dimensionless parameters can be defined:

$$
\begin{gather*}
a_{i}=\sqrt{\frac{S_{i}}{2}+\Delta_{i}}, \quad b_{i}=\sqrt{-\frac{S_{i}}{2}+\Delta_{i}}, \quad \Delta_{i}=\sqrt{\frac{S_{i}^{2}}{4}+\lambda_{i}^{4}}, \quad i=1,2,  \tag{74a-f}\\
S_{i}=\frac{T_{i} l^{2}}{D_{i}}, \quad \lambda_{i}^{4}=\frac{\omega^{2} m_{i}}{D_{i}} l^{4}, \quad i=1,2, \quad \lambda_{2}^{4}=\frac{m_{2}}{m_{1}} \frac{D_{1}}{D_{2}} \lambda_{1}^{4} . \tag{75a-e}
\end{gather*}
$$

Substituting Eqs. (72) and (73) into Eqs. (70) and (71) and then in the boundary conditions given by Eqs. (18), (19), (23) and (24) and transition conditions defined by Eqs. (26)-(29) we obtain a set of eight homogeneous equations in the constants $A_{i}$. Since the system is homogeneous for existence of a non-trivial solution the determinant of coefficients must be equal to zero. This procedure yields the frequency equation:

$$
\begin{equation*}
G\left(K_{r i}, K_{t i}, K_{r c}, K_{r 12}, K_{t c}, S_{i}, \lambda_{1}, c\right)=0 \tag{76}
\end{equation*}
$$

where

$$
\begin{gather*}
K_{r i}=\frac{r_{i} l}{D_{i}}, \quad K_{t i}=\frac{t_{i} l^{3}}{D_{i}}, \quad i=1,2,  \tag{77a,d}\\
K_{r c}=\frac{r_{c} l}{D_{1}}, \quad K_{r 12}=\frac{r_{12} l}{D_{1}}, \quad K_{t c}=\frac{t_{c} l^{3}}{D_{1}} . \tag{78a-c}
\end{gather*}
$$

The values of the frequency parameter $\lambda_{1}=\left(\omega^{2} m_{1} / D_{1}\right)^{1 / 4} l$, were obtained with the classical bisection method and rounded to six decimal digits. Table 4 depicts the first three exact values of the frequency parameter $\lambda_{1}$ of a uniform beam with a free internal hinge. Two different boundary conditions and values of $S_{1}$ and $S_{2}$ are considered. A comparison of values of the fundamental frequency with those of Ref. [36] given in plots, shows an excellent agreement from an engineering viewpoint. Table 5 depicts exact values of the fundamental frequency parameter $\lambda_{1,1}$ of a free-free stepped beam for different values of $m_{2} / m_{1}$ and $D_{2} / D_{1}$. The comparison with results of Ref. [49] shows an excellent agreement.

Table 4
First three exact values of the frequency parameter $\lambda_{1}$, of a uniform beam with and free internal hinge, two boundary conditions and two different values of $S_{1}$ and $S_{2}$

| $S_{1}=S_{2}$ | $c / l$ | C-C |  |  | C-SS |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $\lambda_{1,1}$ | $\lambda_{1,2}$ | $\lambda_{1,3}$ | $\lambda_{1,1}$ | $\lambda_{1,2}$ | $\lambda_{1,3}$ |
| 20 | 0.5 | 4.803415 | 8.289007 | 10.080855 | 4.332703 | 7.492574 | 9.573966 |
|  | 0.4 | 4.884738 | 7.836494 | 11.003137 | 4.455115 | 7.012395 | 10.567871 |
|  | 0.3 | 5.099945 | 7.439040 | 11.009806 | 4.605980 | 6.853667 | 10.111099 |
|  | 0.2 | 5.218508 | 7.856133 | 10.321988 | 4.621299 | 7.367559 | 9.649816 |
|  | 0.1 | 5.001689 | 8.225792 | 11.338858 | 4.425578 | 7.514569 | 10.625665 |
|  | 0 | 4.642849 | 7.609618 | 10.625710 | 4.143643 | 6.961131 | 9.915604 |
| 50 | 0.5 | 5.562708 | 8.831742 | 10.881771 | 5.172028 | 8.197910 | 10.392662 |
|  | 0.4 | 5.598529 | 8.549851 | 11.566439 | 5.217433 | 7.904708 | 11.116684 |
|  | 0.3 | 5.692301 | 8.288043 | 11.570925 | 5.283389 | 7.786504 | 10.800847 |
|  | 0.2 | 5.759859 | 8.542097 | 11.034230 | 5.310188 | 8.074734 | 10.447595 |
|  | 0.1 | 5.636741 | 8.795938 | 11.810324 | 5.196631 | 8.197825 | 11.167929 |
|  | 0 | 5.312890 | 8.249932 | 11.169513 | 4.930336 | 7.709381 | 10.537889 |

[^1]Table 5
Exact fundamental frequency parameter $\lambda_{1,1}$ of a free-free stepped beam and different mass per unit length and flexural rigidity ratios $\left(m_{2} / m_{1}=0.5,0.75, D_{2} / D_{1}=0.4,0.6,0.8,1\right)$

| $D_{2} / D_{1}$ | $\lambda_{1,1}$ | $m_{2} / m_{1}=0.5$ | $m_{2} / m_{1}=0.75$ |
| :--- | :--- | :--- | :--- |
| 1.0 | Present | 5.11 | 4.89 |
|  | Ref. [49] | 5.11 | 4.89 |
| 0.8 | Present | 4.98 | 4.76 |
|  | Ref. [49] | 4.98 | 4.76 |
| 0.6 | Present | 4.80 | 4.57 |
|  | Ref. [49] | 4.80 | 4.57 |
| 0.4 | Present | 4.51 | 4.27 |
|  | Ref. [49] | 4.51 | 4.27 |

Table 6
Convergence of first three frequency parameters $\lambda_{1}$ of a uniform beam subjected to a variable axial force $T(\bar{x})=T_{1}+\left(T_{2}-T_{1}\right) \bar{x}$, $\forall \bar{x} \in[0,1]$, with $T_{1} l^{2} / D=0$ and $T_{2} l^{2} / D-T_{1} l^{2} / D=4$

| Boundary conditions | $N$ | $\lambda_{1,1}$ | $\lambda_{1,2}$ | $\lambda_{1,3}$ |
| :---: | :---: | :---: | :---: | :---: |
| $\mathrm{C}-\mathrm{C}$ |  |  |  |  |
|  | 7 | 4.7869 | 7.9764 | 11.3296 |
|  | 8 | 4.7869 | 7.9015 | 11.3296 |
|  | 9 | 4.7869 | 7.9015 | 11.0427 |
|  | 10 | 4.7869 | 7.9002 | 11.0427 |
|  | 11 | 4.7869 | 7.9002 | 11.0326 |
|  | 12 | 4.7869 | 7.9002 | 11.0326 |
|  | Ref. [50] | 4.7869 | 7.9002 | 11.0326 |
| SS-SS |  |  |  |  |
|  | 7 | 3.2884 | 6.3739 | 9.5562 |
|  | 8 | 3.2884 | 6.3611 | 9.5561 |
|  | 9 | 3.2884 | 6.3611 | 9.4784 |
|  | 10 | 3.2884 | 6.3611 | 9.4784 |
|  | 11 | 3.2884 | 6.3611 | 9.4773 |
|  | 12 | 3.2884 | 6.3611 | 9.4773 |
|  | Ref. [50] | 3.2884 | 6.3611 | 9.4773 |
| F-F |  |  |  |  |
|  | 7 | 2.1771 | 4.9449 | 8.0840 |
|  | 8 | 2.1771 | 4.9449 | 7.9639 |
|  | 9 | 2.1771 | 4.9449 | 7.9638 |
|  | 10 | 2.1771 | 4.9449 | 7.9629 |
|  | 11 | 2.1771 | 4.9449 | 7.9629 |
|  | 12 | 2.1771 | 4.9449 | 7.9629 |
|  | Ref. [50] | 2.1771 | 4.9449 | 7.9629 |
| F-SS |  |  |  |  |
|  | 7 | 1.5634 | 4.0703 | 7.1804 |
|  | 8 | 1.5634 | 4.0703 | 7.1428 |
|  | 9 | 1.5634 | 4.0703 | 7.1425 |
|  | 10 | 1.5634 | 4.0703 | 7.1423 |
|  | 11 | 1.5634 | 4.0703 | 7.1423 |
|  | 12 | 1.5634 | 4.0703 | 7.1423 |
|  | Ref. [50] | 1.5634 | 4.0703 | 7.1423 |

Table 7
First three approximate values of the frequency parameter $\lambda_{1}$ of a uniform and beam subjected to a variable axial force $T(\bar{x})=T_{1}+\left(T_{2}-T_{1}\right) \bar{x}, \forall \bar{x} \in[0,1]$ with $T_{1} l^{2} / D=10$ and $T_{2} l^{2} / D-T_{1} l^{2} / D=100$

| Boundary conditions | $\lambda_{1,1}$ |  | $\lambda_{1,2}$ |  | $\lambda_{1,3}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Present | Ref. [50] | Present | Ref. [50] | Present | Ref. [50] |
| C-C | 5.8768 | 5.8768 | 8.9720 | 8.9720 | 11.9595 | 11.9595 |
| C-S | 5.5709 | 5.5709 | 8.5122 | 8.5122 | 11.3932 | 11.3932 |
| $\mathrm{C}-\mathrm{SL}$ | 3.5912 | 3.5912 | 7.0372 | 7.0372 | 9.9341 | 9.9341 |
| C-F | 3.5876 | 3.5876 | 6.9736 | 6.9736 | 9.7435 | 9.7435 |
| SS-C | 5.2505 | 5.2505 | 8.2814 | 8.2814 | 11.2405 | 11.2405 |
| SS-SS | 5.0032 | 5.0032 | 7.8617 | 7.8617 | 10.6990 | 10.6990 |
| SS-SL | 3.0737 | 3.0737 | 6.4101 | 6.4101 | 9.2566 | 9.2566 |
| SS-F | 3.0722 | 3.0722 | 6.3678 | 6.3678 | 9.1013 | 9.1013 |
| SL-C | 3.8567 | 3.8567 | 6.8370 | 6.8370 | 9.7732 | 9.7732 |
| SL-SS | 3.7150 | 3.7150 | 6.5037 | 6.5037 | 9.2877 | 9.2877 |
| SL-SL | 5.0483 | 5.0483 | 7.8632 | 7.8632 | 10.6986 | 10.6986 |
| SL-F | 5.0346 | 5.0346 | 7.7720 | 7.7720 | 10.4718 | 10.4718 |
| F-C | 3.7806 | 3.7806 | 6.3957 | 6.3957 | 9.1596 | 9.1596 |
| F-SS | 3.6551 | 3.6551 | 6.1204 | 6.1204 | 8.7159 | 8.7159 |
| F-SL | 4.8344 | 4.8344 | 7.3614 | 7.3614 | 10.0767 | 10.0767 |
| F-F | 4.8247 | 4.8247 | 7.2942 | 7.2942 | 9.8855 | 9.8855 |

Results of a convergence study of the first three values of the frequency parameter $\lambda_{1}$ are presented in Table 6. A uniform beam subjected to a variable axial force $T(\bar{x})=T_{1}+\left(T_{2}-T_{1}\right) \bar{x}, \forall \bar{x} \in[0,1]$, with $T_{1} l^{2} / D=0$ and $T_{2} l^{2} / D-T_{1} l^{2} / D=4$, and different boundary conditions is considered. These values have been calculated by using the Ritz method adopting the system $\left\{1, \bar{x}, \bar{x}^{2}, \ldots, \bar{x}^{N}, \ldots\right\}$ as a base. The eigenvalues have been determined from Eq. (69). It is well known that the Ritz method gives upper bounds eigenvalues. The convergence of the mentioned eigenvalues is studied by gradually increasing the number of the elements of the base. It can be seen that the use of $N=12$ is sufficient to reach stable convergence in all cases.

Table 7 depicts the first three approximate values of the frequency parameter $\lambda_{1}$ of a uniform beam subjected to a variable axial force $T(\bar{x})=T_{1}+\left(T_{2}-T_{1}\right) \bar{x}, \forall \bar{x} \in[0,1]$, with $T_{1} l^{2} / D=10$ and $T_{2} l^{2} / D-T_{1} l^{2} /$ $D=100$. These values have been calculated by using the Ritz method with $N=12$. The comparison with results of Ref. [50] shows a very close agreement.

Table 8 depicts the first three exact values of the frequency parameter $\lambda_{1}$ of a uniform beam with a free internal hinge and different boundary conditions. The mode shapes which correspond to a hinge located at $c /$ $l=0.5$ are also presented.

In Fig. 2 the exact fundamental frequency parameter $\lambda_{1,1}$ is plotted against the restraint parameters $K_{r 2}$ and $K_{t 2}$. The beam is clamped at $\bar{x}=0$ and elastically restrained at $\bar{x}=1$. The free internal hinge $\left(K_{r 12}=K_{r c}=K_{t c}=0\right)$ is located at $c / l=0.5$. It can be observed that major increase of frequency occur when the elastic restrain values are in the interval $[0.01,10]$.

Table 9 depicts exact values of the fundamental frequency parameter $\lambda_{1,1}$, of a uniform beam clamped at $\bar{x}=0$ with an intermediate point elastically restrained against rotation and translation, with an elastically restrained internal hinge and free at $\bar{x}=1$. When $K_{r 12} \rightarrow \infty$ the values obtained agree with those of Ref. [33].

## 6. Conclusions

A simple, computationally efficient and accurate approach has been developed for the determination of natural frequencies and modal shapes of free vibration of a non-homogeneous tapered beam subjected to general axial forces, with arbitrarily located internal hinge and elastics supports, and ends elastically restrained against rotation and translation. Hamilton's principle has been rigorously applied to obtain the differential equations, boundary conditions, and particularly the transitions conditions. The algorithm is very general and it is attractive regarding its versatility in handling any boundary conditions and any transition conditions,

Table 8
First three exact values of the frequency parameter $\lambda_{1}$ of a uniform beam with a free internal hinge and different boundary conditions (the mode shapes which correspond to a hinge located at $c / l=0.5$ are also presented)

| Boundary conditions | $c / l$ | $\lambda_{1,1}$ | Mode shape |  |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $\mathrm{F}-\mathrm{F}$ | 0.5 | 7.853205 |  |  |
|  | 0.4 | 7.149421 |  |  |


| 0.4 | 3.683036 |
| :--- | :--- |
| 0.3 | 4.373695 |
| 0.2 | 4.682586 |
| 0.1 | 4.346531 |
| 0 | 3.926602 |
| 1 | 3.926602 |
| 0.9 | 2.012461 |
| 0.8 | 2.180143 |
| 0.7 | 2.389706 |
| 0.6 | 2.658637 |
| 0.5 | 3.011831 |
| 0.4 | 3.467002 |
| 0.3 | 3.885351 |
| 0.2 | 3.823514 |
| 0.1 | 3.482771 |
| 0 | 3.141593 |

(2.232925


Fig. 2. Variation of fundamental frequency parameter $\lambda_{1,1}$ with rotational and translational restraint parameters $K_{r 2}$ and $K_{t 2}$ of a clampedelastically restrained beam with a free internal hinge ( $K_{12}=K_{r c}=K_{t c}=0$ ) located at $c / l=0.5$. (——) $K_{t 2}=0, K_{r 2}=K .(\cdots ■ \cdots)$ $K_{t 2}=K, K_{r 2}=0 .(\longrightarrow) K_{t 2}=K, K_{r 2}=K$.

Table 9
Exact values of the fundamental frequency parameter $\lambda_{1,1}$, of a uniform cantilever beam with an intermediate point elastically restrained against rotation and traslation $\left(K_{t c}=K_{r c}\right)$ and with an elastically restrained internal hinge located at two different points, $c / l=0.4,0.6$

| c | $\mathrm{K}_{t c}=K_{r c}$ | $\infty$ |  | $K_{r 12}$ |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | 1000 | 100 | 10 | 1 | 0 |
| 0.6 |  | Present | Ref. [33] |  |  |  |  |  |
|  | 0 | 1.87510 | 1.87510 | 1.87500 | 1.87411 | 1.86527 | 1.78378 | 2.74615 |
|  | 1 | 2.09119 | 2.09119 | 2.09102 | 2.08951 | 2.07456 | 1.94204 | 2.98916 |
|  | 10 | 2.74618 | 2.74618 | 2.74558 | 2.74017 | 2.68723 | 2.29297 | 3.58787 |
|  | 100 | 3.67938 | 3.67938 | 3.67670 | 3.65271 | 3.43269 | 2.49446 | 4.62004 |
|  | 1000 | 4.53275 | 4.53275 | 4.52282 | 4.43794 | 3.86571 | 2.54981 | 6.84224 |
|  | 10,000 | 4.67264 | 4.67264 | 4.66114 | 4.56340 | 3.92741 | 2.55730 | 7.79768 |
| 0.4 | 0 | 1.87510 | - | 1.87471 | 1.87114 | 1.83709 | 1.60366 | 3.68304 |
|  | 1 | 2.01557 | - | 2.01499 | 2.00986 | 1.96170 | 1.66141 | 3.90061 |
|  | 10 | 2.50929 | - | 2.50755 | 2.49212 | 2.35917 | 1.79295 | 4.54802 |
|  | 100 | 2.95500 | - | 2.95100 | 2.91623 | 2.65068 | 1.85214 | 5.26730 |
|  | 1000 | 3.09608 | - | 3.09110 | 3.04789 | 2.73066 | 1.86491 | 6.27871 |
|  | 10,000 | 3.12195 | - | 3.11679 | 3.07205 | 2.74529 | 1.86719 | 6.51932 |

including ends and an intermediate point elastically restrained against rotation and translation. Besides, it allows to take into account a great variety of complicating effects such us: thickness variation, different types of axial forces and an arbitrarily located internal hinge with a rotational restraint. Different mass per unit length and flexural rigidity in each span can be considered. When the mass per unit length or the flexural rigidity or the axial force are variable at the $i$ th span the Ritz method has been used. Close agreement with results presented by previous investigators is demonstrated for several examples. New results are presented for several beams with internal hinge and elastic restraints. These results may provide useful information for structural designers and engineers.

It has been demonstrated that the boundary and the eigenvalue problem which, respectively, describe the statical and dynamical behaviour of the mechanical system analysed, do not have classical solutions. The problem of existence and uniqueness of the weak solutions of the corresponding boundary value problem and eigenvalue problem, has been treated. The use of the weak solution theory enables a substantial generalization of assumptions concerning the coefficients smoothness of the corresponding differential equations and the continuity of the load $q(x)$ in the static case. Consequently problems involving non-uniform beams such us stepped beams, discontinuous loads, intermediate supports, etc., can be considered.
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## Appendix A. Determination of Eq. (9) and Table A1

Let us consider the three integrals over $\Omega_{i}$ involved in Eq. (8). Since $u(\cdot, t), v(\cdot, t) \in C^{2}\left[t_{a}, t_{b}\right]$, we can apply the integration by parts method with respect to $t$ and if we apply the conditions $v\left(x, t_{a}\right)=v\left(x, t_{b}\right)=0, \forall x \in[0, I]$ imposed in Eq. (6), we obtain

$$
\begin{equation*}
\int_{t_{a}}^{t_{b}} \int_{\Omega_{i}} m(x) \frac{\partial u(x, t)}{\partial t} \frac{\partial v(x, t)}{\partial t} \mathrm{~d} x \mathrm{~d} t=-\int_{t_{a}}^{t_{b}} \int_{\Omega_{i}} m(x) \frac{\partial^{2} u(x, t)}{\partial t^{2}} v(x, t) \mathrm{d} x \mathrm{~d} t, \quad i=1,2 . \tag{A.1}
\end{equation*}
$$

Since $\left.u(x, \bullet)\right|_{[0, c]},\left.v(x, \bullet)\right|_{[0, c]} \in C^{4}[0, c]$ and $\left.\left.u(x, \bullet)\right|_{[c, l]} v(x, \bullet)\right|_{[c, l]} \in C^{4}[c, l]$, it is possible to apply twice the integration by parts method with respect to $x$ in the integral where $D(x)$ is involved, to obtain

$$
\begin{align*}
& \int_{t_{a}}^{t_{b}} \int_{\Omega_{i}} D(x) \frac{\partial^{2} u(x, t)}{\partial x^{2}} \frac{\partial^{2} v(x, t)}{\partial x^{2}} \mathrm{~d} x \mathrm{~d} t=\int_{t_{a}}^{t_{b}} \int_{\Omega_{i}} \frac{\partial^{2}}{\partial x^{2}}\left(D(x) \frac{\partial^{2} u(x, t)}{\partial x^{2}}\right) v(x, t) \mathrm{d} x \mathrm{~d} t \\
& +\int_{t_{a}}^{t_{b}}\left(D\left(b_{i+1}\right) \frac{\partial^{2} u\left(b_{i+1}, t\right)}{\partial x^{2}} \frac{\partial v\left(b_{i+1}, t\right)}{\partial x}-D\left(d_{i}\right) \frac{\partial^{2} u\left(d_{i}, t\right)}{\partial x^{2}} \frac{\partial v\left(d_{i}, t\right)}{\partial x}\right. \\
& \left.-\frac{\partial}{\partial x}\left(D\left(b_{i+1}\right) \frac{\partial^{2} u\left(b_{i+1}, t\right)}{\partial x^{2}}\right) v\left(b_{i+1}, t\right)+\frac{\partial}{\partial x}\left(D\left(d_{i}\right) \frac{\partial^{2} u\left(d_{i}, t\right)}{\partial x^{2}}\right) v\left(d_{i}, t\right)\right) \mathrm{d} t . \tag{A.2}
\end{align*}
$$

Finally, integrating by parts with respect to $x$ in the integral where $T(x)$ is involved, we have

$$
\begin{align*}
& \int_{t_{a}}^{t_{b}} \int_{\Omega_{i}} T(x) \frac{\partial u(x, t)}{\partial x} \frac{\partial v(x, t)}{\partial x} \mathrm{~d} x \mathrm{~d} t=-\int_{t_{a}}^{t_{b}} \int_{\Omega_{i}} \frac{\partial}{\partial x}\left(T(x) \frac{\partial u(x, t)}{\partial x}\right) v(x, t) \mathrm{d} x \mathrm{~d} t \\
& +\int_{t_{a}}^{t_{b}}\left(T\left(b_{i+1}\right) \frac{\partial u\left(b_{i+1}, t\right)}{\partial x} v\left(b_{i+1}, t\right)-T\left(d_{i}\right) \frac{\partial u\left(d_{i}, t\right)}{\partial x} v\left(d_{i}, t\right)\right) \mathrm{d} t \tag{A.3}
\end{align*}
$$

Replacing (A.1)-(A.3) into Eq. (8) we obtain Eq. (9), i.e.:

$$
\begin{align*}
\delta F(u ; v)= & -\int_{t_{a}}^{t_{b}}\left\{\sum _ { i = 1 } ^ { 2 } \int _ { \Omega _ { i } } \left[m(x) \frac{\partial^{2} u(x, t)}{\partial t^{2}}+\frac{\partial^{2}}{\partial x^{2}}\left(D(x) \frac{\partial^{2} u(x, t)}{\partial x^{2}}\right)\right.\right. \\
& \left.\left.-\frac{\partial}{\partial x}\left(T(x) \frac{\partial u(x, t)}{\partial x}\right)\right] v(x, t) \mathrm{d} x\right\} \mathrm{d} t+\int_{t_{a}}^{t_{b}} \sum_{i=1}^{2}\left(P_{i} \frac{\partial v\left(A_{i}, t\right)}{\partial x}+Q_{i} v\left(A_{i}, t\right)\right. \\
& \left.+R_{i} \frac{\partial v\left(B_{i}, t\right)}{\partial x}+Z_{i} v(c, t)\right) \mathrm{d} t, \tag{A.4}
\end{align*}
$$

where

$$
\begin{aligned}
& P_{i}=-r_{i} \frac{\partial u\left(A_{i}, t\right)}{\partial x}+(-1)^{i+1} D\left(A_{i}\right) \frac{\partial^{2} u\left(A_{i}, t\right)}{\partial x^{2}}, \\
& Q_{i}=-t_{i} u\left(A_{i}, t\right)+(-1)^{i}\left[\frac{\partial}{\partial x}\left(D\left(A_{i}\right) \frac{\partial^{2} u\left(A_{i}, t\right)}{\partial x^{2}}\right)-T\left(A_{i}\right) \frac{\partial u\left(A_{i}, t\right)}{\partial x}\right] \\
& R_{i}=(-1)^{i-1}\left(r_{12}\left(\frac{\partial u\left(c^{+}, t\right)}{\partial x}-\frac{\partial u\left(c^{-}, t\right)}{\partial x}\right)-D\left(B_{i}\right) \frac{\partial^{2} u\left(B_{i}, t\right)}{\partial x^{2}}\right)-C_{i} \frac{\partial u\left(B_{i}, t\right)}{\partial x}, \\
& Z_{i}=-\frac{1}{2} t_{c} u(c, t)+(-1)^{i-1}\left(\frac{\partial}{\partial x}\left(D\left(B_{i}\right) \frac{\partial^{2} u\left(B_{i}, t\right)}{\partial x^{2}}\right)-T\left(B_{i}\right) \frac{\partial u\left(B_{i}, t\right)}{\partial x}\right), \\
& A_{1}=0^{+}, \quad A_{2}=l^{-}, \quad B_{1}=c^{-}, \quad B_{2}=c^{+}, \quad C_{1}=r_{c}, \quad C_{2}=0 .
\end{aligned}
$$

Transition conditions (the condition $u\left(c^{-}, t\right)=u\left(c^{+}, t\right)$, corresponds to all the cases)

| Case | $t_{c}$ | $r_{c}$ | 0 |
| :--- | :--- | :--- | :--- |

$$
t_{c} u(c, t)=\frac{\partial}{\partial x}\left(D\left(c^{-}\right) \frac{\partial^{2} u\left(c^{-}, t\right)}{\partial x^{2}}\right)-\frac{\partial}{\partial x}\left(D\left(c^{+}\right) \frac{\partial^{2} u\left(c^{+}, t\right)}{\partial x^{2}}\right)-T\left(c^{-}\right) \frac{\partial u\left(c^{-}, t\right)}{\partial x}+T\left(c^{+}\right) \frac{\partial u\left(c^{+}, t\right)}{\partial x} .
$$

$$
u(c, t)=0, \quad \frac{\partial u\left(c^{-}, t\right)}{\partial x}=0, \quad r_{12} \frac{\partial u\left(c^{+}, t\right)}{\partial x}=D\left(c^{+}\right) \frac{\partial^{2} u\left(c^{+}, t\right)}{\partial x^{2}}
$$

$0<r_{c}<\infty$

| $0<t_{c}<\infty$ | 0 | $0<r_{12}<\infty$ |
| :--- | :--- | :--- |
| $0<t_{c}<\infty$ | $0<r_{c}<\infty$ | $0<r_{12}<\infty$ |

$0<r_{12}<\infty$
$0<r_{12}<\infty$
$0<r_{12}<\infty$

0
$\infty$
$0<r_{12}<\infty$

$$
\begin{aligned}
& D\left(c^{-}\right) \frac{\partial^{2} u\left(c^{-}, t\right)}{\partial x^{2}}=D\left(c^{+}\right) \frac{\partial^{2} u\left(c^{+}, t\right)}{\partial x^{2}}, \quad r_{12}\left(\frac{\partial u\left(c^{+}, t\right)}{\partial x}-\frac{\partial u\left(c^{-}, t\right)}{\partial x}\right)=D\left(c^{+}\right) \frac{\partial^{2} u\left(c^{+}, t\right)}{\partial x^{2}} \\
& T\left(c^{-}\right) \frac{\partial u\left(c^{-}, t\right)}{\partial x}-T\left(c^{+}\right) \frac{\partial u\left(c^{+}, t\right)}{\partial x}=\frac{\partial}{\partial x}\left(D\left(c^{-}\right) \frac{\partial^{2} u\left(c^{-}, t\right)}{\partial x^{2}}\right)-\frac{\partial}{\partial x}\left(D\left(c^{+}\right) \frac{\partial^{2} u\left(c^{+}, t\right)}{\partial x^{2}}\right)
\end{aligned}
$$

$$
\frac{\partial u\left(c^{-}, t\right)}{\partial x}=0, \quad r_{12} \frac{\partial u\left(c^{+}, t\right)}{\partial x}=D\left(c^{+}\right) \frac{\partial^{2} u\left(c^{+}, t\right)}{\partial x^{2}}
$$

$$
T\left(c^{-}\right) \frac{\partial u\left(c^{-}, t\right)}{\partial x}-T\left(c^{+}\right) \frac{\partial u\left(c^{+}, t\right)}{\partial x}=\frac{\partial}{\partial x}\left(D\left(c^{-}\right) \frac{\partial^{2} u\left(c^{-}, t\right)}{\partial x^{2}}\right)-\frac{\partial}{\partial x}\left(D\left(c^{+}\right) \frac{\partial^{2} u\left(c^{+}, t\right)}{\partial x^{2}}\right)
$$

$$
u(c, t)=0
$$

$$
D\left(c^{-}\right) \frac{\partial^{2} u\left(c^{-}, t\right)}{\partial x^{2}}=D\left(c^{+}\right) \frac{\partial^{2} u\left(c^{+}, t\right)}{\partial x^{2}}, \quad r_{12}\left(\frac{\partial u\left(c^{+}, t\right)}{\partial x}-\frac{\partial u\left(c^{-}, t\right)}{\partial x}\right)=D\left(c^{+}\right) \frac{\partial^{2} u\left(c^{+}, t\right)}{\partial x^{2}}
$$

$$
u(c, t)=0
$$

$$
D\left(c^{+}\right) \frac{\partial^{2} u\left(c^{+}, t\right)}{\partial x^{2}}=0, \quad r_{c} \frac{\partial u\left(c^{-}, t\right)}{\partial x}=-D\left(c^{-}\right) \frac{\partial^{2} u\left(c^{-}, t\right)}{\partial x^{2}}
$$

$$
\frac{\partial u\left(c^{-}, t\right)}{\partial x}=\frac{\partial u\left(c^{+}, t\right)}{\partial x}, \quad r_{c} \frac{\partial u\left(c^{-}, t\right)}{\partial x}=D\left(c^{+}\right) \frac{\partial^{2} u\left(c^{+}, t\right)}{\partial x^{2}}-D\left(c^{-}\right) \frac{\partial^{2} u\left(c^{-}, t\right)}{\partial x^{2}}
$$

$$
t_{c} u(c, t)=\frac{\partial}{\partial x}\left(D\left(c^{-}\right) \frac{\partial^{2} u\left(c^{-}, t\right)}{\partial x^{2}}\right)-\frac{\partial}{\partial x}\left(D\left(c^{+}\right) \frac{\partial^{2} u\left(c^{+}, t\right)}{\partial x^{2}}\right)-T\left(c^{-}\right) \frac{\partial u\left(c^{-}, t\right)}{\partial x}+T\left(c^{+}\right) \frac{\partial u\left(c^{+}, t\right)}{\partial x}
$$

$$
D\left(c^{+}\right) \frac{\partial^{2} u\left(c^{+}, t\right)}{\partial x^{2}}=D\left(c^{-}\right) \frac{\partial^{2} u\left(c^{-}, t\right)}{\partial x^{2}}, \quad r_{12}\left(\frac{\partial u\left(c^{+}, t\right)}{\partial x}-\frac{\partial u\left(c^{-}, t\right)}{\partial x}\right)=D\left(c^{+}\right) \frac{\partial^{2} u\left(c^{+}, t\right)}{\partial x^{2}}
$$

$$
t_{c} u(c, t)=\frac{\partial}{\partial x}\left(D\left(c^{-}\right) \frac{\partial^{2} u\left(c^{-}, t\right)}{\partial x^{2}}\right)-\frac{\partial}{\partial x}\left(D\left(c^{+}\right) \frac{\partial^{2} u\left(c^{+}, t\right)}{\partial x^{2}}\right)-T\left(c^{-}\right) \frac{\partial u\left(c^{-}, t\right)}{\partial x}+T\left(c^{+}\right) \frac{\partial u\left(c^{+}, t\right)}{\partial x}
$$

$$
r_{12}\left(\frac{\partial u\left(c^{+}, t\right)}{\partial x}-\frac{\partial u\left(c^{-}, t\right)}{\partial x}\right)=D\left(c^{+}\right) \frac{\partial^{2} u\left(c^{+}, t\right)}{\partial x^{2}}, \quad r_{c} \frac{\partial u\left(c^{-}, t\right)}{\partial x}=D\left(c^{+}\right) \frac{\partial^{2} u\left(c^{+}, t\right)}{\partial x^{2}}-D\left(c^{-}\right) \frac{\partial^{2} u\left(c^{-}, t\right)}{\partial x^{2}}
$$

$$
t_{c} u(c, t)=\frac{\partial}{\partial x}\left(D\left(c^{-}\right) \frac{\partial^{2} u\left(c^{-}, t\right)}{\partial x^{2}}\right)-\frac{\partial}{\partial x}\left(D\left(c^{+}\right) \frac{\partial^{2} u\left(c^{+}, t\right)}{\partial x^{2}}\right)-T\left(c^{-}\right) \frac{\partial u\left(c^{-}, t\right)}{\partial x}+T\left(c^{+}\right) \frac{\partial u\left(c^{+}, t\right)}{\partial x}
$$
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