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Introduction

Nowadays, as in the past, our knowledge of microbiology is
limited because of the capacity of available technology
tools. In recent decades, molecular techniques are playing
a central role in the understanding of the microbial world. In
this sense, a complete scientific evaluation of biological
samples is not possible without using molecular biology.
The most influential technique has probably been the poly-
merase chain reaction (PCR), which allows us to work beyond
classical microbiology. With PCR, in some cases, the need for
culture may be avoided. Nevertheless, until the development
of real-time PCR, our evaluation of the microbial complexity
has been merely qualitative.

Real-time PCR is an evolution of the conventional end-
point PCR wherein the amplification of a target gene and its
fluorescence detection occurs simultaneously during each
cycle. Different strategies based on the use of nonspecific
DNA intercalating dyes or specific fluorescent probes exist
for linking target amplification to fluorescence detection.

Regardless of the fluorescence emission mechanisms in-
volved, real-time PCR enables both detection and quantifica-
tion of a genetic target by a continuous fluorescence
monitoring of DNA amplification (Higuchi et al. 1993).

An advantage in real-time PCR is that target quantification
sensitivity is independent of the copy number within the
sample (Freeman et al. 1999). Moreover, the key aspect that
differentiates real-time PCR from previous semi-quantitative
methodologies is that target DNA concentration can be deter-
mined from the fractional cycle at which a threshold amount
of target DNA is produced (i.e., measured signal exceeds a
background level), set at a point where amplicon DNA just
becomes detectable but is still within the exponential phase of
the amplification (Higuchi et al. 1993; Rasmussen 2001). This
quantification cycle (Cq) (or cycle threshold, Ct) are inversely
proportional to the amount of target nucleic acid in the sample
(i.e., the lower the Cq value, the greater the amount of target
nucleic acid in the sample). This approach ensures that inter-
fering factors associated with later stages of the amplification
are minimized and considerably improves the measurement
precision (Rasmussen 2001).

One of the most important points is that real-time PCR
allows quantitative measurements. In order to estimate a
target concentration in environmental samples, absolute
quantification can be performed using a standard curve
constructed by amplifying known amounts of target DNA
(Rutledge and Côté 2003). Nowadays, this approach is the
most commonly used in environmental microbiology.

Real-time PCR has many advantages over conventional
endpoint PCR including speed, broad dynamic range of
quantification, reduced risk of contamination, and good
sensitivity. However, despite all these objective strengths,
real-time PCR sensitivity is not better than conventional
PCR if a protocol validation is not performed (Bastien et
al. 2008).
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The amplification process is driven by the PCR efficiency
as stated by the Eq 1 (Rebrikov and Trofimov 2006):

N ¼ N0E
n ð1Þ

N, total copies of the genetic target after PCR
N0, initial number of copies of the genetic target
E, PCR efficiency
n, number of cycles

Theory indicates that DNA is duplicated in each ampli-
fication cycle; as a result, the efficiency (E) should be 2. But
different factors related with reagents, primers performance,
or DNA quality, frequently have a considerable impact on
the amplification process making the efficiency value lower
than the theoretical one (Tuomi et al. 2010). Example 1
shows numerically how different PCR efficiencies for stan-
dard and sample amplification reaction could impact in
target quantification, especially at lower concentrations
(i.e., high Cq values).

PCR efficiency can be estimated using two different
experimental protocols. The first one explores the “window
of linearity”:

E ¼ N

N0

� �1
n

ð2Þ

window of linearity approach
This approach estimates the slope of the fluorescence

detection in individual amplifications during log phase
(Ramakers et al. 2003). The second approach uses the curve
fitting method, which is based on the construction of stan-
dard curves and regression analysis (Rasmussen 2001):

EStandard ¼ 10
�1
slope ð3Þ

curve fitting approach
The latter methodology (curve fitting) is frequently used to

report PCR efficiencies inmost published scientific works, but
it is based only on data obtained from curves performed with
good-quality standard DNAs (pure cultures, plasmids, or
cDNA) that may be different (generally lower) than that
obtained for DNA from real environmental samples (Love et
al. 2006). Moreover, once an experimental protocol has been
selected and subjected to internal validation and optimization,
the PCR efficiency is frequently evaluated only during the
standards quantification. Under this point of view, PCR in-
hibitions can be detected only if they were absolutes.

In the present study, we have analyzed real-time PCR
data for Bacteroides spp., Legionella pneumophila, or
Adenovirus spp. obtained from a large number of different
environmental samples with the aim of elucidating the bias
on the microbial target quantification due to its environmental
nature. We also hypothesize that this bias is a consequence of
the differences between the PCR efficiencies for the standard

DNA and the sample DNA. Our proposal can be used to
determine the uncertainty and bias in the real sample analysis
which would enable environmental microbiologists to make
the right decisions.

Materials and methods

Microbiological analysis

Table 1 summarizes the information related to environmen-
tal samples (n=92), microbial targets, source for standards
DNA, environmental sample treatment, and real-time PCR
protocol used throughout this study. Quantitative PCR
(qPCR) reactions were carried out in a Lightcycler 1.5
instrument (Roche, Manheim, Germany). Reaction mixtures
contained 10 μL of the 2x QuantiTect probe or Sybrgreen
PCR Master Mix (Qiagen, Hilden, Germany); 5 μL of DNA
extract template; primers and probes according to the manu-
facturer’s instructions in order to achieve the work/method
concentration, and molecular grade water. Total final PCR
reaction volume was 20 μL. Thermal cycling conditions were
used in accordance with the protocols used (Table 1) in previ-
ously published works (Jothikumar et al. 2005; Layton et al.
2006; Behets et al. 2007). The method used for Adenovirus
spp. detection was performed without an internal probe but
verifying each positive result by a melting point analysis.

Genomic DNA obtained from pure cultures was used to
develop standard curves which were used in bacterial target
PCR detection and quantification. For Adenovirus spp., stan-
dard DNAwas obtained from a plasmid containing a fragment
of the Hexon gene cloned into a competent cell using the
Qiagen PCR cloning kit (Qiagen, Hilden, Germany). The
latter method was the only one suitable for our laboratory
allowing us to obtain a good quality viral DNA.

PCR reactions were performed in duplicate. In each case,
data from standards were obtained from three separate serial
dilutions with different target levels (from 101 to 105 gene
copy number for PCR reaction). The Cq values were auto-
matically determined by the Lightcycler software.

Target DNA concentration was estimated using two ap-
proaches: firstly, according to the “dilution of the signal”
strategy (i.e., previous dilution to signal loss is considered as
101 target copy number per reaction). Secondly, the DNA
amount was quantified by spectroscopy and divided by the
genome or plasmid size. The coherence between both ap-
proaches was used as a reference to estimate target concen-
tration in our standards.

Quantification error estimation

Efficiencies per sample (ESample) were estimated using the
window of linearity approach described by Ruijter et al.
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(2009). The correction factor (CF) was estimated according
to Eq 4 as follows:

CF ¼ ECq
Standard

ECq
Sample

 !
ð4Þ

Where EStandard and ESample are the PCR efficiencies
calculated at the Cq cycle for standard and environmental
sample DNAs, respectively, and Cq is the Cq value deter-
mined by the thermal cycler software. The use of CF also
assumes that a true value is known; in this case, we are
assuming that the best possible efficiency is that obtained
with good quality DNA.

Statistical analysis

For each microbial target, PCR efficiency obtained for stan-
dard (using the mean of each duplicates per dilution) or
environmental sample DNAs (using the mean of each repli-
cation per sample) was expressed with a confidence interval
(CI) of 95 %, using SigmaStat® (Version 3.1, Systat Software
Inc., California, USA).

Results

Table 2 shows PCR efficiencies, Cq values, and the calcu-
lated CF for each environmental sample type and microbial
target during the quantification process. For all three micro-
bial targets, the Cq value obtained from environmental
sample DNA amplification reaction was around 30.
According to our knowledge, this value corresponds to a
target concentration per reaction ranging from 100 to 1,000
copies. These levels are low but good enough to be well
detected and they are inside of the range where quantifica-
tion is possible and generates reliable results. In the case of

results values lower than 25 copies per reaction, they often
show a great variability in quantification.

The PCR efficiency achieved by analyzing soil samples
and industrial cooling tower water samples was excellent for
Bacteroides spp. (1.92–1.95) and L. pneumophila (1.91–
1.95), respectively. In both cases, no statistical differences
were detected between PCR efficiencies for standard and
environmental sample DNAs. The two analyzed microbial
target efficiencies obtained using standard DNAs were in-
cluded into the 95 % CI of the samples PCR efficiencies.

For Adenovirus spp., PCR efficiencies of standards
(1.89–1.93) were statistically different (p <0.05) from sam-
ple PCR efficiencies (1.81–1.87). As environmental sample
DNA amplification proceeds differently from the standard,
the detection will be biased affecting sample Cq and, con-
sequently, the final quantification. Example 1 illustrates the
error magnitude due to differences in the amplification
reaction efficiencies for samples and standard DNAs. At
the same target concentration (i.e., same Cq), a 0.10-ampli-
fication E difference between the standard DNA and the
sample DNA produces a final quantification error of 3.75.
In other words, for the same initial target concentration, the
decrease in the sample PCR product amount due to lower
amplification reaction efficiency has a proportional variation
in the fluorescence signal and, therefore, the target concen-
tration estimation in the environmental sample is 3.75 times
lower. Following this reasoning, our results for Adenovirus
spp. shows that different PCR efficiencies for the amplifi-
cation reaction of the standard DNA and the environmental
sample DNA resulted in a significant error at the final viral
load quantification at the environmental sample. The con-
cept is that if two reactions (standard used for calibration
and sample) have different behaviors, the quantification will
have an error. In this case, CF varies from 4.89 to 48.89
suggesting the need for analytical improvements or modifi-
cations in the final quantification by means of a bias correc-
tion for the samples (Table 2). As showed in Fig. 1, CF

Table 1 Summary of sample processing, microbial target and real-time PCR protocols used throughout the present study

Sample (n) Sample processing DNA extraction (kit) Microbial
target (gene)

Source of
standard DNA

Reference
method

Soil (42) 100-g soil+100-mL sterile
NaCl (0.85 %), vortex 30 s,
sedimentation 2 min

2-mL supernatant (DNA
soil Omega bio-tek)

Bacteroides spp.
(16S rRNA)

ATCC 51477 Layton
et al. 2006

Wastewater (30) Haramoto et al. 2005 0.2-mL concentrated
(EZNA tissue DNA
Omega bio-tek)

Adenovirus ser.
40–41 (Hexon)

Plasmid (fragment
Hexon gene)
ATCC VR-930

Jothikumar
et al. 2005

Cooling tower
waters (20)

100-mL filtration,
(nylon 0.22 μm Ø), recovery
in 10-mL sterile NaCl (0.85 %),
vortex 30 s, ultrasound
bath 3 min

2-mL concentrated
(EZNA tissue DNA
Omega bio-teka)

Legionella
pneumophila (MIP)

NCTC 12821 Behets
et al. 2007

a This kit was also used for standards DNA purification
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increases by the contribution of two factors. First, the
difference between PCR efficiencies and, second, the Cq
values. As error increases at higher Cq, the quantifica-
tion bias when environmental samples with low target
levels (i.e., high Cq values) are analyzed may be con-
siderable, even with small differences in the PCR
efficiencies.

Discussion

Although amplification reaction efficiency is key for real-
time PCR DNA quantification, most scientific papers in
environmental microbiology do not include information
about PCR efficiencies of the processed samples. In envi-
ronmental samples, the hybridization process between
primers and target DNA is not always perfect. Multiple
primers hybridization sites with slight differences with the
target sequence may change PCR efficiency, and it can
differ from the efficiency value calculated using pure

laboratory standard DNAs during the prior validation of
the PCR reaction. However, reaction efficiency must not
be the only parameter to be considered when real-time
quantification is performed. Any change in sample type,
sample treatment, used reagents, PCR materials (e.g., tubes),
or thermal cycler can affect the DNA amplification reaction
performance and subsequently, the PCR efficiency. Some
other factors are also critical for real-time PCR quantifica-
tion: (1) the Cq value, (2) the DNA molar absorbance, and
(3) the error associated to the calibration procedure. Both Cq
and DNA molar absorbance are related with the thermal
cycler optical performance and with the software algo-
rithms, and formally, they cannot be improved easily.
Linear regression quality, in qPCR quantification with ex-
ternal standards, is frequently associated with errors during
the manipulation and preparation of the standard dilutions.
Indeed, the abovementioned factors also contribute to the
bias in the quantification affecting the accuracy and uncer-
tainty of the results, but not as much as the reaction effi-
ciency (Love et al. 2006). While the aim of the present work
is not to elucidate the significance of all the factors related
with real-time PCR accuracy and uncertainty, it is important
to notice that such factors can be significantly reduced by
increasing the workflow quality, performing a proper instru-
ment calibration, or applying more rigorous criteria for the
regression line construction and acceptance. On the other
hand, Kitchen et al. 2010 reported some strategies that
minimize the total confounding in qPCR analysis that could
help researchers in optimizing the quantification procedures.

Recently, Brankatschk et al. (2012) have also demonstrat-
ed the impact of PCR efficiency in microbial quantification
on environmental samples using degenerated primers and
calculating the PCR efficiency by the method of multiple
dilutions (fitting method). In that work, PCR efficiency
differences were detected up to several orders of magnitude.
As stated by the authors, the contribution of using degener-
ate primers was found to be relevant in order to explain
those differences. On the other hand, the approach used by
Brankatschk et al. (2012) for efficiency estimation could be
probably finer because it includes more PCR reactions, but
for the same reason, it could also be a practical limitation in
common workflows.

Table 2 Global result summary

Sample PCR efficiency for microbial target

Type (target) qPCR Cq 95 % CI Sample DNA 95 % CI Standard DNA 95 % CI CF 95 % CI

Soil (Bacteroides spp.) (29.47–30.75) (1.92–1.95) (1.94–1.97) (1.37–3.66)

Wastewater (Adenovirus spp.) (31.97–33.03) (1.81–1.87) (1.89–1.93) (4.89–48.89)*

Industrial water (L. pneumophila) (32.81–34.21) (1.91–1.95) (1.87–1.95) (0.77–1.80)

*p <0.05, statistically significant

Cq

Fig. 1 Graphical representation of correction factor (CF) in real-time
PCR absolute quantification model (Eq 4) as a result of the differences
in PCR efficiencies between sample and standard DNA for the same
microbial target. Each line represents a 0.05-magnitude difference
between PCR efficiencies obtained for good quality standard DNA
and environmental sample DNA. CF increases exponentially and this
increment is larger for environmental samples with low DNA target
concentration (i.e., high Cq values)

660 Folia Microbiol (2013) 58:657–662



Limitations in real-time PCR quantification using stan-
dard curves approaches were pointed out several years ago
for mRNA quantification (Ramakers et al. 2003). To solve
these problems, a new algorithm to estimate PCR efficien-
cies was developed by Ruijter et al. (2009). This method
was adapted by Töwe et al. (2010) in an environmental
survey using DNA from soil samples, but DNA quantifica-
tion was only possible for a limited range. Therefore, in
environmental microbiology it must be necessary to apply a
practical alternative in order to obtain quantitative values
when differences between sample and standard DNAs PCR
efficiencies exist. We proposed that as stated in Example 1,
in such cases, once the sample reaction efficiency has been
estimated, a practical approach could be to calculate the bias
and to correct the final value obtained by the thermal cycler
software by multiplying it by the CF.

Multiple methods to calculate PCR efficiency exist
(Rasmussen 2001; Ramakers et al. 2003; Rebrikov and
Trofimov 2006). Therefore, in our opinion, researchers need
to know the contribution of the reaction performance in the
quantification regardless of the approach used to finally
estimate DNA targets concentration. This step is critical in
environmental microbiology because, in some environmen-
tal samples, specific targets may not be present at high levels
and the detection must to be done at high Cq values where
small differences between standard and samples PCR reac-
tion efficiencies are more important (Fig. 1). In these cases,
as we demonstrated for Adenovirus spp., the quantification
error in the final concentration estimation will be consider-
able (see Table 2). For accurate target quantification it is
important to know the PCR efficiency for each procedure
and environmental sample type. This knowledge could lead
to evaluate the need for an entire workflow optimization or,
at least, be able to correct the results using an adequate
factor. Despite of the method used to estimate PCR
efficiency, using the approach from Example 1, it is
possible to estimate the bias and correct the quantifica-
tion error in the final result.

We encourage researchers to estimate PCR efficiency in
their environmental samples and to know the quantification
bias. In addition, editors and reviewers must persuade
authors to include this information in their scientific
communications.
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Example 1

Using Eq 4 for the same reaction at the same Cq (i.e. 25)

EStandard ¼ 1:95 Esample ¼ 1:85
N ¼ N01:9525 N ¼ N0 1:8525

N ¼ N01:8 � 107 N ¼ N0 4:8 � 106
CF ¼ ECq

Standard

ECq
Sample

� �
CF ¼ 3:75
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