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Abstract
Music preferences have long been studied owing to their importance in the fields of psychology and 
sociology. However, previous efforts seldom focused on people’s deliberate choices of music in everyday 
life. In this study, we aimed to analyze music listening behaviors using personal records of music listening 
activity. We obtained the history of songs listened to by 50 different users of the online database system 
Last.fm, spanning on average five years of activity. With the use of this data set, we are able to confirm 
that the number of songs reproduced per artist follows a truncated power-law distribution. The scaling 
parameter of the distribution varies considerably among users, providing a metric that characterizes the 
way in which different people explore music. We propose that this pattern is consistent with a preferential 
attachment model, according to which the probability of listening to a given artist at a given time is 
proportional to the frequency to which the artist was listened to in the past. These results provide new 
insight regarding the way in which individual music preferences are built.
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Introduction

Nature is full of  regularities, and to many, science is in itself  a quest to understand and explain 
these regularities (Andersen, 2011; Foster, 2004; Wigner, 1964). Among the most pervasive 
types of  regularities are the so-called power laws, which are found to underlie diverse physical, 
biological and anthropological phenomena, such as the magnitude of  earthquakes, wildfires, 
biological extinctions and wars (Pinto, Lopes, & Tenreiro Machado, 2012). The occurrence of  
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power-law distributions in data sets pertaining to such different disciplines is sometimes called 
Zipf ’s law (Gan, Li, & Song, 2006).

Mathematically, a variable x is said to follow a power law if  it is drawn from a probability 
distribution p x x( ) ∝ −α , where α is a constant known as the exponent or scaling parameter 
(Clauset, Shalizi, & Newman, 2009). Interest in this sort of  probability distributions has a long 
history, dating back to the observation that income (Pareto, 1896), frequency of  words in texts 
(Zipf, 1932) and city sizes (Zipf, 1949) follow such relationships. Power-law behaviors are inter-
esting not only because of  their occurrence in extraordinarily diverse phenomena, but also 
because of  their unusual mathematical properties. For instance, power laws are said to be 
“scale-free” (i.e. invariant under linear rescaling of  axes; Deluca & Corral, 2013), meaning that 
they have no characteristic scale. Power laws also assign sizable probabilities to the occurrence 
of  extremely large events, thus differing from more frequently encountered (e.g. Gaussian) dis-
tributions. Furthermore, depending on the value of  the scaling parameter, power laws may lack 
finite moments, meaning that they may have undefined mean and standard deviations (for 
more information on mathematical properties of  such distributions see Sornette, 2006). 
Beyond the interesting properties of  power laws, knowing whether a given quantity follows a 
power law or a different type of  probability distribution is important when searching for gen-
erative mechanisms that may underlie the processes under study (Alstott, Bullmore, & Plenz, 
2014; Virkar & Clauset, 2014).

Empirical research on the existence of  power laws in music was initiated by Zipf  himself  
(Zipf, 1949). Using a limited data set, he concluded that the rank-frequency plots for melodic 
intervals, as well as for the distance between repetitions of  notes, followed a power law. 
Subsequently, using both musical compositions (such as Bach’s Brandenburg Concertos) and 
continuous 12 hour recordings from radio stations, Voss and Clarke (1975) also showed that 
several properties of  music, such as volume and pitch, fluctuated according to a power law. 
Many researchers have since proven that several quantities that define the structure of  music 
compositions follow power-law behaviors (Manaris, Romero, & Machado, 2005 and references 
therein; see also Levitin, Chordia, & Menon, 2012), and have used these statistical characteri-
zations to aid in processes such as computerized music generation (Voss & Clarke, 1978), 
author attribution and style identification (Machado, Romero, Manaris, Santos, & Cardoso, 
2003; Machado, Romero, Santos, Cardoso, & Manaris, 2004).

Nonetheless, the advent of  music recommendation systems and other social music services 
has allowed for a different application of  power laws to music research, contributing to a socio-
logical analysis of  music. Both artists and listeners form communities, with individuals being 
connected by collaborations, similarity, taste, etc. (Aucoutier & Pachet, 2007; Cano, Celma, 
Koppenberger, & Buldu, 2006; de Lima e Silva et al., 2003; Gleiser & Danon, 2003). The prop-
erties of  such networks can be studied using the tools of  graph theory and complex network 
analysis, an approach that has contributed significantly towards our understanding of  music 
evolution and development, genre structuring and music social dynamics. For example, many 
sociological aspects of  human listening habits, such as the popularity of  artists, records and 
songs, as well as the overall level of  activity of  users in music service systems, have been shown 
to follow power-law distributions (Celma & Cano, 2008; Chung & Cox, 1994; Hu & Han, 2008; 
Lambiotte & Ausloos, 2005).

Music preferences have a long history of  research in the fields of  sociology and psychology. 
However, few studies have focused on this topic using a quantitative framework, and even fewer 
have focused on everyday life choices (Greasley & Lamont, 2006). Here we examine the music 
listening habits of  users of  Last.fm (www.last.fm), the world’s largest social music service 
(Henning & Reichelt, 2008). Unlike recent efforts towards characterizing listening behaviors 
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(Celma & Cano 2008; Hu & Han, 2008), we focus for the first time on the artist playcount per 
user, a quantity directly related to the users’ preferences. We are able to show that the distribu-
tion of  the total amount of  listened songs per artist follows a power law. Consequently, we  
propose that music listening profiles are built following a preferential attachment model, and 
discuss the ways in which this model may contribute to our understanding of  individual music 
preferences.

Method

Data sets

We used the social network and online music database Last.fm as our data source. Given that 
our aim was to characterize music listening habits through the statistical analysis of  listening 
profiles, we only selected users whose profiles exceeded 30,000 listened to songs, aiming at 
controlling the effects of  insufficient sampling. Users were searched at random, and their entire 
listening profile was downloaded. The procedure was then repeated until obtaining 50 different 
profiles. The resulting data set represents the music-listening history of  50 people during 5.1 ± 
1.3 years (average time-lapse between the creation of  each profile and the start of  the experi-
ment), and ranges from approximately 35,000 to 194,000 listened songs.

From this database, we compiled the total number of  song plays per artist. The lists were 
manually edited in order to reduce tagging errors, leading to the elimination (e.g. “[unknown]”) 
or the merging (e.g. “Beethoven” and “Ludwig van Beethoven”) of  certain artist tags. Finally, each 
user was characterized as a vector, with each position representing the number of  songs repro-
duced per artist, arranged in descending order.

Parameter estimation

Effectively demonstrating that a given quantity follows a power-law distribution is a difficult 
task (Goldstein, Morris, & Yen, 2004; Newman, 2005). Until fairly recently, whether or not a 
given set of  data was appropriately described by a power law was decided after visual inspection 
on a double logarithmic plot (on which the data are expected to show a linear behavior), aided 
with the use of  linear least-squares fit. Such methods have been contested on several grounds, 
including both their validity and accuracy, and are therefore considered to be inefficient at 
proving and characterizing the power-law behavior of  a given data set (for a description of  the 
problems associated with this approach, refer to Bauke, 2007; Clauset et  al., 2009; White, 
Enquist, & Green, 2008).

For our analyses we used the procedure described in Clauset et al. (2009), as implemented in 
the R package poweRlaw (Gillespie, 2015) and the Python package powerlaw v 1.3.4 (Alstott 
et  al., 2014). Data were handled and plotted after transformation into the complementary 
cumulative density function (CCDF), defined as the probability that the quantity of  interest x is 
greater than or equal to a given value (i.e. P x Pr X x( ) = ( ) ; in our case, the fraction of  bands 
with a playcount greater than or equal to a given value). This technique largely reduces the 
errors associated with poor sampling in the tail of  the distribution, while at the same time 
avoiding the need to bin the data (Newman, 2005). The estimation of  the scaling parameter (α) 
for the power-law model was done under maximum likelihood, considered to be the most accu-
rate approach provided sufficient sampling (Bauke, 2007; Clauset et  al., 2009). Given that 
power-law behaviors are often found at the tail of  the distributions (hence their classification as 
“heavy-tailed”), with strong deviations towards lower values of  x, a crucial task is the correct 
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identification of  the minimum value (or xmin) above which the distribution follows a power law 
(Newman, 2005). This was accomplished using the methodology proposed by Clauset et  al. 
(2009), which aims at finding the value of  xmin such that the similarity between the probability 
distribution of  the measured data and the best-fit power-law model for x xmin  is maximized. As 
most recent studies have done, we employed the Kolmogorov-Smirnov (KS) distance to measure 
this similarity (Deluca & Corral, 2013; p. 1363).

As has been noted, power-law distributions measured in natural data sets will be unlikely to 
extend indefinitely, given the existence of  finite size limitations (Burroughs & Tebbens, 2002; 
Sornette, 2006). A famous example of  this is the Gutenberg-Richter distribution, which 
describes a power-law relationship between the frequency of  earthquakes and their seismic 
moment (a quantity related to their magnitude). Given that the seismic moment is proportional 
to the energy dissipated by an earthquake, there has to be an upper bound to the magnitude of  
earthquakes, given by the fact that a finite Earth cannot release an infinite amount of  energy 
(Burroughs & Tebbens, 2002; Knopoff  & Kagan, 1977). Such finite size limitations are modeled 
using a truncated version of  the power law, which shows a power-law behavior over some 
range, but is truncated by an exponentially bounded tail as it approaches the system size (i.e. it 
decays faster than a pure power law would; Alstott et al., 2014; Jensen, 1998). In our case, we 
also expect the data to suffer from such limitations, given that there is an upper limit to the 
number of  song plays an artist can accrue during a finite amount of  time. This upper limit will 
probably be user specific, and will depend on several factors, such as the total amount of  time 
devoted to music listening, the relative distribution of  time among different artists, and the 
length of  the songs reproduced. We therefore fitted each user’s data to a truncated power law 
as well.

Comparison to alternative distributions

Finding the parameters of  the power law that best describes the data does nothing to prove that 
the data follows a power-law distribution. Different methods have been proposed to address this 
question (Clauset et  al., 2009), the best of  which relies on comparing the power-law model 
against alternative distributions through some measure of  goodness-of-fit (Alstott et al., 2014). 
The KS statistic provides a first approximation towards comparing the goodness-of-fit of  alter-
native models, given that the model that best characterizes the empirical distribution is also 
expected to yield the smallest KS distance (Klaus, Yu, & Plenz, 2011). Similarly, log-likelihood 
ratio (LLR) tests can be used for direct pairwise comparisons of  plausible competing distribu-
tions (Clauset et al., 2009), and the significance of  the test can be analyzed using the method 
proposed by Vuong (1989). Following Clauset et al. (2009), we used a p-value for significance 
of  0.1. Alternative hypotheses tested (besides the power law and the truncated power law, 
which were compared using the modified LLR test for nested distributions) were the exponen-
tial, stretched exponential, lognormal and Poisson distributions. As noted by Alstott et  al. 
(2014), the exponential distribution is the absolute minimum alternative candidate to be tested, 
given that the operational definition of  a heavy-tailed distribution is that it is not exponentially 
bounded (Asmussen, 2003). The remaining distributions are all plausible alternative candi-
dates regularly inspected in the literature. However, it should be noted that, finding a significant 
statistical support for a power-law model over a lognormal or stretched exponential is extremely 
difficult (Clauset et al. 2009; Malevergne, Pisarenko, & Sornette, 2005; Mitzenmacher, 2004), 
given the similarity between these distributions over the ranges of  values regularly studied. 
Furthermore, lognormal and stretched exponential distributions have an extra degree of  free-
dom with respect to the power law, making rejections of  this last distribution using LLR tests 
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difficult to interpret. Given that truncated power laws were generally found to be better descrip-
tors than pure power laws (see Results section), candidate distributions with two parameters 
were compared to truncated power laws (an approach proposed by Klaus et al., 2011).

Results

Example distributions can be seen in Figure 1. When plotted on a double logarithmic axis, the 
data was found to follow a straight line only in its central region, with deviations from linearity 
generally present at both extremes (Figure 1a). After finding the xmin value for each user and 
restricting the analysis to the tail of  the distribution, the data was confirmed to be “heavy-
tailed”. As can be seen from the three examples shown in Figure 1b, the data strongly deviates 
from an exponential model, with extreme events (i.e. artists with a very large playcount) obtain-
ing sizable probabilities. From the “heavy-tailed” models tested, the power law seemed to be an 
appropriate descriptor for some of  the users (Figure 1c, top row), while for the vast majority, the 

Figure 1.  Examples of the CCDF of the number of song plays per artist for different users (rows), along 
with their best fit to different models (a key for line types is found at the bottom). A. Empirical data. B. Fit 
to all models, showing that the data is poorly described by an exponential model. C. Fit to “heavy-tailed” 
models. The tail of the distribution behaved somewhat differently depending on the user (see text). Plots B 
and C show only values above xmin.
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deviations toward the largest values of  x resulted in a better fit to a truncated power law (Figure 
1c, middle row). However, finding the “heavy-tailed” model that best described the data was not 
always feasible from a graphical standpoint, with many cases in which different models behaved 
too similarly to allow any distinction (Figure 1c, bottom row).

The use of  the KS distance metric to compare the goodness-of-fit of  the different models to 
each user’s data produced a similar result. Both the exponential model and the Poisson model 
were found to be extremely poor descriptors of  the empirical distributions, with KS distances 
generally an order of  magnitude above those of  the other models (across-user mean KS values 
of  0.29 and 0.71, respectively). The remaining four models consistently showed very low KS 
values, which were furthermore quite similar to each other, as can be seen in Figure 2. The 
power law and truncated power-law models showed the smallest KS values overall, although 
differences among models were found to be non-significant (Kruskal-Wallis test, p = .74). This 
lack of  significance was seemingly a result of  the huge standard deviations within each model 
(see Figure 2 inset). Therefore, we used the Friedman test to study whether the models signifi-
cantly differed in their ranks. By comparing ranks instead of  absolute KS values, this test allows 
us to compare the performance of  each model without being affected by the huge variance 
between users. Significant differences were in fact detected in the ranking of  the four contend-
ing models (p = 10−6). With the use of  the post-hoc test of  Conover (1999, p. 371), we were able 
to conclude that the truncated power-law model was significantly better ranked than all of  the 
remaining models (see Figure 2 and caption).

Distribution models were subsequently compared using the LLR test. First, the power-law and 
truncated power-law models were compared using the nested version of  the LLR test. For the 50 
profiles studied, 76% were found to be significantly better described by the truncated power-law 
model. This value increased to 98% when considering all instances in which the truncated 
power law was found to be better, irrespective of  whether such differences were significant or 
not. This means that for only one profile the pure power law was a better model than the trun-
cated power law (and even in this case, the difference in fit was not significant). Given that 

Figure 2.  Comparison of alternative distribution models using the Kolmogorov-Smirnov distance metric. 
Values shown are the mean KS distance (bars) and the average rank (line) derived from the KS metric. 
Differences in mean KS distance between models are not significant, probably as a consequence of the 
measure’s large variability between users (standard deviations are shown as vertical bars in the figure inset). 
On the other hand, the truncated power-law model was found to be ranked significantly lower than all other 
remaining models, while the stretched exponential model was ranked significantly higher than all others (all 
p < .05). Values shown between parentheses are the number of times a given model was ranked first.
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truncated power laws were found to be statistically better than pure power laws for most cases 
using both the LLR test and the average ranking derived from KS distances, stretched exponen-
tial and lognormal models were compared against truncated power laws, avoiding the problems 
of  comparing distributions with different numbers of  parameters (Klaus et al., 2011). For the 
same reason, exponential and Poisson distributions were compared with pure power laws.

Overall results of  the LLR tests supported the power-law hypothesis. None of  the 200 LLR 
tests performed comparing power laws to alternative models resulted in a statistically signifi-
cant result favoring the alternative model. A case by case description of  the results is synthe-
sized in Table 1. Data corresponding to the LLR tests against Poisson distributions are not 
shown, given that power laws were found to be significantly better models in all cases. Overall, 
the proportion of  cases in which the power-law model resulted in a significantly superior fit to 
the data was 76% against exponential models, 56% against stretched exponentials and 62% 
against lognormals. Such values increase to 92, 94 and 92%, respectively, when considering all 
results favoring power laws, not discriminating between significant and non-significant results.

Finally, given that accurately discriminating among power laws, stretched exponentials and 
lognormal distributions generally requires an extremely large dataset (Clauset et  al., 2009; 
Malevergne et al., 2005), we tested whether profiles for which power laws were not the best 
alternative were those with the least amount of  data. This could justify the occasional lack of  
efficacy of  the described methods to tell the different distributions apart. The results confirmed 
this: the number of  data points above xmin (i.e. the number of  data points used to fit the different 
models) was significantly smaller in the eight profiles for which at least one alternative distribu-
tion had a higher likelihood (distributions with at least one light gray cell in Table 1; one-way 
ANOVA: F = 6.32, p = .015). On average, profiles for which power laws were the model with the 
overall highest likelihood had 1.65 times the number of  data points to fit than profiles for which 
the model with the highest likelihood was an alternative one.

Conclusions

Music is one of  the most ubiquitous cultural expressions of  mankind, and has been considered 
by some to be one of  the most biologically significant activities in human life (Cross, 1999). 
Given its relevance to the understanding of  human psychological and sociological dynamics, 
there has been a long tradition of  inquiry into music preferences (Martin, 1995; Sloboda, 
1985). Sloboda, Lamont, and Greasley (2011) identified four basic functions music can play in 
our daily life: music as a distracting, energizing, entertaining and meaning-enhancing activity. 
Music can also be used to define our social identity and guide our relationships with others 
(Laiho, 2004; Trepte, 2006), or may simply be enjoyed because of  its aesthetic appeal. Given 
this breadth in uses and purposes, music preferences are expected to be an amalgam of  many 
complex underlying factors, including personality traits, familiarity and repetition, social con-
text and musical training (see Lamont & Greasley, 2009 and references therein). Our knowl-
edge on how these variables interact with the characteristics of  music, resulting in differences 
in preferences, have been mostly derived from studies focusing on people’s verbal or behavioral 
responses to music. However, these experiments are generally performed with the use of  music 
either artificially contrived or chosen by the experimenter (North & Hargreaves, 1997), hardly 
ever focusing on people’s unassisted tastes and choices (but see Greasley & Lamont, 2006). 
Furthermore, most studies focus on obtaining responses either to individual songs or to genres/
styles, without analyzing the intermediate category level of  the artist, even though many peo-
ple spontaneously describe their music preferences referring to this level (Greasley, Lamont, & 
Sloboda, 2013).
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Table 1.  Data sets employed, along with the parameters of the best fit truncated power-law models (α 
and λ) and the results of the LLR tests.

User No. of 
songs

No. of 
artists

xmin % in tail α λ vs. EX vs. SE vs. LN

1 49141 1440 32 81 2.107 5.32−04  
2 72868 356 177 49 1.718 2.37−04  
3 58508 971 1 100 1.358 4.74−04  
4 46274 1284 99 52 1.000 6.23−03  
5 58313 1831 79 59 2.360 5.17−04  
6 193579 502 107 65 1.697 2.19−05  
7 64085 2776 34 84 1.989 4.82−04  
8 35861 2955 49 60 2.353 3.98−03  
9 51323 1590 3 99 1.455 8.75−04  
10 97609 1519 10 96 1.547 2.84−04  
11 167622 2610 101 73 1.495 1.44−03  
12 35299 1476 1 100 1.449 1.23−03  
13 112503 2119 1 100 1.292 8.98−04  
14 43613 1397 9 95 1.374 2.64−03  
15 52473 300 301 31 1.000 1.46−03  
16 56018 2444 1 100 1.389 1.40−03  
17 58568 707 25 84 1.631 1.34−04  
18 46058 503 130 45 1.814 7.68−04  
19 57443 1178 44 79 1.535 1.01−03  
20 86489 373 509 27 1.656 3.64−04  
21 72262 2715 15 95 1.751 1.01−03  
22 98604 821 131 55 1.631 3.22−04  
23 64478 629 174 37 2.253 2.60−05  
24 37376 352 25 83 1.483 6.85−04  
25 53570 430 5 97 1.201 4.60−04  
26 109018 921 4 99 1.341 2.89−04  
27 120666 4059 5 100 1.561 4.13−04  
28 73884 959 149 47 2.224 1.29−04  
29 41509 412 104 52 2.240 1.90−04  
30 83405 740 253 40 2.467 –  
31 68626 1198 97 62 1.287 8.26−04  
32 94483 620 335 32 1.000 2.17−03  
33 59460 486 95 53 1.658 1.34−04  
34 155107 2344 327 32 1.946 3.81−04  
35 65135 836 196 37 1.828 2.71−04  
36 49994 385 148 51 1.638 4.77−04  
37 50594 729 53 71 1.536 5.50−04  
38 46807 430 142 43 1.614 3.44−04  
39 55166 3155 3 99 1.617 1.10−03  
40 102503 1702 335 23 1.853 2.89−03  
41 92270 1003 62 74 1.465 5.33−04  
42 40616 710 28 82 1.522 6.32−04  
43 121384 1030 1 100 1.259 3.45−04  
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The present study made use of  the great wealth of  information regarding listening behaviors 
that is available through online music databases. Such an approach has already significantly 
enriched our understanding of  the social (Lambiotte & Ausloos, 2005) and temporal (Mauch, 
MacCallum, Levy, & Leroi, 2015) dynamics of  music. By analyzing the number of  song plays 
per artist by each user, we were able to determine that these quantities follow a truncated 
power-law distribution. This result was corroborated by comparing this and other alternative 
models through measures of  goodness-of-fit, derived from both maximum likelihood and the 
Kolmogorov-Smirnov distance. Overall, this procedure provided a strong statistical support 
favoring the truncated power-law model over all other alternatives. Even in the few instances in 
which results were not conclusive, we were able to find evidence that this was likely an effect of  
insufficient sample size rather than deviations from the proposed model.

Our results have direct ties to what has been called the Long Tailed model (Anderson, 2006), 
which relies on the popularity of  products following a “heavy-tailed” distribution. However, 
such a pattern reflects the aggregate behavior of  consumer communities, and as such, is better 
suited towards understanding economic dynamics than the psychological bearing of  individ-
ual choices. Our analysis, on the other hand, can provide several insights for the study of  music 
preferences. By directly employing people’s record of  musical activity, we were able to derive a 
metric of  preference different from the ones commonly employed in the field, which are usually 
based on some kind of  preference scale (Litle & Zuckerman, 1986; Rentfrow & Gosling, 2003) 
or derived from intensive interviewing sessions (DeNora, 2000). The playcount of  different art-
ists may be superior to all of  these as a measure of  preference, defined by Price (1986: 154) as 
the “act of  choosing, esteeming, or giving advantage to one thing over another”. Given that 
there exists a limit to the amount of  time people can devote to music listening, choosing to listen 
to a given artist means also choosing not to listen to any other.

It is significant that all user profiles conform to the same type of  distribution. This means 
that, despite their differences in music preferences, and even despite the fact that they may lis-
ten to music in different ways and with different purposes, all of  the users studied shared the 
same overall listening habits, distributing listening time among artists following similar under-
lying rules. Nonetheless, beyond the similarities found, it should be noted that the exponent of  
the power law strongly varied between users, adopting absolute values 1 < α < 3. Lower values 
show that listening time is distributed more homogenously among artists, while higher values 
represent a stronger asymmetry in the time devoted to each artist. Given that people who prefer 

User No. of 
songs

No. of 
artists

xmin % in tail α λ vs. EX vs. SE vs. LN

44 42723 1213 2 100 1.363 6.79−04  
45 123537 2005 81 71 1.603 4.09−04  
46 118438 514 296 46 1.514 2.42−04  
47 71662 657 217 36 2.902 4.98−06  
48 42916 2043 44 73 2.340 2.21−04  
49 100761 4000 2 100 1.586 5.61−04  
50 50876 1661 8 96 1.461 2.57−03  

Note. Only in the case of user 30 (the only one for which the power law showed a superior fit than the truncated  
power law), the value of α shown is the exponent of the power law. For the LLR tests, black represents that the 
power-law model was a significantly better fit (p < .1) to the data, dark gray that it was better, yet not significantly, and 
light gray that it was worse, yet not significantly. EX = exponential; SE = stretched exponential; LN = lognormal.

Table 1. (Continued)
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a wider range of  styles are expected to listen to a wider breadth of  artists in a repeated and con-
sistent way, rather than anecdotally, the scaling coefficient of  the power law seems to be a quan-
tity somewhat related to the “omnivorousness” of  each person’s music taste (Coulangeon & 
Lemel, 2007; Peterson & Kern, 1996; Peterson & Simkus, 1992). People whose listening habits 
result in high exponent values are probably specialists (or “univores”), listening over and over 
to a limited number of  artists (and therefore, a limited number of  styles), while people with 
lower exponent values are likely to be much more eclectic in their tastes, appreciating the aes-
thetics of  many distinctive forms of  music. Although Greasley et al. (2013) pointed out a pos-
sible relationship between the level of  engagement with music and the “omnivorousness” of  
musical taste, we were not able to find any correlation between the scaling exponent and the 
absolute number of  songs or artists listened to by the users. It should however be pointed out 
that all of  the users in this study would probably be regarded as having a strong level of  engage-
ment with music. Further research on this and other ways of  quantifying the asymmetry of  
time distribution among artists must be undertaken before drawing any further conclusions.

Understanding the way in which a quantity is distributed is extremely useful when trying to 
propose generative mechanisms, and those leading to power-law distributions have been exten-
sively reviewed (Mitzenmacher, 2004; Newman, 2005). Of  these, the preferential attachment 
mechanism (also called Yule process) is regularly cited as a possible mechanism underlying 
certain human dynamics (Abbasi, Hossain, & Leydesdorff, 2012; Barabási & Albert, 1999; 
Jones & Hancock, 2003), and is also a plausible scenario for the type of  data being handled 
here. This model was originally proposed by Yule (1925) to explain the power-law distribution 
of  the number of  species per genus. It was later generalized by Simon (1955) for its application 
to a variety of  situations, and gained much attention as a possible model behind the growth of  
the World Wide Web (Barabási & Albert, 1999), as well as other types of  evolving networks 
(Vázquez, 2003). The mechanism describes the dynamics of  a system composed of  a group of  
objects, each one of  which also possesses an associated quantity. At each time step, new objects 
are added to the system, and the quantity associated with the existing objects is increased by a 
magnitude proportional to the value already attained by them. In our case, the user’s profile 
represents the system, with artists as the objects and the playcount as the measured quantity. 
As time progresses, new artists are discovered and incorporated into the profile, while more 
songs are listened to from already known artists, increasing their playcount. In case the prob-
ability of  listening to a given artist is proportional to the number of  times the artist was listened 
to in the past, the result of  the process will be a power-law distribution. Adding a finite size limi-
tation to the number of  played songs an artist can accrue results in the truncated power law 
found in this study.

The way in which the dynamics proposed by the preferential attachment model relates to 
what we already know regarding patterns of  music listening habits still needs to be explored. 
However, repetition has been unanimously considered a key aspect defining aesthetic prefer-
ences (Berlyne, 1971; Greasley & Lamont, 2006; Hargreaves, 1984; Johnston, 2015; Russell, 
1986; Walker, 1980; Zajonc, 1968). It should be noted that most past research, and the models 
derived from it (such as the inverted U-shaped relationship between familiarity and liking; 
Russell, 1986) are based on experiments involving non-voluntary exposure to music, and may 
be for that same reason more suitable for explaining the changes in preferences towards “radio 
hits” than towards personal favorites. In this sense, research focusing on people’s own music 
collections and everyday life experiences has revealed listening habits and preferences that are 
more complex than the ones suggested by the inverted U-shape model. When variables such as 
the context of  the listening experience, its effect on personal mood and its emotional associa-
tions are taken into account, the richness and complexity of  listening behaviors become 
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evident (Greasley et al., 2013; Lamont & Webb, 2010; North & Hargreaves, 1996). Such is the 
case, for example, of  the possible decoupling between short- and long-term musical preferences 
(Lamont & Webb, 2010), of  the conscious regulation of  exposure to avoid over-familiarization, 
and of  the resulting cyclical pattern of  choices in order to refresh personal favorites (Greasley & 
Lamont, 2006). It is in this context that the present study should be interpreted.

Finally, recommender systems have historically aimed at providing accurate suggestions 
based on predicting and matching user information needs (Cremonesi, Koren, & Turrin, 
2010). However, the fact that recommender systems also need to provide novel and diverse 
suggestions has been recently recognized by many (McNee, Riedl, & Konstan, 2006; Vargas & 
Castells, 2011). These three dimensions are involved in a trade-off  (Ribeiro, Lacerda, Veloso, 
& Ziviani, 2012): independently maximizing one of  them generally leads to poor results in 
the others. The power-law behavior of  each user’s profile is a rendition of  the way in which 
music is explored, and as such, it combines aspects relevant to the calculation of  the relative 
importance of  all three dimensions. Therefore, this information could provide user-specific 
weights for the dimensions involved – a critical step towards finding optimal algorithms 
(Ribeiro et al., 2012).
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