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a  b  s  t  r  a  c  t

Multi-way  partial  least-squares  (N-PLS)  is combined  to the  residual  bi-linearization  procedure  (RBL)
for the  direct  analysis  of metabolites  of  polycyclic  aromatic  hydrocarbons  in  urine  samples.  Metabo-
lite  analysis  is carried  out  via  a two-step  experimental  procedure  based  on  solid-phase  extraction  and
room temperature  fluorescence  spectroscopy.  Excitation-emission  matrices  are  recorded  from  octadecyl
(C18)  membranes  that  serve  as  solid  substrates  for  sample  extraction  and  spectroscopic  measure-
ments.  Excellent  metabolite  recoveries  were  obtained  in  all  cases,  which  varied  from  96.2  ± 1.35%
(9-hydroxyphenanthrene)  to  99.7  ±  0.49%  (3-hydroxybenzo[a]pyrene).  Background  correction  of  extrac-
tion membranes  is carried  out with  a new  alternating  least-squares  (ALS)  procedure  adapted  to second
order  data. The  performance  of  N-PLS/RBL  is  compared  to  the  well-established  multivariate  curve
resolution-alternating  least-squares  (MCR-ALS)  algorithm.  Both  algorithms  provided  similar  analyti-
rine analysis cal  figures  of  merit,  including  their  ability  to  handle  unknown  interference  in  urine  samples.  With
only  10  mL  of  sample,  the  limits  of  detection  varied  between  0.06–0.08  ng mL−1 (1-hydroxypyrene)  and
0.016–0.018  ng  mL−1 (2-hydroxyfluorene).  When  compared  to previously  reported  univariate  calibra-
tion  data,  the  limits  of detection  via  N-PLS/RBL  and  MCR-ALS  are  approximately  one order  of  magnitude
higher.  This  was  somehow  expected  due  to  the  effect  of  unexpected  components  in  multivariate  figures
of  merit,  i.e.  a  more  realistic  approach  to  the  analysis  of  metabolites  in  human  urine  samples.
. Introduction

Urine analysis of monohydroxy metabolites of polycyclic aro-
atic hydrocarbons (OH-PAHs) is recognized as an accurate

ssessment of human exposure to parent PAHs [1,2]. The gen-
ral approach follows the sequence of urine hydrolysis, sample
lean up and pre-concentration, and chromatographic separation
nd determination. The hydrolysis step is carried out to dissociate
H-PAHs from their glucuronide and/or sulfate conjugates. Popu-

ar approaches for sample clean up and pre-concentration include
iquid–liquid extraction [3,4], solid-phase extraction (SPE) [5],
nd solid-phase micro-extraction [6].  Qualitative and quantitative

nalysis is usually carried out via high-performance liquid chro-
atography (HPLC) coupled to room-temperature fluorescence
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(RTF) spectroscopy [6–8] or gas chromatography–mass spectrom-
etry (GC–MS) [9–11].

Research in our group has focused on the development
of screening methodology potentially well-suited to monitor
PAHs exposure of large human populations. Sample screening
avoids unnecessary chromatographic analysis of negative samples,
improves turnaround analysis time and reduces analysis costs. Our
approach takes advantage of the strong fluorescence resulting from
the rigid and delocalized �-electron system of PAHs. We  have
demonstrated the advantages of using SPE membranes with the
dual purpose of sample pre-concentration and solid substrate for
luminescence measurements [12–17].  SPE-RTF eliminates elution
steps and solvent evaporation prior to metabolite determination
providing excellent recoveries via a two-step procedure extremely
appealing for routine analysis of numerous samples. Additional
merits include compatibility with portable instrumentation for
field analysis and – because of the non-destructive nature of fluo-
rescence measurements – the possibility to bring positive samples

to the lab for subsequent metabolites elution and confirmation via
a high-resolution technique.

Our most recent publication extended SPE-RTF to the analysis
of OH-PAHs in urine samples [18]. Its successful application was

dx.doi.org/10.1016/j.aca.2011.12.031
http://www.sciencedirect.com/science/journal/00032670
http://www.elsevier.com/locate/aca
mailto:andres.campiglia@ucf.edu
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ossible with the aid of a sample holder specifically designed to
mprove the reproducibility of measurements on solid substrates.
ackground correction of extraction membranes was carried out
ith the aid of Asymmetric Least Squares (ALS), a smoothing

lgorithm originally devised for baseline correction of chromato-
raphic data [19] and often applied to matrix interference in
hromatographic analysis [20,21].  Recovery values for the studied
H-PAHs varied from 99.0 ± 1.2% (3-hydroxybenzo[a]pyrene) to
9.9 ± 0.05% (1-hydroxypyrene). The new sample holder improved
he precision of measurements for analytical use. Relative stan-
ard deviations (RSD) of the studied metabolites varied from 3.5%
2-hydroxyfluorene) to 9.5% (9-hydroxyphenenthrene). The appli-
ation of ALS to SPE-RTF improved the limits of detection (LOD)
y approximately two orders of magnitude. With only 10 mL  of
rine sample, the LOD of OH-PAH varied from 57 pg mL−1 (2-
ydroxyfluorene) to 2 pg mL−1 (1-hydroxypyrene) [18]. These LOD
ere obtained at the maximum excitation and fluorescence wave-

engths of each metabolite. Their individual determination in the
resence of co-existing metabolites was not attempted neither was
heir determination in the presence of potential fluorescence inter-
erence.

In the present article, we combine SPE to RTF excitation-
mission matrix (RTF-EEM) spectroscopy and demonstrate
ts analytical potential with the direct determination of 2-
ydroxy-fluorene (2OH-FLU), 1-hydroxy-pyrene (1OH-PYR),
-hydroxybenzo[a]pyrene (3OH-B[a]P) and 9-hydroxy-
henanthrene (9OH-PHE) without previous chromatographic
eparation. Spectral overlapping of EEMs is resolved with N-
LS/RBL, a chemometric algorithm for processing second order
ata that combines multi-way partial least-squares (N-PLS) to the
esidual bi-linearization procedure (RBL) [22,23].  The performance
f N-PLS/RBL is compared to the well-established multivariate
urve resolution-alternating least-squares (MCR-ALS) algorithm.
he analytical figures of merit obtained via a two-step experimen-
al procedure make this approach a well-suited tool for the routine
nalysis of OH-PAHs in numerous samples.

Coupling multidimensional data formats – such as EEMs –
ith chemometric algorithms carrying the second order advantage
ermits the determination of calibrated species in the presence
f un-calibrated concomitants, an immensely useful property in
he present content. EEMs have been traditionally processed by
he application of two well-known algorithms: parallel factor
PARAFAC) [24] or multivariate curve resolution-alternating least-
quares (MCR-ALS) [25]. Recently attention has been paid to
lternative second order multivariate calibration algorithms based
n latent-structured methodologies, namely unfolded partial least
quares/residual bi-linearization (U-PLS/RBL) and multidimen-
ional partial least squares/residual bi-linearization (N-PLS/RBL)
26–28]. PLS-based methods appear to be more flexible and provide
etter figures of merit than their competitors [28,29]. U-PLS/RBL
as recently applied in our lab to the direct analysis of OH-PAHs

ia a three step experimental procedure [30]. SPE was carried out
n commercial C18 cartridges and PAH metabolites were directly
etermined in the eluting solvent (3 mL  of methanol) via RTF-EEM
pectroscopy. Fluorescence background reduction was achieved by
ushing the SPE cartridge with 15 mL  of methanol prior to sample

oading. The potential interference of fluorescence concomitants
ypically found in urine samples was not investigated.

In the present article, we apply N-PLS/RBL to the analysis of
H-PAHs adsorbed on extraction membranes and compare its per-

ormance to the well-established MCR-ALS algorithm. Background
orrection of extraction membranes is carried out with a new ALS

rocedure adapted to second order data [31]. The crucial issue of
pectral overlapping on extraction membranes was  investigated
ith four pharmacological drugs, namely naproxen, ibuprofen,
iclofenac and amoxicillin. Both N-PLS/RBL and MCR-ALS were
ica Acta 717 (2012) 100– 109 101

capable to handle the presence of fluorescence interference.
Their combination to SPE-RTF-EEM appears to provide a valuable
approach to the routine screening of numerous samples.

2. Theory

2.1. N-PLS/RBL

Different to other second order algorithms, N-PLS/RBL includes
concentration information only in the calibration step. The I cali-
bration data arrays and the vector of calibration concentrations y
(size I × 1) are combined to generate regression coefficients v (size
A × 1) and two  sets of loadings, namely Wj and Wk of sizes J × A and
K × A·J and K refer to digitized wavelengths in emission and exci-
tation, respectively [32]. A is the number of latent factors, which is
usually selected by leave-one-out cross-validation. In the absence
of unexpected components, the analyte concentration in the test
sample can be estimated with Eq. (1):

yu = tTv (1)

where tu is the test sample score vector obtained by appropriate
projection of the test data onto the calibration loading matrices.

Eq. (1) does not apply in the presence of unexpected compo-
nents in the test sample. In those cases, the residuals from the
N-PLS modeling of the test sample signals should be considered
before making predictions. In comparison to typical instrumental
noise levels, the residuals contained in the matrix Ep (see Eq. (2))
should be abnormally large:

sp = ||Ep||
(JKI − A)1/2

= ||Xu − reshape{tu[(Wj| ⊗ |Wk)]}||
(JKI − A)1/2

(2)

In this equation, “reshape” indicates transforming a JK × 1 vec-
tor into a J × K matrix and |⊗| is the Kathri–Rao operator. In order
to handle the presence of unexpected constituents, residual bi-
linearization resorts to the principal component analysis (PCA) of
their contribution by minimizing the computed residuals while fit-
ting the sample data to the sum of the relevant contributions. For
N-PLS, the sum of contributions is given by Eq. (3):

Xu = reshape{tu[(Wj| ⊗ |Wk)]} + BunxGunx(Cunx)T + Eu (3)

where matrices Bunx, Gunx and Cunx are obtained by singular value
decomposition (SVD) of the error matrix Ep:

BunxGunx(Cunx)T = SVD(Ep) (4)

During the RBL procedure, the loadings are kept constant at the
calibration values, and tu is varied until the final RBL residual error
su is minimized using a Gauss–Newton procedure:

su = ||Eu||
(JKI)1/2

(5)

Analyte concentrations are then obtained by introducing the
values of tu vectors into Eq. (1).  Due to the use of PCA, retrieved
RBL profiles do not necessarily resemble true spectra. The aim of
RBL is to minimize the residual error term su to a level compati-
ble with the degree of instrumental noise. With this in mind, one
should always explore an increasing number of unexpected com-
ponents and select the simplest model giving a su value statistically
similar to the minimum.
2.2. MCR-ALS

In this algorithm, each matrix data (EEM) is unfolded in
a column-wise augmented matrix D, instead of forming a



1 a Chim

t
a

D

w
t
t
r
t
t
(
w
d
b
s
i
w
I
r
l

2

m
l
W
o
c
b

f

w
r
f

Q

b
o
a
c
�
w
e
c
i

p

w
c
a
d

3

3

i
t

02 H.C. Goicoechea et al. / Analytic

hree-dimensional data array. The bilinear decomposition of the
ugmented matrix D is carried out according to the expression:

 = C × ST + E (6)

here D rows refer to emission spectra as a function of exci-
ation wavelengths, C columns contain the excitation profiles of
he compounds involved in the process and the S columns their
elated emission spectra, and E is the matrix of residuals not fit-
ed by the model. The appropriate dimensions of D, C, S and E are
hus K × (1 + I) × J, K × (1 + I) × F, J × F and K × (1 + I) × J respectively
I = number of training samples, J = number of digitized emission
avelengths, F = number of extracted factors and K = number of
igitized excitation wavelengths). Decomposition of D is achieved
y iterative least-squares minimization of ||E|| under suitable con-
training conditions, i.e. non-negativity in spectral profiles. It is
mportant to keep in mind that MCR-ALS requires initialization

ith system parameters as close as possible to the final results.
n the column-wise augmentation mode, the use of spectra is
equired, which should be preferentially obtained from pure ana-
yte standards.

.3. ALS background correction adapted to second order data

The background matrix F (J × K) is estimated from the data
atrix M (J × K), where J and K are the number of digitized wave-

engths in the emission and the excitation ranges, respectively.
ith this purpose, a B1 (L × J) spline basis matrix along the rows

f the M matrix and a B2 (M × K) spline basis matrix along the
olumns of the M matrix are used along with a compromise of 10
asis function [33], i.e. L = M = 10. F can be represented as:

j,k =
∑
L,M

b1LJb2MK aLM (7)

here aLM is the (L,M) element of an A matrix containing the
egression coefficients, which can be calculated by minimizing the
ollowing cost function:

 =
∑
L,M

�JK (yJK − fJK )2 + p (8)

In Eq. (8),  y is the experimental signal, f is a smooth trend (the
aseline approximation), and � are the prior weights. The elements
f � should have large values in the parts of the signal where it is
llowed to affect the estimation of the baseline. Considering the
hoice of the following asymmetric weights: �JK = p if �JK > fJK and
JK = 1 − p if �JK ≤ fJK with 0 < p < 1, positive deviations from the trend
ill result in weights different from negative residuals. Experi-

nce shows that starting from � ∼= 1, and iterating between the two
omputations, quickly and reliably leads to a solution in about 10
terations. The penalty term in Eq. (8) is defined as follows:

 =
[∑

L

(�1
da·L)

2 +
∑

L

[�2
da·M]

2

]
(9)

here �1 and �2 are differences of order d calculated for each
olumn (a·L) and row (a·M) of A, respectively. If different values
re used for the regularization parameter �,  the penalty may  have
ifferent influence for vertical and horizontal directions.

. Experimental

.1. Instrumentation
Steady state excitation and fluorescence spectra and signal
ntensities were recorded with a commercial spectrofluorime-
er (Photon Technology international). The excitation source was
ica Acta 717 (2012) 100– 109

a continuous-wave 75-W pulsed xenon lamp with broadband
illumination from 200 to 2000 nm.  The excitation and emis-
sion monochromators had the same reciprocal linear dispersion
(4 nm mm−1) and accuracy (±1 nm with 0.25 nm resolution). The
gratings were blazed at 300 and 400 nm,  respectively. Detection
was  made with a photomultiplier tube with spectral response from
185 to 650 nm.  The instrument was computer controlled using
commercial software (Felix32) specifically designed for the sys-
tem. Appropriate cut off filters were used to reject straight-light
radiation and second-order emission.

RTF measurements were made with the aid of an in-house sam-
ple holder previously described in the literature [18]. Its design
allows for the optimization of the fluorescence signal via man-
ual rotation of its cover, which fits into the opening of the sample
compartment’s lid of the spectrofluorimeter. The extraction mem-
brane is mounted on a rectangular platform and held in place by a
plate with a circular window for sample excitation. Once the exci-
tation beam is aligned with the circular window of the platform, no
further optimization is needed. Maximum fluorescence intensities
were observed rotating the platform to around 45◦ in relation to
the excitation beam.

3.2. Reagents

All solvents were Aldrich HPLC grade. All chemicals were
analytical-reagent grade and utilized without further purification.
Unless otherwise noted, Nanopure water was used throughout.
2OH-FLU, 1OH-PYR, 9OH-PHEand naproxen were purchased from
Sigma–Aldrich. 3OH-B[a]P was from Midwest Research Institute.
All other chemicals were purchased from Fisher Chemical. The
Sep-Pak C18 membranes were purchased from Varian/Agilent. The
synthetic urine solution was manufactured by RICCA Chemical
Company (Arlington, TX) and purchased from Fischer Scientific. Its
chemical composition mimicked main components of human urine
at the concentrations found in healthy urine samples.

Note: Use extreme caution when handling OH-PAH known to be
extremely toxic.

3.3. Preparation of stock solutions

Stock solutions of PAH metabolites were prepared by dissolv-
ing pure standards in methanol. Naproxen, ibuprofen, diclofenac
and amoxicillin stock solutions were prepared in methanol. All
stock solutions were kept in the dark at 4 ◦C. Prior to use, stock
solutions were monitored via RTF spectroscopy for possible photo-
degradation of metabolites. Spectral profiles and fluorescence
intensities of stock solutions remained the same for a period of
six months. Working solutions of OH-PAH and naproxen were pre-
pared daily by serial dilution with methanol.

3.4. Hydrolysis of urine samples

Urine samples were spiked with micro-litters of stock solutions
of appropriate concentrations and equilibrated for 30 min  to allow
for the interaction of metabolites and pharmaceutical drugs with
urine components such as urea and various salts. Then 500 �L of
0.1 M HCl was added to the sample and the mixture was buffered
with 500 �L of 0.05 M potassium biphthalate sodium hydroxide
buffer (pH 5.0). The buffered sample was shaken for 30 min  at
1400 rpm to allow for urine hydrolysis.
3.5. Synthetic mixtures of OH-PAHs and spiked urine samples

All metabolite concentrations were within toxicological rele-
vant levels. Their values were adjusted to record EEM with their
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rue fluorescence fingerprints and fluorescence profiles with sig-
ificant spectral contributions from fluorescence background and

nstrumental noise. Validation set #1 consisted of six synthetic
ixtures (S1–S6) containing the four OH-PAHs at 2–4 ng mL−1

nal concentrations in methanol–water (1%, v/v). Validation set
2 consisted of six urine samples (U1–U6) previously spiked with

he four OH-PAHs at 2–4 ng mL−1 final concentrations. Valida-
ion set #3 consisted of five urine samples (UN1–UN5) previously
piked with the four OH-PAHs at the 2–4 ng mL−1 final concen-
rations and the following interferences: naproxen 200 ng mL−1

UN1), ibuprofen 100 ng mL−1 (UN2), diclofenac 10 ng mL−1 (UN3),
moxicillin 50 ng mL−1 (UN4) and the four interferences at those
nal concentrations (UN5). Their concentration values matched the
oncentrations usually found in human urine samples.

.6. Solid-phase extraction

A cork borer with an inside diameter of 10 mm was used to dis-
ect a 47 mm C18 membrane into 10 mm extraction disks. A 10 mm
isk was loaded into a stainless steel filter syringe kit (Alltech) and
onnected to a 10 mL  syringe (Hamilton). Positive pressure was
sed to force all liquid solutions through the disk. Prior to sam-
le application, the extraction membrane was  conditioned with

 mL  of methanol and 5 mL  of water. Optimization of experimen-
al parameters concerning the retention of PAH metabolites led to
he following procedure: aqueous metabolite solutions or synthetic
rine samples were processed through extraction membranes pre-
iously conditioned with 5 mL  methanol and 5 mL  water. Following
ample extraction, each membrane was sequentially rinsed with
0 mL  water and 10 mL  of 20% methanol/water. Void water was
echanically removed with a 100 mL  syringe forcing three 100 mL

olumes of air through the disk.

.7. Software

Routines for data pre-treatment and processing were written
n MATLAB [34]. Baseline routines for matrix background correc-
ion were adapted from previously reported routines for baseline
orrection of chromatographic data [31]. Implementation of the
LS algorithm included a smoothing parameter equal to 1 × 107,
n asymmetry parameter equal to 0.005, an order of differences
n penalty equal to 3 and a single regularization parameter equal
o 1. MCR-ALS was applied with a graphical interface available in
he literature [35]. N-PLS/RBL was implemented with an integrated
hemometric toolbox (MVC2) previously currently available in the
iterature [36,37].

. Results and discussion

Major attention has been paid to screening metabolites of
PA-PAHs, i.e. OH-PAHs resulting from human exposure to PAHs
ncluded in the Environmental Protection Agency (EPA) priority
ollutants list. The four metabolites we chose for this study are part
f this group and – as such – provide us with ample opportunity
o compare our analytical figures of merit (AFOM) with previously
eported data [5,8–10,38,39].

The initial survey of room-temperature excitation and fluores-
ence spectra on C18 membranes was carried out by extracting
H-PAHs from methanol/water (1%, v/v) solutions and hydrolyzed
rine samples. All spectra were collected using 2 nm excitation and
mission band-pass. No attempts were made to adjust slit widths
or optimum spectral resolution, nor were the spectra corrected

or instrumental response. The 2 nm band-pass provided signal-to-
lank ratios higher than 3 for all the studied metabolites at the
arts-per-billion (ng mL−1) concentration level. Fig. 1A–D compare
heir spectral features recorded from C18 membranes previously
ica Acta 717 (2012) 100– 109 103

used to extract methanol/water (1%, v/v) solutions. The strong over-
lapping that exists among the spectra of OH-PAHs prevents the
direct determination of individual metabolites with a single set of
excitation and fluorescence wavelengths. No significant changes
were observed from spectra on C18 membranes previously used to
extract hydrolyzed spiked urine samples.

Naproxen, ibuprofen, diclofenac and amoxicillin were selected
to modeling the pharmacological interference that might occur in
the simultaneous determination of co-extracted metabolites from
urine samples of unhealthy individuals. Fig. 2 shows their excitation
and fluorescence spectra recorded from C18 membranes previously
used to extract standard solutions of the individual compounds
in methanol/water (1%, v/v). Fluorescence spectra recorded from
spiked and hydrolyzed urine samples looked virtually the same.
Comparison to Fig. 1A–D confirms the strong spectral overlapping
that exists with the studied metabolites.

4.1. EEM background correction of extraction membranes

The main disadvantage of SPE-RTF for quantitative analysis at
trace concentration levels is the background interference from
extraction membranes. The presence of broad, featureless excita-
tion and emission bands deteriorates the LOD and often interferes
with the determination of fluorescence emitters at the ng mL−1

concentration level. Several attempts have been made in our lab to
reduce the fluorescence background of extraction membranes [18].
Because the best results were obtained via thin-layer chromatog-
raphy (TLC), all further experiments in this article are carried out
with extraction disks previously treated via TLC. The treatment con-
sists of immersing membrane strips (34 mm × 40 mm)  5 mm deep
in methanol three consecutive times.

Fig. 3A depicts a three-dimensional plot of the RTF-EEM
recorded from an extraction membrane used to extract 10 mL  of
a hydrolyzed urine sample previously spiked with the four stud-
ied metabolites. The landscape corresponds to a data matrix M
(161 × 21), which was  recorded using 5 nm (excitation) and 1 nm
(emission) steps. The excitation and emission wavelength ranges
were selected to provide a visual comparison of the membrane
background and the fluorescence signal of the metabolites mixture.
The background contribution to the total fluorescence of the sam-
ple is significant within the entire wavelength ranges of the EEM.
The matrix background estimation F (161 × 21) obtained via ALS is
shown in Fig. 3B. The estimated matrix was  obtained by setting L
and M to a value of 10 and the asymmetry parameter (p) in Eq. (8) to
0.005. The subtraction of the F matrix to the M matrix provides the
background corrected matrix shown in Fig. 3C. All further experi-
mental EEM were background subtracted generating an ALS matrix
within the excitation and emission wavelength ranges of interest.

4.2. Second order multivariate calibration

4.2.1. N-PLS/RBL
The first step in the application of N-PLS/RBL was the assess-

ment of the optimum number of calibration factors (A). This
was  done by resorting to the leave-one-out cross-validation pro-
cedure, which computes the ratios F(A) = PRESS(A < A*)/PRESS(A);
where PRESS is the predicted error sum of squares, defined as
PRESS =

∑
(ci,act − ci,pred)2, A is a trial number of factors and A* cor-

responds to the minimum PRESS. The number of optimum factors
was  selected as the one leading to a probability of less than 75%
and F > 1. Since the present study was  carried out with four metabo-
lites, A was equal to 4. Because the blank signal was  eliminated by

the pre-treatment procedure, an additional latent variable was  not
necessary to model the variability of the data by N-PLS.

The next step was to estimate the number of unexpected com-
ponents in validation sets #2 and #3 via the post-calibration RBL
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ig. 1. Room-temperature excitation and fluorescence spectra of (A) 2OH-FLU (100 

C)  3OH-B[a]P (100 �g L−1, �exc/�em = 383 nm/430 nm); and (D) 9OH-PHE (100 �
ass  = 2 nm.

rocedure. This was done by considering the variation of the
esidual (su) in Eq. (5) as a function of the trial number of unex-
ected components. The stabilization of the residual around the

nstrumental noise (∼8.2 × 103 counts per second) suggested a sin-
le unexpected component for urine samples in the absence of
aproxen and two unexpected components for samples containing
aproxen. Fig. 4A and B shows the emission and excitation pro-
les obtained by residual bi-linearization of naproxen and a urine
nknown component. The good agreement that exists among the
redicted and the experimental profiles of naproxen demonstrates
he success of RBL in extracting the spectral contribution of an
nknown component from the sample. This ability – which refers
o the second-order advantage with an accurate N-PLS algorithm –

akes prediction possible with no potential interference from the
ample.

After correcting the N-PLS scores of validation sets #2 and
3 with the post-calibration RBL procedure, we  then applied
q. (1) to predict the concentrations the four metabolites
n all the studied samples. Table 1 compares the prediction
esults to the nominal concentrations of the spiked metabo-
ites. The average recoveries for validation set #1 (S1–S6) were
s follows: 2OH-FLU = 109.7 ± 19.0, 1OH-PYR = 95.5 ± 7.4, 3OH-
[a]P = 96.7 ± 8.7 and 9OH-PHE = 98.7 ± 11.0. Acceptable predic-

ions were also obtained with validation set #2, i.e. urine samples in
he absence of interferents (U1–U6): 2OH-FLU = 99.5 ± 10.0, 1OH-
YR = 102.7 ± 4.0, 3OH-B[a]P = 91.6 ± 8.0 and 9OH-PHE = 92.9 ± 9.0.
imilar results were obtained with validation set #3, i.e. the
, �exc/�em = 282 nm/330 nm); (B) 1OH-PYR (100 �g L−1, �exc/�em = 348 nm/384 nm);
 �exc/�em = 307 nm/382 nm)  on C18 membranes. Excitation and emission band-

urine samples (UN1–UN5) with the studied interferents: 2OH-
FLU = 103.2 ± 9.1, 1OH-PYR = 100.9 ± 11.3, 3OH-B[a]P = 105.6 ± 9.6
and 9OH-PHE = 101.3 ± 8.7. The obtained values in the presence of
interference were slightly higher than those in the absence of inter-
ference. This was  somehow expected due to the strong spectral
overlapping among the studied metabolites and pharmacological
drugs.

Fig. 5A–C provides a visual comparison of RTF EEM recorded
from S1 (synthetic metabolite mixture prepared in 1% methanol, no
naproxen), U1 (synthetic metabolite mixture in urine, no naproxen)
and UN1 (synthetic metabolite mixture in urine and 200 ng mL−1 of
naproxen). Although the contribution of interferences to the total
fluorescence of the sample is overwhelming, the prediction results
we obtained with set #3 are within ±20% of their nominal values.
This fact makes them still acceptable for validation of trace analysis
in biological samples [40].

4.2.2. MCR-ALS
The MCR-ALS algorithm was applied to samples from the

three validation sets. Column-wise augmented data matrices (D)
were generated arranging Di matrices corresponding to fluo-
rescence (emission) spectra recorded in each EEM. In all cases,
non-negativity was  applied to both excitation and emission pro-

files. The number of contributions to each D data matrix was
determined via singular value decomposition. The computed values
were 4 and 5 for samples in test validation #1 and #2, respectively.
For samples corresponding to set #3, 6 components were found for
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Fig. 2. Room-temperature excitation and fluorescence spectra of (A) naproxen (10 �g L−1, �exc/�em = 284 nm/350 nm); (B) ibuprofen (100 �g L−1, �exc/�em = 280 nm/308 nm);
(c)  diclofenac (10 �g L−1, �exc/�em = 282 nm/308 nm); and (D) amoxicillin (50 mg L−1, �exc/�em = 280 nm/310 nm) on C18 membranes. Excitation and emission band-pass = 2 nm.

Table  1
Predictions obtained when applying N-PLS/RBL to synthetic mixtures (Si), synthetic urines (Ui) and synthetic urines spiked with naproxen 200 ng mL−1 (UN1), ibuprofen
100  ng mL−1 (UN2), diclofenac 10 ng mL−1 (UN3), amoxicillin 50 ng mL−1 (UN4) and the four interferences at the previously mentioned concentrations (UN5).

Sample 2OH-FLU 1OH-PYR 3OH-B[a]P 9OH-PHE

Nominal
(ng mL−1)

Predicted
(ng mL−1)

Recovery
(%)

Nominal
(ng mL−1)

Predicted
(ng mL−1)

Recovery
(%)

Nominal
(ng mL−1)

Predicted
(ng mL−1)

Recovery
(%)

Nominal
(ng mL−1)

Predicted
(ng mL−1)

Recovery
(%)

S1 1.5 2.1 (0.1) 140.0 2.5 2.2 (0.1) 88.0 2.3 2.5 (0.1) 108.7 3.9 3.3 (0.1) 84.6
S2  2.0 2.2 110.0 2.5 2.5 100.0 2.3 2.0 87.0 2.6 2.8 107.7
S3  2.5 3.1 124.0 2.3 2.3 100.0 1.8 1.9 105.6 3.5 3.2 91.4
S4  2.3 2.2 (0.1) 95.7 2.0 1.7 (0.2) 85.0 2.2 2.0 (0.2) 90.9 3.8 3.5 (0.3) 92.1
S5  2.5 2.4 96.0 2.8 2.9 103.6 2.8 2.7 96.4 3.3 3.4 103.0
S6  2.6 2.4 92.3 2.9 2.8 96.6 2.4 2.2 91.3 3.0 3.4 113.3
U1  1.5 1.3 86.7 2.5 2.6 104.0 2.3 2.4 104.3 3.9 3.8 97.4
U2  2.0 1.9 95.0 2.5 2.6 104.0 2.3 2.0 87.0 2.6 2.8 107.7
U3  2.5 2.7 108.0 2.3 2.3 100.0 1.8 1.5 83.3 3.5 3.0 85.7
U4  2.3 2.5 108.7 2.0 2.1 105.0 2.2 1.9 86.4 3.8 3.5 92.1
U5  2.5 2.6 104.0 2.8 2.7 96.4 2.8 2.6 92.9 3.3 3.0 90.9
U6 2.6  2.3 88.5 2.9 3.1 106.9 2.4 2.3 95.8 3.0 2.5 83.3
UN1  2.5 2.6 104.0 2.3 2.0 86.9 1.8 1.6 88.9 3.2 3.3 103.1
UN2  2.5 2.7 108.0 2.3 2.5 108.9 1.8 2.0 111.1 3.2 3.5 109.4
UN3  2.5 2.2 88.0 2.3 2.4 104.3 1.8 2.0 111.1 3.2 3.0 93.8
UN4  2.5 2.6 104.0 2.3 2.1 91.3 1.8 1.9 105.6 3.2 2.9 90.6
UN5 2.5 2.8 112.0 2.3 2.6 113.0 1.8 2.0 111.1 3.2 3.5 109.4

Values between parenthesis corresponds to standard deviation for n = 3.
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Fig. 3. (A) RTF-EEM from a C18 membrane used to extract 10 mL  of hydrolyzed
u −1

c
B

u
9
i
r
d
i
q
r
w
U
d
v
fi
t

Fig. 4. Fluorescence (A) and excitation (B) profiles obtained by residual bi-
linearization of naproxen (solid trace; blue = predicted; red = experimental) and
a  urine unknown component (broken trace). Excitation and emission band-
rine sample previously spiked with the four studied metabolites at the ng mL
oncentration level. Excitation and emission steps = 5 and 1 nm,  respectively. (B)
ackground EEM estimated via ALS. (C) EEM resulting from (A) to (B).

rines UN1–4, while for urine UN5, the number of components was
. The ST-type initial estimates (see Eq. (6))  were built with normal-

zed spectra from pure metabolites and – when appropriate – with
andom vectors for interferents. When resolution results with ran-
om estimations were unsatisfactory, the MCR  spectral profiles of

nterferents were stored and used as initial estimations for subse-
uent MCR  analysis until successful MCR  quality parameters were
eached. The effectiveness of this strategy is demonstrated in Fig. 6,
hich shows the MCR-ALS spectral profiles retrieved from sample
N5 containing the four studied metabolites, naproxen, ibuprofen,

iclofenac, amoxicillin and an unknown urine interferent. Their
isual comparison to spectra in Fig. 1 confirms the quality of the
tting and the ability to make reasonable predictions by gathering
he second order advantage.
pass  = 2 nm were used to record spectra. (For interpretation of the references to
color in this figure legend, the reader is referred to the web version of this article.)

The results for the validation samples are summarized in
Table 2. The average recoveries for validation set #1 (S1–S6)
were as follows: 2OH-FLU = 106.5 ± 16.9, 1OH-PYR = 96.9 ± 7.0,
3OH-B[a]P = 97.5 ± 9.9 and 9OH-PHE = 99.7 ± 11.3. Similar pre-
dictions were obtained with urine samples (U1–U6) from
validation set #2: 2OH-FLU = 99.4 ± 10.0, 1OH-PYR = 103.8 ± 6.0,
3OH-B[a]P = 90.6 ± 9.7 and 9OH-PHE = 94.2 ± 8.8; and with urine
samples with interferents (UN1–UN5) from validation set #3: 2OH-
FLU = 105.6 ± 8.8, 1OH-PYR = 98.3 ± 10.0, 3OH-B[a]P = 105.5 ± 5.8
and 9OH-PHE = 101.3 ± 5.7. The similarity of these averages and
their standard deviations to those in Table 1 confirms the ability
of N-PLS/RBL and MCR-ALS to provide equivalent results.

The accuracy of the two models was  assessed by comparing the
predicted to the nominal concentrations of the four metabolites
in the three validation sets. The comparison was made applying
the joint statistical test for the slope and the intercept of the
linear regression between the nominal and predicted metabolites
concentrations. The multivariate model is regarded as being
accurate if the theoretical values of intercept and slope (zero and
unity, respectively) are included within the ellipse that describes
the mutual confidence region. In order to avoid oversizing of the
joint confidence region due to the relatively large experimental

random errors, as well as minimize the possibility to overlook
the presence of bias and better estimate the variance of the
linear regression, we included experimental data Values between
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Table  2
Predictions obtained when applying MCR-ALS to synthetic mixtures (Si), synthetic urines (Ui) and synthetic urines spiked with naproxen 200 ng mL−1 (UN1), ibuprofen
100  ng mL−1 (UN2), diclofenac 10 ng mL−1 (UN3), amoxicillin 50 ng mL−1 (UN4) and the four interferences at the previously mentioned concentrations (UN5).

Sample 2OH-FLU 1OH-PYR 3OH-B[a]P 9OH-PHE

Nominal
(ng mL−1)

Predicted
(ng mL−1)

Recovery
(%)

Nominal
(ng mL−1)

Predicted
(ng mL−1)

Recovery
(%)

Nominal
(ng mL−1)

Predicted
(ng mL−1)

Recovery
(%)

Nominal
(ng mL−1)

Predicted
(ng mL−1)

Recovery
(%)

S1 1.5 2.0 (0.1) 133.3 2.5 2.3 (0.1) 92.0 2.3 2.6 (0.1) 113.0 3.9 3.4 (0.1) 87.2
S2 2.0  2.2 110.0 2.5 2.6 104.0 2.3 2.1 91.3 2.6 2.9 111.5
S3  2.5 2.9 116.0 2.3 2.2 95.7 1.8 1.9 105.6 3.5 3.1 88.6
S4  2.3 2.1 (0.1) 91.3 2.0 1.8 (0.2) 90.0 2.2 1.9 (0.2) 86.4 3.8 3.6 (0.3) 94.7
S5  2.5 2.5 100.0 2.8 3.0 107.1 2.8 2.6 92.9 3.3 3.4 103.0
S6  2.6 2.3 88.5 2.9 2.7 93.1 2.4 2.3 95.8 3.0 3.4 113.3
U1 1.5  1.4 93.3 2.5 2.6 104.0 2.3 2.4 104.3 3.9 3.6 92.3
U2 2.0  1.8 90.0 2.5 2.7 108.0 2.3 2.1 91.3 2.6 2.9 111.5
U3  2.5 2.8 112.0 2.3 2.4 104.3 1.8 1.4 77.8 3.5 3.2 91.4
U4  2.3 2.4 104.3 2.0 2.2 110.0 2.2 1.8 81.8 3.8 3.5 92.1
U5  2.5 2.7 108.0 2.8 2.6 92.9 2.8 2.7 96.4 3.3 3.0 90.9
U6  2.6 2.3 88.5 2.9 3.0 103.4 2.4 2.2 91.7 3.0 2.6 86.7
UN1  2.5 2.7 108.0 2.3 1.9 82.6 1.8 1.5 83.3 3.2 3.3 103.1
UN2  2.5 2.6 104.0 2.3 2.4 104.3 1.8 2.0 111.1 3.2 3.4 106.3
UN3  2.5 2.3 92.0 2.3 2.3 100.0 1.8 1.9 105.5 3.2 3.0 93.8
UN4  2.5 2.7 108.0 2.3 2.2 95.7 1.8 2.0 111.1 3.2 3.1 96.9
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UN5 2.5 2.9 116.0 2.3 2.5 108.7

alues between parenthesis corresponds to standard deviation for n = 3.

arenthesis corresponds to standard deviation for n = 3 recorded
rom all the studied samples [41].

Fig. 7A and B shows prediction regions of the global data sets
btained with the N-PLS/RBL and MCR-ALS algorithms. In all the
hree cases and within a confidence level of 95%, both algorithms
rovide S and U ellipses that contain the theoretically expected val-
es of the intercept (0) and the slope (1). The similar size of ellipses

 and U associated to the similar positioning of the expected value
0,1) within the predicted regions indicates equivalent precision
nd accuracy for both algorithms. Interestingly, the same occurs
n the presence of interferents (naproxen, diclofenac, amoxicillin
nd ibuprofen), i.e. in the UN ellipses. The theoretically expected
alue lies inside the predicted regions of both algorithms. This is an
ndicative of the absence of both proportional and constant errors
espite the high spectral overlapping among metabolites and inter-
erents.

.2.3. Analytical figures of merit
All experimental data was gathered from C18 membranes used

o extract hydrolyzed urine samples previously spiked with OH-
AHs. In all cases, the volume of extracted sample was 10 mL,
hich is a typical volume for urine analysis of OH-PAH. The mass

f extracted metabolite did not surpass the nominal breakthrough
ass (30 mg)  of extraction membranes. RTF-EEM was recorded

t 5 nm excitation steps from 220 to 360 nm.  Sample excitation
as carried out from longer to shorter wavelengths to reduce the

isk of photo-degradation due to extensive sample excitation. Flu-
rescence spectra were recorded at each excitation wavelength by
canning the emission monochromator at 1 nm steps from 300 to

00 nm.  All EEMs were recorded using the same excitation (2 nm)
nd emission (2 nm)  band-pass.

Table 3 summarizes the analytical recoveries (%R) of the SPE-
TF method and compares the analytical figures of merit (AFOMs)

able 3
nalytical figures of merit of OH-PAH on extraction membranes calculated with N-PLS/RB

Metabolite Recovery (%) N-PLS/RBL 

SEN �−1 (ng mL−1) 

2OH-FLU 99.2 ± 0.24 22 0.047 

1OH-PYR 99.4 ± 1.32 59 0.018 

3OH-B[a]P 99.7 ± 0.49 31 0.033 

9OH-PHE 96.2 ± 1.35 37 0.028 
1.8 2.1 116.6 3.2 3.4 106.3

calculated via MCR-ALS and N-PLS/RBL. %R values were calculated
with the formula %R = (IBE − IAE) × 100, where IBE and IAE refer to the
fluorescence intensities before and after extraction, respectively.
All measurements were made at the maximum excitation and flu-
orescence wavelengths of each compound. Keeping in mind that
the adsorption of metabolites onto the C18 membrane occurs from
an aqueous based matrix (urine) and the possibility of matrix inter-
ference on the retention of OH-PAHs, we  first tested their retention
from standard solutions in water/water (1%, v/v) and then com-
pared their values to the extraction of spiked urine samples. No
significant difference was  observed in any of the studied metabo-
lites (  ̨ = 0.05; N1 = N2 = 3) [42].

The estimation of the MCR-ALS AFOMs was straightforward and
based on the recovery of the pure response profiles resulting from
the curve resolution procedure [43]. This approach defines sensi-
tivity (SENn) as the slope of the calibration curve obtained from
the plot of relative fluorescence responses and standard concen-
trations. The analytical sensitivity (�n) was  calculated as the ratio
between the SENn value and the instrumental noise (sx), which was
computed from a sample of zero concentration taking into account
the errors of the slope and intercept of the calibration equation
[44]. The limit of detection (LOD) was calculated with the equation
LOD = 3.3 sx/SENn.

The N-PLS/RBL sensitivity was estimated from the following
unfolded PLS/RBL equations [45]:

SENn = 1

||(Peff
+)Tv||

(10)
where v is the (A × 1) latent vector of regression coefficients for the
PLS model, and Peff is a matrix given by:

Peff = (Pc,unx ⊗ Pb,unx)TP (11)

L and MCR-ALS.

MCR-ALS

LOD (ng mL−1) SEN �−1 (ng mL−1) LOD (ng mL−1)

0.16 18 0.055 0.18
0.06 40 0.025 0.083
0.11 20 0.050 0.165
0.09 25 0.040 0.132
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Fig. 5. RTF EEM recorded from (A) S1 (synthetic metabolite mixture prepared in
1
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Fig. 6. MCR-ALS spectral profiles retrieved from sample UN1, which contained the
four metabolites, an unknown urine interferent and naproxen. Color code as fol-
lows: 3OH-B[a]P = green; 9OH-Phen = yellow; 1OH-Pyr = red; 2OH-Flu = black. (For
interpretation of the references to color in this figure legend, the reader is referred
to  the web  version of this article.)
%  methanol, no naproxen); (B) U1 (synthetic metabolite mixture in urine, no
aproxen); and (C) UN1 (synthetic metabolite mixture in urine and 200 ng mL−1

f naproxen). Excitation and emission steps = 5 and 1 nm,  respectively.

here ⊗ is the Kronecker product, P is the (JA × A) loading matrix
rovided by the unfolded PLS model, and Pc,unx and Pb,unx are pro-

ection matrices calculated as follows:

c,unx = I − CunxCunx
+ (12)

b,unx = I − BunxBunx
+ (13)

here the columns of Bunx and Cunx contain the profiles of the

nexpected components. The �n and the LOD were estimated
ith the same equations as those previously described for the
CR-ALS method. It is important to note that, when applying the

econd order advantage, the SENn values from Eq. (10) become
Fig. 7. Prediction regions of the global data sets obtained with (A) N-PLS/RBL and
(B)  MCR-ALS B algorithms.

sample-specific. Therefore, the results in Table 3 should be regarded
as average values of the sets of samples we  investigated and not as
representative figures of the whole multivariate method. Although
different schemes for achieving both the second-order data mod-
eling and the AFOMs were employed, comparable results were
obtained.
5. Conclusions

The direct determination of OH-PAHs on the surface of the
extraction membrane makes SPE-RTF spectroscopy a well-suited



a Chim

a
s
s
e
u
o
t
o
i
b
v
a
p
a
e

R

[
[
[
[
[
[
[
[

[

[
[

[

[

[

[
[
[
[
[
[
[

[

[

[

[
[

[
[
[
[

[

[

[

H.C. Goicoechea et al. / Analytic

pproach for screening PAH metabolites in urine samples. Its
traightforward experimental procedure eliminates the need for
ubsequent elution steps and provides excellent metabolite recov-
ries. Comparison of LOD in Table 3 to previously reported
nivariate data [18] shows multivariate values approximately one
rder of magnitude higher. This was somehow predictable due to
he effect of unexpected components in the multivariate figures
f merit, i.e. a more realistic approach to the analysis of OH-PAH
n urine samples. It should be noted that the LOD obtained with
oth multivariate algorithms are still comparable to those reported
ia HPLC methods [6–8]. Because both N-PLS/RBL and MCR-ALS
re theoretically capable to handle numerous metabolites in the
resence of unknown interference, their combination to SPE-RTF
ppears to address the crucial issue of spectral overlapping on
xtraction membranes.
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