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We report EPR and magnetic measurements of diaqua-(pyridine-2,6-dicarboxylato)Copper(II) together
with computational calculations. This compound consists of an extended lattice of magnetically equiva-
lent copper(II) ions in which the copper centers are linked by hydrophobic interactions such as p–p, p–
metal, and Y–X. . .p, and hydrogen bonds involving different topologies, viz., ACuAOeq. . .OeqACuA,
ACuAOeq. . .OapACuA, and ACuAOeq. . .O@CAOeqACuA. The powder EPR spectrum shows nearly axial
symmetry with non-resolved hyperfine structure with the copper nucleus, suggesting the presence of
intercenter isotropic exchange interactions. Single crystal EPR experiments show a single lorentzian res-
onance line for all the magnetic field orientations investigated, typical of an extended exchange coupled
system. Susceptibility measurements showed weakly antiferromagnetically coupled Cu(II) ions (J = �0.79
(4) cm�1). Using Anderson’s exchange narrowing model for the collapse of the hyperfine structure, EPR
yielded |J| = 0.6 (1) cm�1. The distinct contributions of the different chemical pathways to the experimen-
tally determined J-value are analyzed through first principle computational calculations.

� 2016 Elsevier Ltd. All rights reserved.
1. Introduction

Hydrophobic and hydrogen bond interactions are noncovalent
intermolecular forces that stabilize the structure of inorganic and
organic compounds in condensed phase [1–5]. These interactions
may also determine the magnetic behavior of solid state transition
metal ion compounds, as these noncovalent bonds, when acting as
linkers of paramagnetic molecular entities, may transmit from very
weak (J � 1 cm�1) to relatively strong (J � 100 cm�1) exchange
interactions (Hex = �J S1.S2, also known as superexchange interac-
tion) [6–11]. It is usually assumed that the very weak magnetic
interactions do not determine the magnetic behavior of a given
compound, but in some cases they may be responsible for mag-
netic anomalies observed in molecular magnets [12] and low
dimensional magnetic materials [13]. J depends on the topology
of the chemical pathway that transmits the exchange interaction
and is related to the unpaired spin density delocalization along
the chemical pathway that bridges the paramagnetic centers
[14]. These characteristics serve to design materials with pre-
dictable properties such as molecular-based and single-molecule
magnets [15–19]. Noncovalent interactions are also essential in
biological systems such as redox enzymes and electron transfer
proteins because, besides accomplishing structural roles [20], they
may be involved in enzyme catalysis [21], molecular recognition
[22], protein-substrate interaction [23], and chemical pathways
in electron transfer reactions over large molecular distances
[24,25]. Since these biomolecular pathways may in addition
include paramagnetic centers coupled by exchange, determining
J-values associated with them is relevant because the electron
transfer rate is proportional to J [26,27].

Solid state copper(II) complexes are representative examples of
exchange coupled systems which have extensively been investi-
gated. Cu(II) ions present S = 1/2 spin, which makes them afford-
able to be studied from an experimental point of view by the
two more appropriate techniques to evaluate exchange interac-
tions: magnetic susceptibility measurements and electron param-
agnetic resonance (EPR). The former is useful to evaluate J-values
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above �1 cm�1, whereas the latter is better for J < 1 cm�1 [13,28–
30]. Also, copper complexes present both a rich and a relatively
simple chemistry, making it possible to obtain complexes with
metal centers linked by different types of chemical bonds. For cop-
per compounds, the role of covalent bonds in transmitting
exchange interactions have profusely been documented [31–33],
but much less for noncovalent interactions. The role of p-p interac-
tions in copper complexes in transmitting exchange has experi-
mentally been proven and is associated with very weak exchange
interactions (<1 cm�1) for nearly parallel aromatic rings even for
interacting paramagnetic centers situated as far as 10 Å apart
[34–38]. In contrast to p-p interactions, hydrogen bonds can trans-
mit exchange with different strength depending on the bridge
topology [10,39–41]. The interaction, which in most cases has been
shown to be antiferromagnetic, is relatively strong for hydrogen
bonds involving copper equatorial D (donor) and A (acceptor)
ligands (J = �21 cm�1), but diminishes considerably when one of
the ligands is apical (J = �7 cm�1) [10]. Less information exists
for hydrogen bonds as superexchange pathways with D-A dis-
tances larger than 2.8 Å, though by extrapolating experimental
and theoretical correlations J should be lower than 1 cm�1 for such
large distances and hence hardly experimentally detectable by
conventional magnetic measurements. Furthermore, it is common
to find situations in which a combination of two or more noncova-
lent interactions appears in the molecular structure of the com-
pounds. In those cases, it is not trivial to decide which pathway
is the most relevant one to transmit superexchange, as the differ-
ent pathways can interfere constructively to yield a maximum cou-
pling or destructively to minimize it [42], or simply to accomplish
merely a structural role [39,43]. This situation is analog to that
found in redox metalloenzymes and electron transfer proteins, in
which paramagnetic electron transfer centers may be bridged by
more than one chemical pathway. Whether electron transfer in
these cases is performed through only one of the possible vias or
it is the result of a cooperative mechanism involving all the possi-
ble chemical paths is not clear up-to-date, but this is currently
rationalized by computing the J value associated with each of the
possible superexchange pathways connecting the centers [21].

With the objective in mind of analyzing how the electronic
structure of paramagnetic centers linked by a multiple noncovalent
chemical bridge is related to the efficiency of the individual poten-
tial superexchange pathways, we present here the magnetic prop-
erties of the copper complex diaqua-(pyridine-2,6-dicarboxylato)
Copper(II) (hereafter CuDipic). The structure of the compound,
which was reported elsewhere [44,45], shows copper centers
linked by multiple hydrogen bonds and hydrophobic interactions.
EPR measurements in powder, solution and oriented single crystal
samples and magnetic measurements are used to evaluate the iso-
tropic exchange coupling constant J between copper ions. The con-
tribution of the individual chemical pathways linking copper ions
to J is analyzed by computational calculations.
2. Materials and methods

All chemicals, of commercially available reagent grade, were
used as received. The synthesis of the compound was performed
as reported elsewhere [46]. Briefly, CH2Cu2O5�(4 mmol, 0.221 g,
Fluka) and dipicolinic acid (4 mmol, 0.167 g, Sigma) were dissolved
in 200 mL of water, the solution was filtered using a 0.22 lm Mil-
lipore cellulose nitrate membrane and left to evaporate slowly at
room temperature. After a few days blue-colored prismatic single
crystals were obtained. The crystals were filtered, washed with a
small amount of cold water, and dried under air. A word of caution:
we would like to emphasise that single crystals are rather unstable
out of the mother liquors, at ambient conditions. Upon removal
from the solution they had to be characterized within a short per-
iod of time (�one week), after which they start a slow process of
degradation.

The correctness of the phase obtained was confirmed by pow-
der X-ray diffraction obtained on a Shimadzu XD-D1 diffractome-
ter. This was needed because three different crystal phases of the
compound can be found in the CSD. The phase herein described
has been firstly reported by Sileo et al. [44], followed by a number
of reports, on the same structure but of variable quality. In what
follows we shall be using the results provided in what appears to
be the best of these refinements [45]. The morphology of the single
crystal, necessary to orient the sample for the EPR experiment, was
determined by measuring the angles between crystal faces using a
Carl Zeiss Axiolab goniometric microscope.

X-band CW-EPR spectra of oriented single crystals and pow-
dered samples of CuDipic were obtained at room temperature on
a Bruker EMX-Plus spectrometer, equipped with a rectangular cav-
ity with 100 kHz field modulation. A single crystal of CuDipic was
oriented by gluing its (�110) face to a cleaved KCl cubic holder,
which defined a set of orthogonal laboratory axes with the y direc-
tion corresponding to the crystal c axis (see Fig. S1 in Supplemen-
tary material). The cubic sample holder was placed on the top of a
Rexolite� cylinder which was fitted to the end of a 4 mmOD quartz
tube, as explained elsewhere [47]. The tube was positioned at the
center of the microwave cavity and attached to a goniometer
which allowed the sample to be rotated in 10� intervals with the
magnetic field in the xy, zx and zy crystal planes of CuDipic. EPR
spectra were analyzed with the EasySpin toolbox and homemade
programs based on MATLAB [48].

The molar magnetic susceptibility v(T) of the compound was
measured between 1.8 and 100 K under an applied field of 500
Oe on a Quantum Design MPMS2 SQUID magnetometer using a
calibrated gelatin capsule as sample holder with a small diamag-
netic contribution. The values of the susceptibility were corrected
for the diamagnetism of the constituent atoms using a value of
�98.7 � 10�6 cm3 mol�1 per molecular unit, obtained using Pas-
cal’s constants [49]. The contribution of the gelatin capsule was
subtracted from the measured values.

The first-principle screened exchange hybrid density functional
of Heyd, Scuseria, and Ernzerhof (HSE) with the basis set 6-311+G
(d,p) was used to compute the energy of the antiferromagnetic (AF)
and the ferromagnetic (F) states as implemented in GAUSSIAN suite of
programs [50–52]. HSE functional was successfully used to predict
the correct spin localization and the magnetic state of several sys-
tems [53,54]. The exchange coupling J is given by the difference in
energy of the AF and F states, DE = (EAF � EF). In order to build the
AF and F states we used the Fragment procedure implemented in

GAUSSIAN [52].
This procedure to compute exchange coupling constants does

not separate the different contributions of each chemical pathway
in the case of a multiple path and must be considered as an effec-
tive coupling. The SCF convergence was achieved up to 10�9 Har-
tree (2 � 10�4 cm�1). Calculations were based on the
crystallographic structure, which includes the heavy atoms and
also the hydrogen atoms, and no structural relaxation was allowed.
3. Results and discussion

3.1. Crystal and molecular structure

To facilitate the interpretation of the magnetic data, the EPR
experiment, and computational calculations, we present first a
brief description of the crystal structure. Full quantitative details
can be obtained from the original structural reports [44,45]. The
compound crystallizes in the triclinic system, space group P�1,
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Z = 2 [45]. Fig. 1 shows distinct views of the molecular structure of
CuDipic together with the labelling scheme used. The Cu(II) ions
are in a nearly square pyramidal environment coordinated to two
carboxylic oxygen atoms (O5 and O1), to one pyridine nitrogen,
and to two oxygen atoms (O4 and O6) from water molecules
(Fig. 1a). The 3D crystal lattice is composed of Cu(II) ions linked
by different chemical pathways involving non-covalent interac-
tions. Hydrophilic (H-bonds) and hydrophobic (p–p, Cu–p and
CO–p) interactions are presented in Tables 1 and 2 with specific
codes. The closest copper centers (dCu-Cu = 4.724 Å) are related by
a [100] translation and are linked by two hydrogen bonds, viz.,
#1 (involving donor (D) and acceptor (A) atoms in equatorial posi-
tions) and #2, with D and A atoms in apical and equatorial posi-
tions, respectively. Among the different hydrophobic interactions
linking these translationally related copper sites, the most relevant
ones are quoted in Table 2, and can be described as p–p (Codes $1,
$2), Cu–p (Code $3) and CAO. . .p (Codes #4 to #7) interactions
(See Fig. 1b) [55]. The crystal structure is additionally stabilized
by chemical pathways which involve hydrogen bonds and carboxy-
late groups of different topologies, viz. ACuAO6ap-
AH. . .O2@CAO5eqACuA and ACuAO4eqAH. . .O3@CAO1eqACuA,
bridging copper centers related by an inversion (see Fig. 1c). The
whole 3D packing of CuDipic is shown in Fig. 1d, in which the
chemical pathways given above are additionally identified with
the associated exchange coupling constants (J1, #1 + #2 + $1–7;
J2, #4 + O@CAOACu; J3, #3 + O@CAOACu).

3.2. Powder and frozen solution EPR measurements

The powder EPR spectrum of CuDipic at X-band (Fig. 2, spec-
trum a) shows a nearly axial symmetry (g1,2,3 = 2.324, 2.102,
2.043) with no evidences of hyperfine structure with the copper
nucleus (I = 3/2), in line with a Cu(II) ion (S = 1/2) in a nearly square
pyramidal coordination. The EPR spectrum of CuDipic dissolved in
methanol shows a nearly axial symmetry with g//,\ = 2.365, 2.082
and A//,\ = 124 � 10�4, non-detectable cm�1 (Fig. 2, spectrum b).
The g// and A// values in frozen methanolic solution are compatible
Fig. 1. (a) and (b) Coordination around the copper(II) ions showing the chemical pathway
the copper centers related by an inversion operation. (d) Perspective of the crystal unit c
exchange constants associated with the chemical pathways shown in a, b, and c and iden
blue lines, whereas hydrophobic interactions (coded with $) in dashed blue lines. (Colo
with a copper ion in NO3 nearly square planar coordination [56,57].
The difference in g// (Dg = 0.04) in both solid state and frozen solu-
tion may be indicating either a different nature for the apical ligand
or a more regular coordination environment, with the latter being
in line with the more axial EPR signal of the frozen solution. Both,
the lack of hyperfine structure at g// in the solid state complex, the
molecular orientation in which Cu(II) ions in square pyramidal
coordination shows the maximal hyperfine splitting in absence of
exchange interaction, and the low linewidth (2.8 mT at g//) indi-
cates the presence of CuACu exchange interactions that collapse
the hyperfine splitting into a single line [58,59].
3.3. Single crystal EPR measurements. the g-matrix

For a triclinic system consisting of an extended lattice of mag-
netically equivalent non-interacting Cu(II) ions (S = 1/2, I = 3/2),
one would expect EPR spectra showing four hyperfine components
for arbitrary magnetic field orientations relative to the molecular
frame. In contrast, EPR spectra of CuDipic showed only one single
resonance line with linewidths roughly constant in the range
1.27–1.45 mT (Fig. 2, lower panel; the full angular variation of both
the spectra and linewidths are shown as Supplementary material
in Figs. S2 and S3, respectively). The peak to peak linewidths are
rather narrower than the expected ones for resonance lines broad-
ened solely by magnetic dipole–dipole interactions, which con-
firms isotropic exchange interactions between Cu(II) ions.

To determine experimentally the ground state for the Cu(II) ion,
we evaluated the components of the g-matrix associated with the
Cu(II) ions of CuDipic. The positions of the single resonance lines
were evaluated by least square fitting the derivative of a lorentzian
function to the experimental spectra (Fig. S2) as reported else-
where [47]. The angular variation of the square g-factor measured
in the three crystal planes is shown in Fig. 3. The components of
the g2-matrix are given in Table 2 together with its eigenvalues
and eigenvectors. The solid lines in Fig. 3, obtained using the g2-
matrix given in Table 2, are in good agreement with experiment.
s linking the closest metal centers related by [100] translations (c) Idem a y b but for
ell showing the 3D arrangement of the copper centers. J1, J2, and J3 are the isotropic
tified in Tables 1 and 2. Hydrogen bonds (coded with #) are indicated in dashed light
r online.)



Table 1
Hydrogen bonding in CuDipic. Distances and angles are given in Å and degree, respectively.

D–H. . .A D–H H. . .A D. . .A \DHA D–A types code

O4-H1. . .O1i 0.76 2.31 2.976 147.8 eq-eq #1
O6-H6. . .O5ii 0.81 2.04 2.770 150.5 ap-eq #2
O6-H4. . .O2iii 0.73 2.02 2.731 166.2 ap-eq #3
O4-H5. . .O3iv 0.79 1.95 2.738 175.2 eq-eq #4

Symmetry codes (i) x � 1, y, z; (ii) x + 1, y, z; (iii) �x, �y + 2, �z; (iv) �x + 1, �y + 2, �z + 1.

Table 2
Hydrophobic interactions in CuDipic. Distances and angles are given in Å and degree, respectively.

Interaction Cg-Cg/X-Cg b c Code

p–p Cg2. . .Cg3i 3.9741(12) 37.4 37.0 $1
Cg1. . .Cg2ii 3.5432(12) 26.7 28.4 $2

p-metal Cu. . .Cg1i 3.878 34.24 $3
Y–X. . .p C1-O2. . .Cg3i 3.231(2) 4.5 $4

C1-O5. . .Cg1i 3.113(2) 5.0 $5
C4-O3. . .Cg1ii 3.201(2) 18.24 $6
C4-O3. . .Cg2ii 3.312(2) 23.54 $7

b = Angle Cg(m)–Cg(n) or Cg(m)? Cu vector and normal to plane m (�); c = Angle Cg(m)? Cg(n) vector and normal to plane n (�); Cg–Cg = Distance between ring Centroids
(Å). Symmetry codes (i) x � 1, y, z; (ii) x + 1, y, z.

Fig. 2. Upper panel: Powder (a) and frozen solution (b) EPR spectra of CuDipic taken
at 9.876 GHz and 120 K together with simulation (red lines). The EPR parameters
used in simulation were g1,2,3 = 2.324, 2.102, 2.043 for the powder spectrum and
g//,\ = 2.365, 2.082, A//,\ = 124 � 10�4 cm�1, non-detectable for the solution spec-
trum. The room temperature EPR powder spectrum is similar to that at 120 K. Lower
Panel: Single crystal EPR spectra for magnetic field orientations approximately lying
along the g1 (c) and g3 (d) directions. Simulations (red lines) were performed with
eq. under Section 3.4. (Color online.)

Fig. 3. Angular variation of g2(h,/) in three crystal planes of CuDipic. h and / are the
polar and azimuthal angles, respectively in the xyz system. The relation between the
lab x, y, z axes system and the crystal axes system is shown in Fig. S1.

Table 3
Components, eigenvalues, and eigenvectors of the crystal g2-matrix of CuDipic in the
experimental xyz coordinate system.

g2xx ¼ 5:061ð6Þ g2xy ¼ 0:461ð7Þ
g2yy ¼ 4:783ð6Þ g2zx ¼ �0:218ð7Þ
g2zz ¼ 4:218ð6Þ g2zy ¼ �0:143ð7Þ
g1 ¼ 2:336ð9Þ a1 = [-0.787(3), 0.582(4), 0.205(5)]
g2 ¼ 2:107ð8Þ a2 = [0.585(7), �0.810(4), �0.05(3)]
g3 ¼ 2:040ð3Þ a3 = [0.20(2), 0.08(2), 0.977(2)]
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The fact that the eigenvalues obtained from single crystal EPR
spectroscopy are in good agreement with those obtained from
powder spectral EPR simulation (Fig. 2, spectrum a) confirms that
the EPR powder spectrum corresponds to that of single Cu(II) ions
in which the hyperfine multiplet is collapsed by exchange interac-
tions. Both, the eigenvalues (Table 3, g1 > g2 � g3) and the eigenvec-
tor orientation relative to the molecular frame (Fig. 4) confirm a
ground state determined mainly by a dx2�y2 type orbital, in line
with the computational calculations given below.
3.4. Exchange interaction evaluated by EPR and magnetic
measurements

We evaluated the isotropic exchange interaction that couples
the Cu(II) ions of CuDipic by EPR using a method based on the
Anderson’s model of exchange narrowing [60,61]. In this theory,



Fig. 4. g-matrix orientation for the Cu(II) ion of CuDipic in the molecular frame.
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the absorption spectrum in the frequency domain for an extended
lattice of paramagnetic centers coupled by a unique exchange
interaction is given by [62]

Iðx;xeÞ ¼ RefW � ½iðx�xEþ iCÞ þ p��1 � 1g

where x is the microwave frequency, xe is the exchange frequency
(xe � J/⁄), W is a vector whose components are intensities of the
resonance lines to be collapsed by exchange, x and C are
diagonal matrices whose elements are the absorption frequencies
xi (xi = glBBi/⁄; Bi = position in magnetic field units of the reso-
nance line) and linewidths Ci in the absence of exchange and any
broadening interaction, respectively, E is the unit matrix, and p is
a matrix with elements proportional to xe that give the transition
probabilities between the distinct resonance lines, and 1 is a vector
with all components equal to one.

The single crystal experiment of CuDipic shows single exchange
collapsed resonance lines with almost constant linewidth (see
Fig. 2 lower panel and Fig. S3), indicating a situation of strong
exchange (xe >> Aiso/⁄). Resolution of eq for I(x, xe) (see above)
for CuDipic requires the determination of the xi positions and
the Ci linewidths [63,64]. xi positions in the g// region were esti-
mated using the A// hyperfine parameter obtained from the solu-
tion spectra (xi = g//lBB///⁄ + mIA///⁄, mI = 3/2,1/2,�1/2,�3/2). An
experimental estimation of the Ci linewidths is more difficult, as
even in the case of the solution spectra, nonresolved hyperfine cou-
plings with copper ligands nuclei contribute to the linewidth.
However, solution of eq I(x, xe) under the conditions xe >> Aiso/⁄
yields a single line with position at the gravity center of the hyper-
fine multiplet and linewidth Ci for any magnetic field orientation,
which means that the intrinsic linewidth of the copper resonances
can be obtained from single crystal EPR experiments in copper
compounds under conditions of strong exchange. Considering a
linewidth �8 G from single crystal EPR experiments of Cu(II)
complexes strongly coupled by exchange, simulation with
equation I(x, xe) to the experimental spectra (Fig. 2 lower panel)
yielded |J| = 0.6 (1) cm�1. The relatively large uncertainty of this
result is due to the lack of sensitivity of EPR to evaluate J values
of the order of 1 cm�1 or larger, as they do not produce significant
narrowing of the linewidth.

Magnetic susceptibility measurements showed a Curie–Weiss
behavior in the range temperature 1.8–100 K. Least squares fitting
of the inverse of the susceptibility vs T yielded C = 0.391 (1)
emuK/mol typical of mononuclear Cu(II) ions and h = �0.59 (3) K
(Fig. 5). At lower temperature a pronounced decrease of the product
vT vs T (inset on the Figure) typical ofweak antiferromagnetic inter-
actions between copper ions is observed. Taking into account the h
obtained and considering four neighbors for each copper center as
observed crystallographically we would evaluate J = �0.59 (4)
cm�1 using the molecular field theory [49]. However, as discussed
below in Section 3.5, each copper center is surrounded only by three
magnetically coupled neighbors, which yielded J = �0.79 (4) cm�1.
3.5. Computational calculations

Calculations were performed to rationalize the experimentally
determined isotropic exchange constant assuming isolated copper
dimeric units coupled by J1, J2, and J3 (Fig. 1). The system was
modelled as follows: two consecutive monomers translated along
the a-axis, which are linked by hydrogen bond interactions #1
and #2 and hydrophobic interaction $1–7 (Table 1 and Fig. 1), to
compute J1; two consecutive monomers related by an inversion,
which are connected by hydrogen bonds #4, to compute J2; two
adjacent monomers, as before, connected by hydrogen bonds #3
to compute J3.

For all these models calculations indicated a ground state
corresponding to spins antiferromagnetically coupled with
J1 = �0.12 cm�1, J2 = �0.11 cm�1and J3 6 �0.01 cm�1. The small
value for J3 (hydrogen bonds #3 + carboxylate group) relative to
J1 and J2 is in line with the fact that H-bond bridges involving –
Cu-O6apAH. . .O2@CAO5eqACuA transmit weaker exchange inter-
actions than those implying an equatorial one [10]. Within this
scheme of exchange pathways, we propose that each copper center
is mainly coupled by exchange to three neighbors, two of them at
4.724 Å (Cu(II) ions coupled by J1 (Fig. 1a and b), whereas the third
one at 5.802 Å (Cu(II) ions coupled by J2) (Fig. 1d). Hence, the 3D
structural lattice of CuDipic would behave as a ladder-like struc-
ture from a magnetic point of view, where the ladder legs are
determined by J1 and the rungs by J2 [65]. Though the angular vari-
ation of the linewidth shown in Fig. S3 resembles the one expected
for a 1D magnetic behavior [66], the remarkably isotropic line-
width does not allow us to extract a clear experimental evidence
for reinforcing the 1D magnetic behavior predicted by calculations.
3.6. Contribution of the individual chemical pathways to the exchange
interaction

We further evaluated by computational methods the contribu-
tion of the individual chemical pathways to J1 and J2 using the



Table 4
Calculated exchange coupling constants obtained upon selective structural modifications of the bridging chemical pathways associated with the exchange parameter J1
(Fig. 1a and b). The exchange coupling constant obtained without structural modifications is also given for comparison. The chemical pathways are indicated according to the
codes given in Table 2. The atomic coordinates of the artificially modified structures are given in the Supplementary material (Table S1). The omitted code indicates the artificially
modified chemical pathway.

Chemical Pathways
#1: O4eqAH1. . .O1eq
#2: O6ap-H6. . .O5eq
$1-7: p–p, Cu–p and CO–p

modified structural parameter J1 value (cm�1)

H coordinates interplanar dipic separation

#1 + #2 + $1–7 As the crystal structure As the crystal structure �0.12
#2 + $1–7 See supplementary material �0.15
#1 + $1–7 �0.12
$1–7 �0.16
#1 + #2 �0.02 Å �0.29

�0.04 Å �0.68
+0.02 Å �0.05

Fig. 6. Mulliken spin densities computed for the antiferromagnetic state for the
structure of CuDipic (0.005 e�). The blue and the red colors identify the spin state.
The apical water molecule shows negligible spin density compared with the other
copper ligands. (Color online.)
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above discussed dimeric model in which the linking chemical
pathways were artificially modified (Fig. 1a, b and c). The hydrogen
bond interactions were modified by rotating the H2O molecule
keeping fixed in position the O atom and varying the H positions,
keeping unchanged the rest of the molecule. The effect of the
hydrophobic interactions on J1 was evaluated by modifying the
separation between interacting Dipic rings by displacing them
along the a crystal axis without producing a significant structural
distortions in the hydrogen bond network. The J1 values obtained
with this procedure are summarized in Table 4. As shown in this
table, decreasing the interplanar Dipic separation relative to the
position determined crystallographically yielded higher J1 values,
whereas negligible J values within the error limit of the theory
used in the computational method are obtained upon increasing
the separation. In contrast, hydrogen bond modifications do not
show significant changes in J; it produces a small increasing of J
when the hydrogen bond #1 is quenched whereas the quenching
of #2 yielded approximately the same J-value. These results alto-
gether confirmed that the exchange interaction J1 is mainly gov-
erned by the hydrophobic interaction with a small contribution
of hydrogen bond coded #1. The magnitude of the exchange trans-
mitted by the hydrophobic interactions studied here is one order of
magnitude larger than in copper compounds containing phenan-
throline ligands as superexchange paths [35,59,64], which is con-
sistent with both the shorter CuACu distance in CuDipic and the
higher spin density on the aromatic ligand atoms (see below), com-
pared with these complexes. On the other hand, J2 which is deter-
mined by the double symmetrical hydrogen bonds coded #4 plus a
carboxylate group, decreased to a value within the error limit of
the theory used when only one hydrogen bond of the double bridge
was modified. This result is consistent with theoretical work which
indicates that symmetrical double chemical pathways interfere
constructively to the J value [42].

Finally, we analyzed the relationship between unpaired spin
density on each magnetic center and the exchange coupling con-
stants on the basis of the qualitative Khan’s model for dimeric sys-
tems [14]. In this model, the coupling constant is proportional to
the overlap density in the bridging pathway between the two
metal centers, q(i) = /1(i) /2(i), where /1 and /2 are the magnetic
orbitals of the two interacting copper centers and i identifies the
unpaired electrons. Thus, the larger the unpaired spin delocaliza-
tion towards the bridging ligands, the larger the exchange interac-
tion. Calculations performed on Cu(II) centers coupled by J1 or J2
show that for both cases�63% of the unpaired spin density on each
monomer is localized on the Cu(II) ion (Fig. 6), in line with EPR
results. The remaining 37% is asymmetrically delocalized towards
the copper ligands (N, �14%; O1, �12%; O5, �7%; O4 2,2%; O6, neg-
ligible). Similar unpaired spin densities were found for the isolated
monomer, indicating that the unpaired spin delocalization is deter-
mined mainly by the first coordination sphere ligands of the metal
ion. This is showing that, in addition to the topology of a given
chemical pathway, the anisotropy in the unpaired spin density is
essential to determine the superexchange pathway in paramag-
netic compounds presenting multiple chemical pathways with
potential capability to transmit exchange.
4. Conclusions

CuDipic shows Cu(II) ions linked by multiple non covalent inter-
actions involving hydrogen bonds with D-A distances >2.7 A and
hydrophobic interactions of the p–p, Cu–p and CO–p types. EPR
studies together with magnetic measurements allowed us to con-
clude that the Cu(II) ions are very weakly antiferromagnetically
coupled by isotropic exchange mediated by these non-covalent
interactions. Computational calculations indicated that the sign
and magnitude of the exchange interaction is mainly determined
by the hydrophobic interactions and the mixed chemical pathways
involving a H-bond (#4) plus a carboxylate group. The results also
confirm that hydrogen bonds with D-A distances larger than 2.9 Å
(#1), in which D and A are equatorial ligands to copper, are not
capable of transmitting significant superexchange interactions,
accomplishing mainly a structural role.
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This paper shows that a given multiple chemical bridge, here
hydrophobic interactions and hydrogen bonds, may provide differ-
ent superexchange pathways depending on the unpaired spin den-
sity delocalized on the ligands of the metal center; in other words,
the ligand environment around the metal centers determines the
superexchange pathway. Since the chemical pathways studied
here show some resemblance with those present in redox metal-
loenzymes and electron transfer proteins in which the electron
transfer rate is directly related to the isotropic exchange constant,
these results can be helpful to answer the question of why electron
transport prefers one chemical pathway over the others.
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