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A B S T R A C T

Chromophoric dissolved organic matter (CDOM) is an important light-absorbing component of seawater. Yet
spectrophotometric determinations of CDOM absorption from existing laboratory methods differ substantially.
Since CDOM absorption in the visible usually remains below the detection limit of traditional spectro-
photometers, its spectral shape has been modeled from the ultra-violet, by applying a single exponential model
(SEM) from which a unique parameter, the spectral slope S, is derived. The usefulness of SEM and S is
controversial, due to the lack of agreement on the fitting procedures and the poor ability of the SEM to fit equally
well all CDOM absorption spectra. In view of this, empirical factors affecting the measurement of CDOM
absorption coefficient by spectrophotometry were tested. No differences in CDOM spectra obtained by filtration
through 0.2 μm membrane or 0.7 μm GFF filters were found for either high (Case II) or low (Case I) CDOM
content situations. Two spectral shape groups were distinguished after applying a multivariate approach to 145
spectra from the South Atlantic, Strait of Magallanes, and South Pacific. The two groups were associated mainly
with coastal and oceanic waters. A segmented regression model (SRM) with two free breakpoints better
represented the CDOM absorption spectra than a SEM. The SRM fitted both CDOM spectral shape groups with
accuracy. This concatenated exponential model is useful for understanding CDOM dynamics and developing
improved satellite ocean-color algorithms.

1. Introduction

Chromophoric dissolved organic matter (CDOM) is one of the
optical components of seawater that absorb sunlight, reducing photo-
synthetically available radiation for phytoplankton growth (Højerslev,
1980; Mei et al., 2010). In coastal areas, the discharge of terrestrial
degradation products in riverine and estuarine waters could play a
dominant role in CDOM composition (Hernes and Benner, 2003).
However, in the open ocean, the main source is in situ microbial
production (Lalli and Parsons, 1997; Nelson and Siegel, 2013). In the
upper layer it is mostly produced from decaying materials of marine
origin (e.g., dead plankton) (Nelson et al., 1998), while in the deep
ocean, microbial DOM processing plays a substantial role. (Catalá et al.,
2015; Jørgensen et al., 2014; Kirk, 2011; Romera-Castillo et al., 2010).

CDOM absorption spectra have been described as featureless,
typically decreasing with increasing wavelength from the ultraviolet
(UV) to the visible (VIS) in an almost exponential fashion. The
ubiquitous CDOM can dominate light absorption in some coastal areas
of the ocean, especially at blue wavelengths in coincidence with the

chlorophyll absorption peak close to 440 nm. This has been a source of
impairment for the accuracy of band–ratio algorithms to retrieve
chlorophyll absorption remotely (IOCCG, 2000; Mannino et al., 2014,
Siegel et al., 2005). A wide disparity is observed in the laboratory
methods used to determine the CDOM spectral absorption coefficient,
aCDOM (λ), [m−1] (Andrew et al., 2013; Clark et al., 2008; D'Sa et al.,
2006; Kowalczuk et al., 2006; Lorenzoni et al., 2011; Lutz et al., 2006;
Toming et al., 2009). This is not a trivial issue since CDOM absorption is
operationally defined by the filtrate that passes through a small pore
size filter and absorbs light in the visible and ultraviolet (Blough and
Del Vecchio, 2002).

The most common method employed to measure aCDOM (λ) involves
reading absorption spectra in a dual beam spectrophotometer with a
10 cm path length quartz cell against a pure water reference. Disparities
in the literature regarding the pre-filtration, type of filtration system,
filter pore size, type of ultrapure water, the usage of a “real blank”
(pure water treated as a sample), or time span between sample
acquisition, filtration and scanning can be easily observed. For exam-
ple, several systems that produce ultrapure water are available in the
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market, although not all are of the same quality. This introduces
variability on a global scale since each laboratory would be subtracting
a different spectrum of “ultrapure” water. Moreover, some authors use
0.2 μm membrane filters while others use 0.7 μm glass fiber filters in
closure experiments of optical properties, acknowledging that the
contribution to absorption of the CDOM fraction comprised between
0.2 and 0.7 μm might be lost (Pope et al., 2000).

Most dual-beam spectrophotometers set with a 10 cm cell have a
detection limit at optical density of 0.005 (equivalent to 0.115 m−1

absorption coefficient); hence, values below this threshold, which can
be usually found especially in oligotrophic waters with low CDOM,
cannot be determined with accuracy. According to Lambert-Beer law,
absorption increases with increasing optical path length for a given
solution. Thus more sensitive instruments with longer optical path
lengths and higher accuracy have been developed and are already in
use, such as the liquid waveguide systems (D'Sa et al., 1999; Miller
et al., 2002) or the PSICAM (Röttgers and Doerffer, 2007). However,
these instruments are still not routinely used and require CDOM
spectrophotometer measurements for validation and data comparison.
Moreover, many of the existing CDOM datasets have been acquired
using bench-spectrophotometers, which will probably be in use for
some time. Hence an up-to-date of the best practice method using this
configuration to obtain aCDOM (λ) is required.

CDOM absorption spectra have been commonly characterized with
a single exponential model (SEM) of the form:

a Sa (λ) = (λ )∗exp[− (λ–λ )]CDOM CDOM 0 0 (1)

where aCDOM (λ) is expressed in (m−1) and from which a single
parameter, the spectral slope S (nm−1), is derived (Bricaud et al., 1981;
Carder et al., 1989; Højerslev, 1980; Jerlov, 1957). Various authors
have demonstrated the utility of S to study different aspects of CDOM
dynamics. For instance, Carder et al. (1989) showed that the S350–500
qualitatively describes the ratio of fulvic to humic acids in a sample.
Higher S values have been mostly reported for oceanic environments
with lower aCDOM(λ), while lower S values are common in coastal,
estuarine zones with higher aCDOM(λ) (Blough and Del Vecchio, 2002).
Furthermore, the S slope is also an input in bio-optical algorithms
developed to retrieve CDOM absorption or closely related products
from ocean color satellite data (Magnuson et al., 2004; Maritorena
et al., 2002). Slope values reported in the literature vary widely (e.g.
from 11 to 25 × 10−3 nm−1, Blough and Del Vecchio, 2002, Table 1).
This reported S variability is impacted by the modeling procedures
(Helms et al., 2008; Højerslev and Aas, 2001) and depends on the
wavelength range and type of fitting method (linear or non-linear),
making comparisons of different works almost impossible (Blough and
Del Vecchio, 2002; Nelson and Coble, 2009). This range is as high as the
variability found in the S values after adjusting a SEM in different
wavelength ranges to a given CDOM spectrum (Table S1). It has been
recently demonstrated that the SEM is not a good model to describe the
spectral shape and predict aCDOM(λ) (Twardowski et al., 2004). In our
case, by fitting the SEM through Eq. 1, it overlooks subtle structural and
compositional features in CDOM spectral shape. Alternative methods
have been proposed to characterize CDOM spectra adjusting S in
several short wavelength ranges yielding promising results (Fichot
and Benner, 2012; Helms et al., 2008; Loiselle et al., 2009; Mannino
et al., 2014; Sarpal et al., 1995).

Considering the aforementioned disparities two main objectives are
pursued in this work. The first objective consists in testing and finding
the best practice for some aspects of laboratory analysis concerning
aCDOM (λ) determination by traditional bench spectrophotometry, i.e.,
the purity of the reference water, the need for a “real blank”, and the
type of filter used (0.2 μm membrane or 0.7 μm glass fiber). The second
objective is to verify the hypothesis of the existence of different CDOM
spectral shapes associated to different environmental conditions, and to
propose a model to fit CDOM spectra with better accuracy than the
SEM.

2. Materials and methods

2.1. Laboratory analysis of CDOM samples

First, three types of ultra-pure water were compared. The first type,
OFw, was obtained from a purification system (Gota a Gota, S.R.L.)
producing ultra-pure water free of organic matter from a source of
reverse osmosis water. The second type, AOF, consisted of OFw aged for
two days in acid-washed glass bottles. The third type was a database of
Milli-Q water absorption spectra obtained onboard R/V Melville during
the MV1102 cruise (see Section 2.2). At our facility it was observed that
historical “real blanks” had lower absorption values in the UV than the
freshly acquired OFw. Real blanks differ from fresh OFw in that they are
treated as a sample (i.e., taken to the cruise and then filtered), with at
least two days between their collection and the acquisition of their
spectra. Therefore, the effect of aging OFw water on its absorption
spectra was investigated. Note that only AOF was used as a source of
pure water in the subsequent filter type experiments.

Two types of samples representing “Case I” and “Case II” waters
were used for this laboratory experiment following the classical optical
characterization of waters by Gordon and Morel (1983) and Morel and
Prieur (1977). “Case I” waters refer to those waters in which phyto-
plankton and other materials of autochthonous generation are the
principal agents responsible for variations in optical properties of the
water. The “Case I” sample was collected onboard BIP E. Holmberg
during the EH-02/13 cruise (May 2013) nearby Islas Georgias del Sur
(54°11′S, 37°30′W). It is worth mentioning that since this sample was
stored in a cool room in the dark for more than 6 months, it was used
here as an example of oligotrophic waters, but not as a true measure-
ment for the area. Instead, “Case II waters” refer to those which are
influenced by phytoplankton and also by other substances that vary
independently of phytoplankton, notably inorganic particles in suspen-
sion and other alloctonous materials. The “Case II” sample was acquired
with a bucket at the “Muelle de Pescadores” pier in Mar del Plata
(38°00′S, 57°33′W, between April and July 2014) and transferred into
acid-cleaned glass bottles with Teflon lids and kept at 4 °C until analysis
(within 3 h from collection).

To test the filter types, GFF fiber filters (Whatman, hereafter
referred to as “GFF”) with a nominal pore size of 0.7 μm were

Table 1
Linear regression parameters, and their standard errors, obtained after plotting the
decimal logarithm of n = 10 absorption spectra between 255 and 300 nm for the
different experimental groups (see below). The residual standard error (RSE) is
considered as a measure of the non-explained variability of each group.

Intercept Slope Standard
error of the
intercept

Standard
error of the
slope

Residual
standard
error

Pure water type
experiment

AOF −0.7882 −0.0278 0.0053 2e-04 0.0616
AOFNUC −0.6235 −0.0284 0.0115 4e-04 0.1163
AOFGFF −0.6652 −0.0274 0.0079 3e-04 0.0761

Type of filter
experiment

Case II –
NUC

−1.8561 −0.0198 0.0037 1e-04 0.0372

Case II –
GFF

−1.8404 −0.0197 0.0035 1e-04 0.0354

Case I –
NUC

−3.2679 −0.0220 0.0066 2e-04 0.0670

Case I – GFF −3.2612 −0.0224 0.0096 3e-04 0.0977

AOF: 2-day aged osmosis water; AOFNUC: AOF water filtered through membrane filter;
AOFGFF: AOF water filtered through glass fiber filters. Case II – NUC: CDOM sample from
a “Case II” water sample filtered through membrane filters. Case II – GFF: CDOM sample
from a “Case II” water sample filtered through glass fiber filters. Case I – NUC: CDOM
sample from a “Case I” water sample filtered through membrane filters. Case II – GFF:
CDOM sample from a “Case II” water sample filtered through glass fiber filters.
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combusted at 450 °C during 3.5 h to oxidize any organic matter and
then washed with 200 ml of AOF water to avoid glass fiber particles
passing to the filtrate. Membrane filters with a 0.2 μm pore size
(Poretics, hereafter referred to as “NUC”) were rinsed in 10% HCl
during 15 min and then soaked in AOF water until use following
Mitchell et al. (2003). One filter per sample was used in all cases. All
glassware was rinsed in 10% HCl for at least 2 h, washed 6 times with
reverse osmosis water and another 3 times with AOF water. All
openings of the glassware were carefully covered with aluminum foil
until use to prevent contamination. This procedure was always
performed the day before the experiments.

CDOM and pure water spectra were acquired employing a Shimadzu
2401 UV–VIS spectrophotometer using a 10 cm quartz cell. Before
reading a batch of samples, the cell was thoroughly washed twice with
AOF water, 1 time with high grade pure ethanol and another 6 times
with AOF water. All readings were done setting 1 nm sampling interval,
medium scan speed, and 2 nm slit wide over the range 250–750 nm,
after letting the instrument lamps warm up for 30 min. All the samples
were allowed to reach room temperature and scanned against air after
setting an air-air baseline (0.000 ± 0.001 absorbance units). CDOM
absorption coefficient was calculated using the equation:

La (λ) = 2.303∗[A (λ) − A (λ)]CDOM CDOM REAL BLANK (2)

where L is the optic path length in meters, AREAL BLANK is the average of
n replicates of the absorption spectra of filtered AOF water (calculated
as follows: for each replicate, its own average absorption value between
460 and 470 nm was subtracted, and then the average of these
replicates was taken as the real blank spectrum), and ACDOM is the
average CDOM absorption spectrum of n replicates, after subtracting to
each replicate the absorption between 460 and 470 nm (same range as
for pure water spectra) and then the average absorption between 590
and 600 nm to correct the apparent CDOM offset (Mitchell et al., 2003).
A smoothing moving average (7 nm) was applied to each aCDOM (λ)
spectrum in order to minimize noise.

Data analysis was performed using UVProbe 2.21 and free software
R (R Core Team, 2015), with codes developed ad hoc. The regression
slope after plotting the logarithm 10 of the n aCDOM spectra between
255 and 300 nm was used to compare spectra of different treatment
groups in the type of pure water and type of filter experiments (with
AOF, AOFNUC and AOFGFF and Case II-NUC, Case II-GFF, Case I-NUC
and Case II-GFF as treatment groups respectively). The residual
standard error (RSE) was used as a measure of the non-explained
variability of each group.

2.2. Modeling of CDOM field samples

For the second objective, a CDOM data set collected during the R/V
Melville MV1102 cruise was used (see cruise track in Fig. 1). The ship
left Cape Town on the 20th of February 2011 and arrived in Valparaiso
on the 14th of March 2011, sailing across the South Atlantic Ocean, the
Strait of Magallanes, and along the Pacific Chilean coast during the
austral late summer. An extensive description of the oceanographic
regimes can be found elsewhere (Rudorff, 2013). Briefly, the MV1102
cruise covered six biogeochemical provinces (Longhurst, 2007) that
differed in terms of water masses and bio-optical characteristics (see
Fig. 4.1 in Rudorff, 2013). A few stations were made in a highly
productive region in the south of the Benguela Current Coastal Province
followed by the South Atlantic Gyral Province, finding more stable,
clear and oligotrophic waters. R/V Melville continued sailing in the
Southwest direction through the South Subtropical Convergence Pro-
vince, a relatively more dynamic region with intrusion of Sub-Antarctic
surface waters, which promoted a strong chlorophyll gradient. The
route proceeded westward along the Subantartic Water Ring Province,
which is a high latitude zone, marked by a strong seasonality of mixing-
stratification processes driven by wind stress and solar irradiance. Upon
reaching 50°S the ship entered the Southwest Atlantic Shelves Province,

sailing again in waters of high productivity due to the presence of the
Malvinas Current. She then passed through the Strait of Magallanes,
which connects the South Atlantic with the South Pacific oceans. The
hydrography of the straits is highly complex (Lutz et al., 2016; Panella
et al., 1991); the water circulation in this channel is mainly regulated
by strong tides, with a mixture of Sub-Antartic and Pacific Waters,
continental runoff and glacial-fluvial waters, favoring the re-suspension
of the fine sediments especially in shallow sectors. Finally, R/V Melville
sailed across the Humboldt Current Coastal Province from the southern
fjords up to 36°S in central Chile, again finding high productive waters
with high biomass levels driven by the Humboldt Current.

CDOM samples were filtered through acid-washed 0.2 μm mem-
brane filters (Nuclepore) and scanned aboard just after sampling in a
Cary-50 UV–VIS-NIR spectrophotometer between 250 and 750 nm and
corrected for the absorption by the “real blank” (Rudorff, 2013). As
mentioned above, a correction for the apparent CDOM offset and a
smoothing moving average (7 nm) was applied to each aCDOM spectrum.
A total of 145 spectra were included in this study, after 3 outliers were
excluded from the original set of samples (the first one due to a bump
suspected to be produced by mycosporine like amino-acids, MAAs
(Carignan and Carreto, 2013; Subramaniam et al., 1999) or by nitrate
(Catalá et al., 2016); the second one due to having negative values that
prevented the calculation of its geometric mean; and the third one due
to suspected contamination).

The existence of different spectral shapes was addressed with cluster
analysis (CA) on the normalized, natural log-scaled CDOM spectra using
the absorption in the 275–400 nm range as the only variable to
discriminate among groups. Normalization was performed to eliminate
the absorption magnitude with the aim of exploring the underlying
shapes. Assuming that CDOM spectra can be modeled like a concatena-
tion of exponentials, it can be demonstrated that the distance between
two spectra can be calculated as the square Euclidean distance between
the spectra normalized by their geometric mean and transformed into
logarithmic scale (Suppl. info. S1). First, a hierarchical cluster (square
Euclidean distances, Wards method) was performed, and second, after
determining the number of groups from this analysis (k= 2 groups), a
non-hierarchical cluster (K-means) was performed to separate spectra
in groups, minimizing the variance within groups and maximizing it
between groups.

The segmented regression model (SRM) described by Muggeo
(2003) was applied using the R segmented package (Muggeo, 2008) to
model CDOM spectra. This is a regression model where the relation-
ships between the response and the explanatory variables are piecewise
linear, represented by at least two straight lines connected at unknown
(unspecified) breakpoints (hereafter, BKs). First, a SEM obtained by
linear fit was applied to each natural log-linearized CDOM spectrum
between 275 and 400 nm; then the model was updated by the segmented
() function adding the segmented relationships. The upper wavelength
limit (400 nm) was chosen to be a good and conservative wavelength at
which the optical density of our dataset was above the detection limit of
the instrument.

Linear discriminant analyses (LDA) were performed to distinguish
the observed spectral shape groups. The BKs and slopes derived from
the SRM models with 1 and 2 breakpoints were used as input for the
first LDA, while five environmental variables were considered as input
for the second. The selected environmental variables were: sea surface
temperature (SST), sea surface salinity (SSS), bottom depth (BD),
distance to the nearest coast (DNC), and fluorescence intensity (Fl).
Each of these variables was standardized so that it had zero mean and
within-groups variance of 1 to compare the discriminating power of
predicting variables. DNC, Fl and BD were transformed with the log(x)
function to reach multivariate normal distribution. The environmental
variables were selected because they are correlated to CDOM. In the
first place a major source of CDOM is land, therefore a relationship to
DNC and BD is expected; while Fl would indicate a source of CDOM by
phytoplankton (mainly in open ocean). In turn, these sources might

M.G. Ruiz et al. Marine Chemistry xxx (xxxx) xxx–xxx

3



determine the chemical nature of CDOM and hence the shape of its
absorption spectrum. SST and SSS are relevant to characterize water
masses. Besides, all these variables could be obtained through remote
sensors (although in the present study we used in situ data).

Several environmental variables were recorded during all sampling
stations. Methods for the retrieval of sea surface salinity, sea surface
temperature, fluorescence, and bottom depth are described elsewhere
(Rudorff, 2013; Rudorff et al., 2014). The distance of each station
location to the nearest coast was estimated using NASA “Distance to
Nearest Coastline: 0.01-Degree Grid” product (NASA, 2009) by assign-
ing to each station the distance value of the closest point in NASA's grid.
Minimum distance to NASA's grid points took into account the
ellipsoidal shape of the Earth (Bivand et al., 2013; Pebesma and
Bivand, 2005). Although for some sampling stations the distance
assigned was slightly larger than the true distance to the coast, it was
a good approximation due to the random distribution of the distances
between the stations and the points in the grid and the consistency of
the results with the vessel trajectory.

All statistical analyses where performed in R version 3.1.2 ( R Core
Team, 2015). CA was performed using the hclust() and kmeans()
functions from thebase R package and the LDA using the lda() function
of the MASS package.

3. Results

3.1. Impact of reference pure water and filter type

The effect of aging OFw water on its absorption spectra was
investigated. This procedure decreased water absorption in the UV
(i.e., made it look closer to the commonly used Milli-Q water spectrum)
(Fig. 2), probably due to oxidation and volatilization of traces of
organic compounds remaining in the purified water. For all the
subsequent experiments, OFw aged for two days (AOF) was used as a
source of ultra-pure water.

In order to determine the best reference for CDOM spectra acquisi-
tion, we addressed the spectral differences between unfiltered and
filtered AOF water, either through glass fiber filters (GFF) or 0.2 μm
membrane filters (NUC). First, we observed that rinsing combusted GFF
filters with at least 200 ml of the purest water available minimizes the
introduction of glass fibers into the filtrate (Fig. S1). Although
subtracting a blank of the same kind (i.e., AOF water filtered through
not rinsed combusted GFF) cancelled this effect, we preferred to rinse
with 200 ml AOF water all combusted GFF filters for the subsequent
experiments. The mean absorption spectra of unfiltered AOF water had

slightly lower absorption in the UV region than the mean absorption
spectra of filtered AOF water, either through NUC (AOFNUC) or GFF
(AOFGFF) filters. Visual inspection suggested that the averaged spec-
trum of AOFNUC was identical to that of AOFGFF (Fig. 2). To compare
spectra of different treatment groups, we estimated the slope after
plotting the logarithm 10 of the n aWATER spectra between 255 and
300 nm (Table 1). The standard error of the slopes of water filtered
through thoroughly rinsed GFF filters was similar to that of water
filtered through cleaned membrane filters, and to that of unfiltered pure
water.

We further addressed the effect of the filter type (GFF or NUC) on
the CDOM spectra acquisition of a low CDOM content “Case I” and a
high CDOM content “Case II” water sample to assess possible adsorption
of organic matter on GFF filters. The intercepts and slopes fitted by
linear regression were identical for both groups; no differences were

Fig. 1. Map of the study region showing the MV1102 ship track and the location of the CDOM samples classified according to their spectral shape into Group 1 (blue circles) and Group 2
(red cross). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

Fig. 2. Absorption coefficient spectra of ultrapure water obtained from different
ultrapure systems. Fresh osmosis water (OFw, grey line), 2-days aged osmosis water
(AOF, black line), Milli-Q water (magenta line), AOF water filtered through membrane
filter (AOFNUC, blue line) and through glass fiber filters (AOFGFF, light blue). Solid lines
represent the mean spectrum of 10 replicates (except for MilliQ water, n = 145) and
dotted lines± 1 SD. (For interpretation of the references to color in this figure legend, the
reader is referred to the web version of this article.)
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observed in the average spectrum obtained using NUC or GFF filters, for
the two water types (Fig. 3). Difference in non-explained variability
indicated by the RSE of the linear regression between Case II – NUC and
Case II – GFF groups was negligible and small between Case I-NUC and
Case I-GFF (Table 1).

3.2. Identification of CDOM spectral shape groups

In the first place we fitted the SEM by lineal fit in different
wavelength ranges and compared their goodness of fit. We observed
that the equation that best fits a spectrum with high absorption values
did not fit equally well a spectrum with low absorption values, as it was
shown by the sum of squared errors of the fitted model (Table S1).
These observations were in agreement with other published results
(Twardowski et al., 2004). Thus, we assumed that not all CDOM
absorption spectra behave as a single decreasing exponential, but that
some of them are better described by a concatenation of exponentials
(Fig. S2). We hypothesized that it is possible to classify CDOM spectra
only according to their shape and regardless of the magnitude of the
absorption coefficients. To test this hypothesis, a cluster analysis (CA)
was performed on a set of n= 145 normalized, log-scaled CDOM
spectra. The result of a hierarchical cluster showed a dendrogram tree
with 2 notable branches (Fig. S3). Hence, a non-hierarchical cluster (K-
means) was performed to separate spectra in k = 2 groups. This CA
rendered one group with 84 and another with 61 spectra (almost
identical to the hierarchical cluster). The centroids (i.e., average
spectrum) of each cluster group are displayed in Fig. 4. The spatial
distribution of the spectral shape groups predicted by the CA is
displayed in Fig. 1.

3.3. Modeling CDOM spectra by a concatenation of exponentials

The question addressed was whether it is possible to model all
CDOM spectra equally well with a unique model, regardless of their
shape. We applied the piecewise or segmented regression model (SRM)
described by Muggeo (2003). We compared the results of fitting to the
MV1102 CDOM dataset the models M0 (SRM with no BKs and 1 slope,

equivalent to the SEM), M1 (SRM with 1 BK and 2 slopes) and M2 (SRM
with 2 BKs and 3 slopes). The seed values for the BKs were 345 nm for
M1 and 295 and 345 nm for M2. The equations describing M0, M1, and
M2 are as follows:

M0:

ln (a (λ)) = −S(λ − λ ) + ln(a (λ ))CDOM 0 CDOM 0 (3)

M1:

ln(a (λ)) = −S (λ − λ ) + ln(a (λ )) if λ < BK1
ln(a (λ)) = −S (λ − λ ) + ln(a (λ )) if λ ≥ BK1

CDOM 1 0 CDOM 0

CDOM 2 0 CDOM 0 (4)

M2:

ln(a (λ)) = −S (λ − λ ) + ln(a (λ )) if λ < BK1
ln(a (λ)) = −S (λ − λ ) + ln(a (λ )) if BK1 ≥ λ < BK2
ln(a (λ)) = −S (λ − λ ) + ln(a (λ )) if λ ≥ BK2

CDOM 1 0 CDOM 0

CDOM 2 0 CDOM 0

CDOM 3 0 CDOM 0 (5)

In all cases, λ0 is a lambda of reference. Then, for either of the
models M0–M2, the original absorption spectrum in m−1 can be
obtained with the exponential function of the modeled data. Fig. 5
displays the residuals against the wavelength for M0, M1 and M2
models for the two groups of spectral shapes derived from the CA. The
goodness of fit improves with the number of BKs, as indicated by the
smaller values of the residuals, AIC and adjusted R2 (Table S2). Model 2
fit spectra of both shape groups with equal goodness of fit, whereas M1
performed better for Group 1 than for Group 2. Model 0 always
produced larger residuals than the two segmented models, whatever
the spectral shape. Three examples of CDOM spectra fitted by the SRM
models M0, M1, and M2 are displayed in Fig. 6.

The distribution of the retrieved parameters from M1 (Fig. 7, A) and
from M2 (Fig. 7, B) provides insights into the underlying CDOM spectral
shapes. Model 1 does not reveal any clear position for the BK, according
to the broad distribution of the boxes for either group; yet it yields
significant differences in both slope means between groups (Table 2). In
contrast, M2 reveals a subtle feature in CDOM absorption coefficient
spectra: both groups present a BK close to 302 nm, as denoted by the
narrow distribution of the BK1 boxes. In addition, BK2 is close to

Fig. 3. CDOM spectral absorption coefficients of Case II and Case I water samples
obtained after filtration through membrane filters (NUC) and glass fiber filters (GFF).
Solid lines represent the mean spectrum of 10 replicates and dotted lines represent± 1
SD. (For interpretation of the references to color in this figure legend, the reader is
referred to the web version of this article).

Fig. 4. Centroids of the two CDOM spectral shape groups obtained by a non-hierarchical
cluster analysis (K-means). Spectra were normalized by their geometric mean and
linearized into logarithmic scale within the 275–400 nm range before running the cluster.
Solid lines represent the centroids (mean spectrum) and dotted lines± 1 SD; thin lines in
the back correspond to each individual CDOM sample belonging to spectral shape Group
1 (blue, n = 84) or Group 2 (red, n = 61). (For interpretation of the references to color in
this figure legend, the reader is referred to the web version of this article.)
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343 nm in Group 2, while more variable in Group 1. The mean and
standard deviation values of the breakpoints and slopes are summarized
in Table 2 for both groups and models.

In order to evaluate the usefulness of the segmented model to
distinguish the observed spectral shape groups, we performed a linear
discriminant analysis (LDA) using as predictor variables the slopes and
BKs retrieved from M1 and M2. Significant differences in the group
means were observed for all the predictor variables except for the first
breakpoint BK1 in M1 and M2 after analysis of variance test (i.e.
ANOVA) (Table 3). Thus, BK1 was excluded from the LDA based on M2
parameters as predictor variables. The standardized linear discriminant
coefficients indicated that for M1, the variable with the highest
discriminating power was slope 2, followed by the BK1, while in M2
slope 3 and slope 2 were the best predictors (Table 3). The distribution
of the discriminant function scores indicated that there was almost null
degree of overlapping (Fig. 8) and the cross-classification showed that
overall the 90.34% and 93.11% of the spectra were correctly classified
by each of the discriminant analysis respectively (Table 4). For
classification purposes, a discriminant function based on the unstan-
dardized linear coefficient was derived:

D BK Slope Slope

Slope

= (−0.0016 × 2) + (131.28 × 1) + (126.35 × 2)
+ (202.00 × 3)

Cut‐off = 0.2229

M2

(6)

3.4. Association of CDOM spectral shapes with environmental conditions

Finally, a LDA on a set of selected environmental variables was
performed to assess whether an environmental configuration was
associated to each of the observed CDOM spectral shape groups.
Significant differences in the group means were observed for all the

predictor variables except for SST by ANOVA test (Table 5), hence it
was excluded from the LDA. The standardized linear discriminant
coefficients indicated that the most powerful discriminating variable
was the logDNC, followed by logFl, with logBD and SSS being the
poorest predictors (Table 5). The distribution of the discriminant
function scores shown in Fig. 9 revealed a small degree of overlapping.
The cross-validated classification showed that overall the 82.80% were
correctly classified (21 samples of Group 1 were classified as Group 2
and 4 of Group 2 as Group 1, Table 6). For classification purposes, a
discriminant function based on unstandardized linear coefficients and
the environmental variables was derived:

D SSS logFl logBD

logDNC

= (−0.221 × ) + (−0.396 × ) + (0.261 × )
+ (0.934 × )

Cut‐off = 0.1429

environment

(7)

4. Discussion

4.1. Reference pure water

One of the most common procedures to get a CDOM absorption
spectrum involves filtering a seawater sample, transfer it to the quartz
cuvette, and scan it versus a filtered pure water reference (i.e., a real
blank) (Mitchell et al., 2003). Using a real blank as a reference provides
the opportunity to cancel the absorption of any leachate from the filters.
However, the source of pure water differs from one laboratory to
another, which means that a different pure water spectrum is being
subtracted at each facility. Furthermore, the absorption spectra of any
of the commercially available pure water differ from the spectra
reported by Pope and Fry (1997) for 380–700 nm and by Sogandares
and Fry (1997) for 350–380 nm. This combined spectrum has been

Fig. 5. Spectral distribution of residuals from the fitted segmented regression models M0, M1 and M2. Upper panel: spectral shape Group 1 (n = 84); lower panel: spectral shape Group 2
(n = 61).Note that models were fitted in the logarithmic scale, hence residuals are dimensionless.
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generally considered to be the “ideal” water spectrum for optical
studies and ocean color processing. Since these studies were performed,
absorption spectra of “pure” water were derived from optical measure-
ments of the “clearest” seawater (Lee et al., 2015; Morel et al., 2007),
suggesting that pure water absorption coefficients could be even lower
than the aforementioned “ideal” spectrum. Recently, pure water
absorption coefficients have been determined in the 250–550 nm UV-
region (Mason et al., 2016), revealing even lower values in the
350–400 nm range. Nevertheless, for the sake of argument in the
absence of a community-recommended UV absorption by pure water,
we propose that it would be possible to theoretically refer all CDOM
spectra to this “ideal” water spectrum, eliminating a source of variation
between laboratories. This could be done as follows, i.e., by adding the
difference between the spectrum of the purest available water (PWa) –
used as a reference in a given facility (e.g. Milli-Q, osmosis, etc.) and
the “ideal” spectrum (PWi):

Sa = PW + DM + Fii (9)

PW = PW + Ima i (10)

RB = PW + Fi = PW + Im + Fia i (11)

We assume that in seawater (SW) salts have no absorption and DM
and PM are dissolved and particulate matter respectively (Eq. 8). After
filtering SW (Eq. 9), PM is retained in the filter but the CDOM sample
(Sa) may now contain any leachate from the filter (Fi). PWa is the purest
water available and “Im” is any impurity from the purification system
(Eq. 10). The real blank (RB) may also carry the Fi component (Eq. 11).
If in the spectrophotometer the CDOM sample is scanned against the RB
(Eq. 10), then:

Hence, what we usually consider to be the “dissolved matter
absorption spectrum” is actually the difference between the dissolved
matter and the impurities from the purification system. Eq. 10 can be
written as follows (Eq. 10′):

Im = PW − PWa i (10′)

The impurities (Im) absorption spectrum is the difference between
PWa and PWi spectrum. Then to really obtain the DM spectrum it is
necessary to add the Im spectrum to the spectrum obtained reading the
Sa against a RB (Eq. 12′). This could be achieved by acquiring the
spectrum of the PWa against air and subtracting the PWi spectrum
(which is deducted replacing Eq. 10′ into Eq. 12′):

Fig. 6. CDOM spectra in logarithmic and absorption coefficient scales (left and right, respectively) fitted by the SRM M0 and M2. Examples representing spectral shape Group 1 (A and B),
Group 2 (C and D), and an unusual CDOM spectrum with a bump excluded from the CA (E and F) are displayed. Dots indicate the position of the BKs found by the SRM M2. Both models
were fitted in the 275–400 nm range. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
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Sa − RB + Im = DM (12′)

Sa − RB + PW − PW = DMa i (10′)+(12′)

In this way, variability from the purification systems would cancel

out and all CDOM spectra would be referred to the same “ideal” water
spectrum. This procedure requires obtaining the absorption spectra of
the PWa, which is not exactly the same as the RB spectrum. While
waiting for a consensus “ideal” UV water spectrum, it is possible to use

Fig. 7. Boxplot of the parameters retrieved after applying the segmented regression models (SRM) to a set of 145 CDOM spectra obtained from natural samples. A: SRM M1 (1 break point
and 2 slopes); B: SRM M2 (2 breakpoints and 3 slopes). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

Table 2
Comparison of the mean and standard deviation of the slopes and breakpoints retrieved after applying two different segmented regression models (M1 and M2) to the two spectral shape
groups (Group 1 and Group 2) obtained from the cluster analysis. Model M1 has 1 BK and 2 slopes; model M2 has 2 BKs and 3 slopes.

Model 1 (M1) Model 2 (M2)

Group 1 Group 2 Group 1 Group 2

Mean Sd Mean Sd Mean Sd Mean Sd

BK1 (nm) 338 33.9 346 31.5 302 10.5 302 3.3
BK2 (nm) – – – – 355 25.6 343 16.6
Slope 1 (nm−1) −0.0216 0.0047 −0.0247 0.0082 −0.0252 0.0045 −0.0347 0.0049
Slope 2 (nm−1) −0.0153 0.0031 −0.0219 0.0070 −0.0167 0.0035 −0.0139 0.0053
Slope 3 (nm−1) – – – – −0.0151 0.0034 −0.0244 0.0062
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the above correction to refer all CDOM spectra to a reference pure
water spectrum in order to maintain coherence between laboratories.
Scanning CDOM samples and pure water spectrum against air should
perform this.

4.2. Filtration procedures

Nearly identical CDOM spectra were obtained using either poly-
carbonate 0.2 μm membrane or 0.7 μm GFF filters (Fig. 2). Even though
the nominal pore size differs, in average, these two types of filters allow
the passage of the same type of molecules. There are several explana-
tions for this observation. One explanation is that the fraction between
0.2 and 0.7 μm has a minor contribution to light absorption in the open
ocean (Nelson et al., 1998). Electron microscopy, however, has
revealed that membrane filters can have pores larger than 0.2 μm
diameter as a consequence of the perforation process, which allows the
overlapping of holes, creating pores twice or even three times larger
than intended (Negri, pers. comm.). Nayar and Chou (2003) reported
that the average pore size of a GFF filter is reduced in combusted filters
due to contraction of the matrix of fibers. Furthermore, it is not
unreasonable to expect that after filtering a few milliliters of sea water
filters get clogged due to the formation of a tight network of soluble
molecules in the sample. The importance of rinsing combusted GFF
filters previous to sample collection has been already documented
(Mitchell et al., 2003). We found that rinsing filters with 200 ml of pure
water was enough to elute most loose glass fibers that might affect the
absorption readings. Our results showed that pure water and CDOM

samples filtered through GFF filters treated in this way were compar-
able to those obtained using membrane filters.

4.3. CDOM spectral shape

Our results demonstrated statistically by a multivariate analysis that
at least two spectral forms of CDOM can be distinguished in the
275–400 nm range (Fig. 4), which in turn could be related to “coastal”
and “oceanic” conditions (Fig. 1). Here we used a segmented regression
model (SRM) to fit all spectral shapes of CDOM. This approach has the
advantage of having higher accuracy than the SEM as shown by the
residuals of the regressions (Fig. 5).

The SRM (Muggeo, 2003) has been applied successfully to find
breakpoints (also known as joint points or change points) in several
types of biological data like genomic sequences or shark maturity stages
(Muggeo and Adelfio, 2011; Segura et al., 2013). It is easily run through
a statistical package in open free software (Muggeo, 2008). Although
the number of BKs must be provided a priori, the piecewise regression
has the benefit of being able to statistically estimate the wavelength of
the BKs. Nevertheless, it is important to bear in mind that in some cases
the results were sensitive to the seed values provided for the BKs within
the given wavelength range used for fitting M2.

We observed that the goodness of fit increases with the number of
BKs. We explored the segmented models M1 (1 breakpoint and 2 slopes)
and M2 (2 breakpoints and 3 slopes) within a narrow wavelength range
(275–400 nm), similar to the one used by Helms et al. (2008), in a set of
145 CDOM spectra from a wide range of oceanographic regimes.

Table 3
P values and F statistics of the ANOVA applied to the regression model parameters (BKs and Slopes) obtained for spectral shape Group 1 and Group 2 previous to the linear discriminant
analysis (LDA). Standardized and unstandardized coefficients obtained by the LDA using as predictor variables BKs and Slopes. Results are presented for M1 and M2 segmented regression
models.

Model 1 (M1) Model 2 (M2)

Group 1 Group 2 Group 1 Group 2

Mean Sd Mean Sd Mean Sd Mean Sd

BK1 (nm) 338 33.9 346 31.5 302 10.5 302 3.3
BK2 (nm) – – – – 355 25.6 343 16.6
Slope 1 (nm−1) −0.0216 0.0047 −0.0247 0.0082 −0.0252 0.0045 −0.0347 0.0049
Slope 2 (nm−1) −0.0153 0.0031 −0.0219 0.0070 −0.0167 0.0035 −0.0139 0.0053
Slope 3 (nm−1) – – – – −0.0151 0.0034 −0.0244 0.0062

Fig. 8. Distributions of linear discriminant scores of the LDA based on the segmented regression parameters as predictor variables. A: LDA based on BKs and slopes after applying M1; B:
LDA based on BKs and slopes after applying M2. The distributions show minimal degree of overlapping between spectral shape Groups 1 (blue, upper panel) and 2 (red, lower panel) in
both cases. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
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Besides, the upper wavelength limit (400 nm) was chosen to be a good
and conservative wavelength at which the optical density of our dataset
was above the detection limit of the instrument.

Other authors already stated the segmented aspect of some CDOM
spectra. Sarpal et al. (1995) sampled oceanic and coastal sites in the
Bellinghausen Sea and Antarctic Peninsula for CDOM and fitted two
slopes (S260–330 and S330–410) in the log-linearized scale with accuracy
higher than one. Both their oceanic and coastal spectra look like the
spectra characterized in Group 2 and associated with “oceanic”
environments (indeed the authors noticed the high transparency of
Antarctic waters). Helms et al. (2008) proposed using the ratio of the
slopes fitted between S275–295 and S350–400 (the SR) to characterize
CDOM spectra. They found that SR increases with salinity, which
suggests different spectral shapes. They also reported that S275–295
and SR shifts to lower values with increasing molecular weights of the
organic matter, and S350–400 increased after photo bleaching CDOM
samples. Another complex method involving several parameters was
proposed by Massicotte and Markager (2016). It is based on a Gaussian
decomposition of the absorption spectra, which gives robust estimates
of S and also models specific chromophores present in complex spectra
from oceanic water samples. Other studies have looked at variations in
CDOM shapes according to water masses (Nelson et al., 2010),
including the transformation of recalcitrant DOM at depth (Catalá
et al., 2015).

Most of the spectra classified as Group 1 were sampled in the Strait
of Magallanes and along the coast of Chile, where high levels of CDOM
are expected due to the terrestrial runoff from the surrounding fjords,
shallow depths, and strong tides, on the one hand, and the presence of
an eastern boundary upwelling system, on the other hand. Instead, most
of the spectra classified as Group 2 were sampled in the open ocean,
where lower levels of CDOM absorption typical of oligotrophic
environments are expected. The SRM with 2 breakpoints, i.e., M2,
fitted spectra of both shape groups with similar accuracy and provided
the best fit compared to M1 and M0 (Fig. 5). Moreover, an unusual
CDOM spectrum obtained from a sample collected near Cape Town
showing a bump by mycosporine like amino-acids (MAAs) or by nitrate
(Catalá et al., 2016) was modeled by M2 in the 275–400 nm range with
significantly better accuracy than M1 and M0 (Fig. 7). This case was
excluded from the CA because it was separated in a group on its own.
The SRM M2 revealed subtle characteristics in the form of CDOM
absorption spectra, which questions the idea that all CDOM spectra
resemble a simple exponential. The position of BK1 was constantly close
to 302 nm in both spectral shape groups. While the position of BK2 was
somehow trivial in Group 1, it was quite close to 343 nm in Group 2,
coincident with the previously reported inflection point in the second
derivative of natural-log CDOM spectra (Helms and Mopper, 2006).

The value of Slope 3 (which is estimated by M2 in a narrow
wavelength range between BK2 and 400 nm) could be used to estimate
CDOM in the VIS where measured optical density values remain below
the detection limit of traditional spectrophotometers (Fig. S4). This
provides an objective solution to the unresolved problem of choosing a
wavelength range for fitting a single exponential to model absorption in
the VIS as a function of absorption in the UV region, which would
facilitate comparing values among regions and dates.

The spectral shape is a feature defined by the chemical nature of the

Table 4
Group membership predicted by the linear discriminant analysis (LDA) using as predictor variables the breakpoints and slopes derived after applying the segmented regression models M1
and M2.

LDA on segmented model parameters M1 LDA on segmented model parameters M2

Group 1 Group 2 Total Error (%) Group 1 Group 2 Total Error (%)

Group 1 79 5 84 5.95 81 3 84 3.57
Group 2 9 52 61 14.75 7 54 61 4.83
Total 88 57 145 9.65 88 57 145 6.89

Table 5
Linear discriminant analysis (LDA) using as predictor variables a set of environmental
variables (SST, SSS, logFl, logBD, and logDNC). ANOVA's p values and F statistics
correspond to the prior group means for the set of variables.

ANOVA LDA coefficients

F p value Standardized Unstandardized

SST 1.280 0.2597 – –
SSS 37.202 9.441 e−9 −0.2217 −0.1015
logFl 15.875 0.0001 −0.3963 −0.4824
logBD 60.653 1.261 e−12 −0.2608 0.2069
logDNC 81.829 9.704 e−16 0.9340 0.5416

Fig. 9. Linear discriminant scores distributions after LDA based on five environmental
variables as predictors. The distribution shows a small degree of overlapping between
spectral shape Groups 1 (blue, upper panel) and 2 (red, lower panel). (For interpretation
of the references to color in this figure legend, the reader is referred to the web version of
this article.)

Table 6
Group membership predicted by linear discriminant analysis based on environmental
information.

LDA on environmental variables

Group 1 Group 2 Total Error (%)

Group 1 63 21 84 25.00
Group 2 4 57 61 6.55
Total 67 78 145 17.24
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compounds in a CDOM sample. That is, although our results show a
strong association between the spectral forms and environments that
we denominated “coastal” and “oceanic”, it must be emphasized that
spectral shapes are not direct consequences of the geographical location
alone. The absorption spectra encompass the sum of absorption by the
mix of chemical components. Some works (Röttgers and Koch, 2012;
Catalá et al., 2016) have investigated variations in CDOM spectra from
open ocean waters in relation to the chemical composition, resulting in
the identification of specific chromophores absorbing at different
wavelengths (e.g., citochrome c at 415 nm, and nitrate at 302 nm).
Here, the CA classified a small number of spectra sampled in the open
South Atlantic Ocean as Group 1, and spectra of both spectral forms
were found at five stations. At those stations the sampling was carried
out at the surface and at different depths. It was noticeable that surface
samples were classified as Group 2 (“oceanic”), while deep samples as
Group 1 (“coastal”). Previous studies showed that the S slope shifted to
lower values with depth due to lack of photo-degradation (Sarpal et al.,
1995; Twardowski and Donaghay, 2002). This phenomenon is expected
for this high latitude zone and season where these stations were
located, which is marked by a strong seasonality of mixing-stratification
processes driven by wind stress and solar irradiance (Longhurst, 2007).
Thus, high slope values as those reported for Group 2 are expected for
the upper layer samples. Another plausible explanation for the classi-
fication of these CDOM samples as Group 1 despite having been
collected in the open ocean may be related to the vicinity of these
sampling stations to Sea Mountains (Rudorff, 2013). These elevations of
the seafloor are known to induce eddy upwelling cells of nutrient-rich
deep waters that sustain local phytoplankton growth (Borrione and
Schlitzer, 2012). Likewise, spectra close to Malvinas archipelago were
classified as Group 1, which may be due to the presence of terrestrial
runoff from the islands and a shallower bottom depth. Therefore, the
denomination “terrestrial” rather than “coastal” may also be appro-
priate for Group 1.

An important benefit of the linear discriminant analysis (LDA) is the
ability to predict group membership for classifying new cases given the
identifying features. Thus, after fitting M2 within 275–400 nm, the BKs
and slopes could be used to classify CDOM spectra into spectral shape
“Group 1 - coastal” and “Group 2 - oceanic” using the discriminant
function (Eq. 6) based on the unstandardized linear discriminant
coefficients and a simple classification rule (above or below the
reported cut-off). Similarly, environmental data could be used with
Eq. 7 to predict the probable spectral shape of CDOM absorption spectra
in the absence of samples.

CDOM is an important contributor to ocean color that does not
always covariate with chlorophyll-a concentration. Improving the
acquisition method of aCDOM(λ) is a first essential step to facilite the
inter-comparison of in situ measurements performed at different
laboratories. The SRM presented here seems to be a good tool to
reconstruct the whole spectrum of aCDOM(λ) at all wavelengths (Fig.
S4). This approach would allow retrieving a more reliable value of
aCDOM(440), a variable often used in bio-optical studies, and character-
izing CDOM absorption spectra in a simple way. The development of
satellite applications of the SRM M2 parameters, which relate spectral
shapes to environmental conditions, would contribute to improve ocean
color products and understanding of CDOM dynamics in marine
ecosystems.

5. Conclusions

From the assessment of factors affecting the laboratory analysis of
CDOM, the main result was that nearly identical CDOM spectra were
obtained from replicate samples using either membrane (0.2 μm) or
GFF filters (0.7 μm nominal), which may be due to several possible
factors, i.e., minor absorption of the fraction between 0.2 and 0.7 μm
(Nelson et al., 1998) and pore contraction of GFF filters after combus-
tion (Nayar and Chou, 2003). Scanning spectra of CDOM samples, real

blanks (filtered pure water), and the water used at a given laboratory
against air is a practice that provides the possibility of referencing
CDOM absorption spectra to the same “ideal” water spectrum, elim-
inating possible sources of variations.

A more accurate alternative to the single decreasing exponential
model, i.e., a concatenated exponential model, was proposed to
describe CDOM spectra. It was first demonstrated statistically from a
multivariate approach using only information provided by the aCDOM(λ)
in the range 275–400 nm that at least 2 spectral shapes generally exist.
Spectra classified in Group 1 showed a clear breakpoint close to 302 nm
while spectra in Group 2 showed a breakpoint close to 302 nm and
another close to 343 nm. These results showed that the single expo-
nential model traditionally used to describe CDOM spectra lacks the
ability to reveal these spectral features, in agreement with previous
studies. The concatenated exponential model with 2 breakpoints
(Muggeo, 2008; Muggeo, 2003), determined by piecewise regression,
fitted with high accuracy the spectral shape of both groups. This was
true even for special cases such as spectra having a pronounced peak in
the UV (probably due to MAAs or nitrate). Moreover, it was possible to
associate different spectral shapes with “coastal” and “oceanic” envir-
onmental conditions. Using the Slope 3 derived from the SRM with 2
breakpoints provides an objective way to estimate CDOM absorption in
the VIS (aCDOM(440) is usually involved in satellite algorithms).
Detailed examination of the location of the breakpoints and the spectral
slopes in the various segments, including their ratios, made in relation
to CDOM composition measurements (not available in this study), may
provide further information about CDOM origin and dominant pro-
cesses (photo degradation, microbial alteration), a perspective for
future work. Additional research on the application of the segmented
regression in CDOM analysis may lead to the development of improved
ocean color algorithms.

Supplementary data to this article can be found online at http://dx.
doi.org/10.1016/j.marchem.2017.03.012.
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