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## A B S TRACT

In this paper we study the following singular perturbation problem for the $p_{\varepsilon}(x)$-Laplacian:

$$
\begin{aligned}
& \Delta_{p_{\varepsilon}(x)} u^{\varepsilon}:=\operatorname{div}\left(\left|\nabla u^{\varepsilon}(x)\right|^{p_{\varepsilon}(x)-2} \nabla u^{\varepsilon}\right)=\beta_{\varepsilon}\left(u^{\varepsilon}\right)+f^{\varepsilon} \\
& \quad u^{\varepsilon} \geq 0,
\end{aligned} \quad\left(P_{\varepsilon}\left(f^{\varepsilon}, p_{\varepsilon}\right)\right)
$$

where $\varepsilon>0, \beta_{\varepsilon}(s)=\frac{1}{\varepsilon} \beta\left(\frac{s}{\varepsilon}\right)$, with $\beta$ a Lipschitz function satisfying $\beta>0$ in $(0,1)$, $\beta \equiv 0$ outside $(0,1)$ and $\int \beta(s) d s=M$. The functions $u^{\varepsilon}, f^{\varepsilon}$ and $p_{\varepsilon}$ are uniformly bounded. We prove uniform Lipschitz regularity, we pass to the limit $(\varepsilon \rightarrow 0)$ and we show that, under suitable assumptions, limit functions are weak solutions to the free boundary problem: $u \geq 0$ and

$$
\left\{\begin{array}{ll}
\Delta_{p(x)} u=f & \text { in }\{u>0\} \\
u=0,|\nabla u|=\lambda^{*}(x) & \text { on } \partial\{u>0\}
\end{array} \quad\left(P\left(f, p, \lambda^{*}\right)\right)\right.
$$

with $\lambda^{*}(x)=\left(\frac{p(x)}{p(x)-1} M\right)^{1 / p(x)}, p=\lim p_{\varepsilon}$ and $f=\lim f^{\varepsilon}$.
In Lederman and Wolanski (submitted) we prove that the free boundary of a weak solution is a $C^{1, \alpha}$ surface near flat free boundary points. This result applies, in particular, to the limit functions studied in this paper.
© 2015 Elsevier Ltd. All rights reserved.

## 1. Introduction

Singular perturbation problems of the form

$$
\begin{equation*}
L u^{\varepsilon}=\beta_{\varepsilon}\left(u^{\varepsilon}\right) \tag{1.1}
\end{equation*}
$$
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with $\beta_{\varepsilon}(s)=\frac{1}{\varepsilon} \beta\left(\frac{s}{\varepsilon}\right), \beta$ nonnegative, smooth and supported on $[0,1]$ and $L$ an elliptic or parabolic second order differential operator have been widely studied due to their appearance in different contexts. One of its main application being to flame propagation. See [3,4,7,29] and also the excellent survey by J.L. Vázquez [26].

A natural generalization is the consideration of inhomogeneous problems

$$
\begin{equation*}
L u^{\varepsilon}=\beta_{\varepsilon}\left(u^{\varepsilon}\right)+f^{\varepsilon} \tag{1.2}
\end{equation*}
$$

with $f^{\varepsilon}$ uniformly bounded independently of $\varepsilon$. The inhomogeneous terms may represent sources as well as nonlocal effects, when the family $u^{\varepsilon}$ is uniformly bounded (see [18]).

Problem (1.1) was first studied for a linear uniformly elliptic operator $L$ by Berestycki, Caffarelli and Nirenberg in [3] and then for the heat equation by Caffarelli and Vázquez in [7]. The two phase case for the heat equation was studied by Caffarelli and the authors in [5,6]. A natural question is the identification of the limiting problem as $\varepsilon \rightarrow 0$. To this end, estimates uniform in $\varepsilon$ are needed. These two questions were the object of the above mentioned articles [3,7,5,6].

For the inhomogeneous problem (1.2) and $L=\Delta$ or $L=\Delta-\partial_{t}$ these questions were settled in [18,17].
The homogeneous problem (1.1) in the case of the $p$-Laplacian was considered in [10] and then, for more general operators with power like growth in [21]. Uniform estimates for the inhomogeneous problem (1.2) and the $p$-Laplacian were obtained in [22]. Additional results for these type of problems were obtained in [2,15,16,22,23,27].

In this paper we study the case where the operator $L$ is the $p_{\varepsilon}(x)$-Laplacian, defined as

$$
\Delta_{p_{\varepsilon}(x)} u:=\operatorname{div}\left(|\nabla u(x)|^{p_{\varepsilon}(x)-2} \nabla u\right),
$$

that extends the Laplacian, where $p_{\varepsilon}(x) \equiv 2$, and the $p$-Laplacian, where $p_{\varepsilon}(x) \equiv p$ with $1<p<\infty$. The $p(x)$-Laplacian has been used in the modeling of electrorheological fluids [24] and in image processing [1,9].

We consider the inhomogeneous problem (1.2) but we remark that this singular perturbation problem for the $p_{\varepsilon}(x)$-Laplacian had not been studied even in the homogeneous case (1.1). Moreover, the identification of the limiting problem in the inhomogeneous case had not been done even for $p_{\varepsilon}(x) \equiv p$.

As stated above, this singular perturbation problem may model flame propagation in a fluid with electromagnetic sensitivity. Hence its interest from a modeling point of view. On the other hand, the presence of a variable exponent $p_{\varepsilon}(x)$ and a right hand side $f_{\varepsilon}(x)$ brings new mathematical difficulties, that can be found scattered all along this paper, that were not present in the constant case $p_{\varepsilon}(x) \equiv p$. An important tool we use is the Harnack Inequality for the inhomogeneous $p(x)$-Laplacian that we recently proved in [28].

More precisely, in this paper we study the following singular perturbation problem for the $p_{\varepsilon}(x)$-Laplacian:

$$
\Delta_{p_{\varepsilon}(x)} u^{\varepsilon}=\beta_{\varepsilon}\left(u^{\varepsilon}\right)+f^{\varepsilon}, \quad u^{\varepsilon} \geq 0 \quad\left(P_{\varepsilon}\left(f^{\varepsilon}, p_{\varepsilon}\right)\right)
$$

in a domain $\Omega \subset \mathbb{R}^{N}$. Here $\varepsilon>0, \beta_{\varepsilon}(s)=\frac{1}{\varepsilon} \beta\left(\frac{s}{\varepsilon}\right)$, with $\beta$ a Lipschitz function satisfying $\beta>0$ in $(0,1)$, $\beta \equiv 0$ outside $(0,1)$ and $\int \beta(s) d s=M$.

We assume that $u^{\varepsilon}, f^{\varepsilon}$ are uniformly bounded and that $p_{\varepsilon}$ are uniformly bounded in Lipschitz norm. We prove uniform Lipschitz regularity, we pass to the limit $(\varepsilon \rightarrow 0)$ and we show that, under suitable assumptions, limit functions are weak solutions to the following free boundary problem: $u \geq 0$ and

$$
\begin{cases}\Delta_{p(x)} u=f & \text { in }\{u>0\}  \tag{*}\\ u=0, \quad|\nabla u|=\lambda^{*}(x) & \text { on } \partial\{u>0\}\end{cases}
$$

with $\lambda^{*}(x)=\left(\frac{p(x)}{p(x)-1} M\right)^{1 / p(x)}, p=\lim p_{\varepsilon}$ and $f=\lim f^{\varepsilon}$.
We remark that, in the inhomogeneous case, there are examples of limit functions that are not solutions to the free boundary problem $\left(P\left(f, p, \lambda^{*}\right)\right)$. These examples were produced with $p_{\varepsilon}(x) \equiv 2$ in [18]. Hence, some extra assumptions on the limit functions are needed.

In a companion paper [19] we study the regularity of the free boundary for weak solutions of $P\left(f, p, \lambda^{*}\right)$ with $p(x)$ Lipschitz and $\lambda^{*}(x)$ a Hölder continuous function. In [19] we show that the free boundary is a $C^{1, \alpha}$ surface near flat free boundary points. This regularity result applies in particular to limits of this singular perturbation problem, under the above mentioned assumptions. These additional assumptions are verified if, for instance, the functions $u^{\varepsilon}$ are local minimizers of an energy functional. We prove this last result in [20]. Moreover, in this special case, we show in [20] that the set of singular points has zero $\mathcal{H}^{N-1}$ measure.

In conclusion, in this first paper of a series on the singular perturbation problem $\left(P_{\varepsilon}\left(f^{\varepsilon}, p_{\varepsilon}\right)\right)$ we study the fundamental uniform properties of the solutions and we determine the limiting free boundary problem.

An outline of the paper is as follows: In Section 2 we obtain uniform bounds of the gradients of solutions to the singular perturbation problem $\left(P_{\varepsilon}\left(f^{\varepsilon}, p_{\varepsilon}\right)\right)$ (Theorem 2.1). In Section 3 we pass to the limit, in Section 4 we analyze some basic limits and in Section 5 we study the asymptotic behavior of limit functions. Finally, in Section 6 we define the notion of weak solution to the free boundary problem $\left(P\left(f, p, \lambda^{*}\right)\right)$ and we show that, under suitable assumptions, limit functions to the singular perturbation $\left(P_{\varepsilon}\left(f^{\varepsilon}, p_{\varepsilon}\right)\right)$ are weak solutions to the free boundary problem $\left(P\left(f, p, \lambda^{*}\right)\right)$ with $\lambda^{*}(x)=\left(\frac{p(x)}{p(x)-1} M\right)^{1 / p(x)}$ (Theorem 6.1). We also state the result from [19] on the regularity of the interface for weak solutions (Theorem 6.2). We finish the paper with an Appendix where we collect some results on variable exponent Sobolev spaces as well as some other results that are used in the paper.

### 1.1. Assumptions

Throughout the paper we let $\Omega \subset \mathbb{R}^{N}$ a domain.
Assumptions on $p_{\varepsilon}(x)$ and $p(x)$. We will assume that the functions $p_{\varepsilon}(x)$ verify

$$
\begin{equation*}
1<p_{\min } \leq p_{\varepsilon}(x) \leq p_{\max }<\infty, \quad x \in \Omega \tag{1.3}
\end{equation*}
$$

When we are restricted to a ball $B_{r}$ we use $p_{\varepsilon_{-}}^{r}$ and $p_{\varepsilon_{+}}^{r}$ to denote the infimum and the supremum of $p_{\varepsilon}(x)$ over $B_{r}$.

We also assume that $p_{\varepsilon}(x)$ are continuous up to the boundary and that they have a uniform modulus of continuity $\omega: \mathbb{R} \rightarrow \mathbb{R}$, i.e. $\left|p_{\varepsilon}(x)-p_{\varepsilon}(y)\right| \leq \omega(|x-y|)$ if $|x-y|$ is small.

For our main results we need to assume further that $p_{\varepsilon}(x)$ are uniformly Lipschitz continuous in $\Omega$. In that case, we denote by $L$ the Lipschitz constant of $p_{\varepsilon}(x)$, namely, $\left\|\nabla p_{\varepsilon}\right\|_{L^{\infty}(\Omega)} \leq L$.

The same assumptions above will be made on the function $p(x)$.
Assumptions on $\beta_{\varepsilon}$. We will assume that the functions $\beta_{\varepsilon}$ are defined by scaling of a single function $\beta: \mathbb{R} \rightarrow \mathbb{R}$ satisfying:
(i) $\beta$ is a Lipschitz continuous function,
(ii) $\beta>0$ in $(0,1)$ and $\beta \equiv 0$ otherwise,
(iii) $\int_{0}^{1} \beta(s) d s=M$.

And then $\beta_{\varepsilon}(s):=\frac{1}{\varepsilon} \beta\left(\frac{s}{\varepsilon}\right)$.

### 1.2. Definition of solution to $p(x)$-Laplacian

Let $p(x)$ be as above and let $g \in L^{\infty}(\Omega \times \mathbb{R})$. We say that $u$ is a solution to

$$
\Delta_{p(x)} u=g(x, u) \quad \text { in } \Omega
$$

if $u \in W^{1, p(\cdot)}(\Omega)$ and, for every $\varphi \in W_{0}^{1, p(\cdot)}(\Omega)$, there holds that

$$
\int_{\Omega}|\nabla u(x)|^{p(x)-2} \nabla u \cdot \nabla \varphi d x=-\int_{\Omega} \varphi g(x, u) d x
$$

By the results in [28], it follows that $u \in L_{\text {loc }}^{\infty}(\Omega)$.

### 1.3. Notation

- $N$ spatial dimension
- $\Omega \cap \partial\{u>0\}$ free boundary
- $|S| N$-dimensional Lebesgue measure of the set $S$
- $\mathcal{H}^{N-1}(N-1)$-dimensional Hausdorff measure
- $B_{r}\left(x_{0}\right)$ open ball of radius $r$ and center $x_{0}$
- $B_{r}$ open ball of radius $r$ and center 0
- $B_{r}^{\prime}\left(x_{0}\right)$ open ball of radius $r$ and center $x_{0}$ in $\mathbb{R}^{N-1}$
- $B_{r}^{\prime}$ open ball of radius $r$ and center 0 in $\mathbb{R}^{N-1}$
- $f_{B_{r}\left(x_{0}\right)} u=\frac{1}{\left|B_{r}\left(x_{0}\right)\right|} \int_{B_{r}\left(x_{0}\right)} u d x$
- $f_{\partial B_{r}\left(x_{0}\right)} u=\frac{1}{\mathcal{H}^{N-1}\left(\partial B_{r}\left(x_{0}\right)\right)} \int_{\partial B_{r}\left(x_{0}\right)} u d \mathcal{H}^{N-1}$
- $\chi_{S}$ characteristic function of the set $S$
- $u^{+}=\max (u, 0), u^{-}=\max (-u, 0)$
- $\langle\cdot, \cdot\rangle$ scalar product in $\mathbb{R}^{N}$
- $B_{\varepsilon}(s)=\int_{0}^{s} \beta_{\varepsilon}(\tau) d \tau$


## 2. Uniform bound of the gradient

In this section we consider a family of uniformly bounded solutions to the singular perturbation problem $\left(P_{\varepsilon}\left(f^{\varepsilon}, p_{\varepsilon}\right)\right)$ and prove that their gradients are locally uniformly bounded. Our main result in the section is the following theorem

Theorem 2.1. Assume that $1<p_{\min } \leq p_{\varepsilon}(x) \leq p_{\max }<\infty$ with $p_{\varepsilon}(x)$ Lipschitz continuous and $\left\|\nabla p_{\varepsilon}\right\|_{L^{\infty}} \leq$ $L$, for some $L>0$. Let $u^{\varepsilon}$ be a solution of

$$
\Delta_{p_{\varepsilon}(x)} u^{\varepsilon}=\beta_{\varepsilon}\left(u^{\varepsilon}\right)+f^{\varepsilon}, \quad u^{\varepsilon} \geq 0 \text { in } \Omega,
$$

$$
\left(P_{\varepsilon}\left(f^{\varepsilon}, p_{\varepsilon}\right)\right)
$$

with $\left\|u^{\varepsilon}\right\|_{L^{\infty}(\Omega)} \leq L_{1},\left\|f^{\varepsilon}\right\|_{L^{\infty}(\Omega)} \leq L_{2}$. Then, for $\Omega^{\prime} \subset \subset \Omega$, we have

$$
\left|\nabla u^{\varepsilon}(x)\right| \leq C \quad \text { in } \Omega^{\prime},
$$

with $C=C\left(N, L_{1}, L_{2},\|\beta\|_{L^{\infty}}, p_{\min }, p_{\max }, L, \operatorname{dist}\left(\Omega^{\prime}, \partial \Omega\right)\right)$, if $\varepsilon \leq \varepsilon_{0}\left(\Omega, \Omega^{\prime}\right)$.
An essential tool in the proof will be the following Harnack's Inequality for the inhomogeneous $p(x)$-Laplacian equation, proven in [28, Theorem 2.1]

Theorem 2.2. Assume that $p(x)$ is locally log-Hölder continuous in $\Omega$. This is, $p(x)$ has locally a modulus of continuity $\omega(r)=C\left(\log \frac{1}{r}\right)^{-1}$. Let $x_{0} \in \Omega$ and $0<R \leq 1$ such that $\overline{B_{4 R}\left(x_{0}\right)} \subset \Omega$. There exists $C$ such that, if $u \in W^{1, p(\cdot)}(\Omega) \cap L^{\infty}(\Omega)$ is a nonnegative solution of the problem

$$
\begin{equation*}
\Delta_{p(x)} u=f \quad \text { in } \Omega, \tag{2.1}
\end{equation*}
$$

with $f \in L^{q_{0}}(\Omega)$ for some $\max \left\{1, \frac{N}{p_{-}^{4 \pi}}\right\}<q_{0} \leq \infty$, then

$$
\sup _{B_{R}\left(x_{0}\right)} u \leq C\left[\inf _{B_{R}\left(x_{0}\right)} u+R+R \mu\right]
$$

where

$$
\mu=\left[R^{1-\frac{N}{q_{0}}}\|f\|_{L^{q_{0}}\left(B_{4 R}\left(x_{0}\right)\right)}\right]^{\frac{1}{p_{-}^{4}-1}-1} .
$$

The constant $C$ depends only on $N, p_{-}^{4 R}:=\inf _{B_{4 R}\left(x_{0}\right)} p, p_{+}^{4 R}:=\sup _{B_{4 R}\left(x_{0}\right)} p, s, q_{0}, \omega_{4 R}, \mu^{p_{+}^{4 R}-p_{-}^{4 R}}$, $\|u\|_{L^{s q^{\prime}}\left(B_{4 R}\left(x_{0}\right)\right)}^{p^{4 R}-p_{-}^{4 R}}$ and $\|u\|_{L^{s r_{0}}\left(B_{4 R}\left(x_{0}\right)\right)}^{p_{+}^{4 R}-p_{-}^{4 R}}\left(\right.$ for certain $q^{\prime}=\frac{q}{q-1}$ with $r_{0}, q \in(1, \infty)$ and $\frac{1}{q_{0}}+\frac{1}{q}+\frac{1}{r_{0}}=1$ depending on $N, q_{0}$ and $\left.p_{-}^{4 R}\right)$. Here $s>p_{+}^{4 R}-p_{-}^{4 R}$ is arbitrary and $\omega_{4 R}$ is the modulus of log-Hölder continuity of $p(x)$ in $B_{4 R}\left(x_{0}\right)$.

We will also use the following result proven in [12, Theorem 1.1],
Theorem 2.3. Assume that $1<p_{\min } \leq p(x) \leq p_{\max }<\infty$, and that $p(x)$ has a modulus of continuity $\omega(r)=C_{0} r^{\alpha_{0}}$ for some $0<\alpha_{0}<1$. Let $f \in L^{\infty}(\Omega)$ and let $u \in W^{1, p(\cdot)}(\Omega) \cap L^{\infty}(\Omega)$ be a solution of

$$
\begin{equation*}
\Delta_{p(x)} u=f \quad \text { in } \Omega . \tag{2.2}
\end{equation*}
$$

Then, $u \in C_{\text {loc }}^{1, \alpha}(\Omega)$, where the Hölder exponent $\alpha$ depends on $N$, $p_{\min }, p_{\max },\|f\|_{L^{\infty}(\Omega)},\|u\|_{L^{\infty}(\Omega)}, \omega(r)$ and, for any $\Omega^{\prime} \subset \subset \Omega$,

$$
\|u\|_{C^{1, \alpha}\left(\bar{\Omega}^{\prime}\right)} \leq C
$$

the constant $C$ depending on $N, p_{\min }, p_{\max },\|f\|_{L^{\infty}(\Omega)},\|u\|_{L^{\infty}(\Omega)}, \omega(r)$ and dist $\left(\Omega^{\prime}, \partial \Omega\right)$.
In order to prove Theorem 2.1, we need to prove first some auxiliary results.
Lemma 2.1. Assume that $1<p_{\min } \leq p_{\varepsilon}(x) \leq p_{\max }<\infty$ with $p_{\varepsilon}(x)$ Lipschitz continuous and $\left\|\nabla p_{\varepsilon}\right\|_{L^{\infty}} \leq L$, for some $L>0$. Let $u^{\varepsilon}$ be a solution of $\left(P_{\varepsilon}\left(f^{\varepsilon}, p_{\varepsilon}\right)\right)$ in $B_{r_{0}}\left(x_{0}\right)$ with $\left\|u^{\varepsilon}\right\|_{L^{\infty}\left(B_{r_{0}}\left(x_{0}\right)\right)} \leq L_{1},\left\|f^{\varepsilon}\right\|_{L^{\infty}\left(B_{r_{0}}\left(x_{0}\right)\right)} \leq$ $L_{2}$, such that $u^{\varepsilon}\left(x_{0}\right) \leq 2 \varepsilon$. Then, there exists $C>0$ such that, if $\varepsilon \leq 1$,

$$
\left|\nabla u^{\varepsilon}\left(x_{0}\right)\right| \leq C,
$$

with $C=C\left(N, L_{1}, L_{2},\|\beta\|_{L^{\infty}, p_{\min }}, p_{\max }, L, r_{0}\right)$.
Proof. Let $v^{\varepsilon}(x)=\frac{1}{\varepsilon} u^{\varepsilon}\left(x_{0}+\varepsilon x\right)$. Then, denoting $\bar{p}_{\varepsilon}(x)=p_{\varepsilon}\left(\varepsilon x+x_{0}\right)$ and $\bar{f}^{\varepsilon}(x)=\varepsilon f^{\varepsilon}\left(\varepsilon x+x_{0}\right)$, we have, if $\varepsilon \leq 1$,

$$
\begin{equation*}
\Delta_{\bar{p}_{\varepsilon}(x)} v^{\varepsilon}=\beta\left(v^{\varepsilon}\right)+\bar{f}^{\varepsilon} \quad \text { in } B_{r_{0}} . \tag{2.3}
\end{equation*}
$$

We will apply Harnack's Inequality (Theorem 2.2). Let $\bar{r}_{0}=\min \left\{r_{0}, 4\right\}$. We first observe that

$$
\gamma:=\left(\bar{p}_{\varepsilon}\right)_{+}^{\bar{r}_{0}}-\left(\bar{p}_{\varepsilon}\right)_{-}^{\bar{r}_{0}}=\sup _{B_{\bar{r}_{0}}} \bar{p}_{\varepsilon}-\inf _{\bar{B}_{0}} \bar{p}_{\varepsilon} \leq L \varepsilon 2 \bar{r}_{0},
$$

so that

$$
\left\|v^{\varepsilon}\right\|_{L^{\infty}\left(B_{\bar{B}_{0}}\right)}^{\gamma} \leq\left(L_{1} / \varepsilon\right)^{L \varepsilon 2 \bar{r}_{0}} \leq C_{0}\left(L, L_{1}, r_{0}\right) .
$$

It follows that

$$
\sup _{B_{\bar{r}_{0} / 4}} v^{\varepsilon} \leq C_{1}\left[v^{\varepsilon}(0)+\bar{r}_{0} / 4+\mu \bar{r}_{0} / 4\right],
$$

for $\mu=\left(\frac{\bar{r}_{0}}{4}\left\|\beta\left(v^{\varepsilon}\right)+\bar{f}^{\varepsilon}\right\|_{L^{\infty}\left(B_{\bar{r}_{0}}\left(x_{0}\right)\right)}\right)^{\frac{1}{\left(\bar{p}_{\varepsilon}\right)_{-}^{r_{0}}-1}} \leq C_{2}\left(L_{2},\|\beta\|_{L^{\infty},}, p_{\text {min }}, r_{0}\right)$ and a constant $C_{1}$ with $C_{1}=$ $C_{1}\left(N, L_{1}, L_{2},\|\beta\|_{L^{\infty}, p_{\min }}, p_{\max }, L, r_{0}\right)$.

## ARTICLE IN PRESS

Now, observing that $v^{\varepsilon}(0) \leq 2$, and using the estimates of Theorem 2.3, we have that

$$
\left|\nabla u^{\varepsilon}\left(x_{0}\right)\right|=\left|\nabla v^{\varepsilon}(0)\right| \leq C,
$$

with $C=C\left(N, L_{1}, L_{2},\|\beta\|_{L^{\infty}, p_{\min }}, p_{\max }, L, r_{0}\right)$.
Lemma 2.2. Assume that $1<p_{\min } \leq p(x) \leq p_{\max }<\infty$ with $p(x)$ Lipschitz continuous and $\|\nabla p\|_{L^{\infty}} \leq L$, for some $L>0$. For $x_{0} \in \mathbb{R}^{N}, \mu>0, \delta>0, A>0$, consider

$$
\psi(x)=A\left(\frac{e^{-\mu \frac{\left|x-x_{0}\right|^{2}}{\delta^{2}}}-e^{-\mu}}{e^{-\mu / 16}-e^{-\mu}}\right)
$$

Assume moreover that $\delta \leq A \leq A_{0}$. Then, given $D>0$, there exist $\tilde{\mu}=\tilde{\mu}\left(N, p_{\min }, p_{\max }\right)$ and $\tilde{r}=\tilde{r}\left(p_{\min }, p_{\max }, L, D, A_{0}, \mu\right)$ such that, if $\mu \geq \tilde{\mu}$ and $\delta \leq \tilde{r}$, there holds that

$$
\Delta_{p(x)} \psi(x) \geq D \quad \text { in } B_{\delta}\left(x_{0}\right) \backslash \overline{B_{\delta / 4}\left(x_{0}\right)} .
$$

Proof. For $M>0$ and $\mu>0$ let

$$
\begin{equation*}
w(x)=M\left(e^{-\mu|x|^{2}}-e^{-\mu}\right) . \tag{2.4}
\end{equation*}
$$

The calculations in the proof of Lemma B. 4 in [13] show that if $q(x)$ is a Lipschitz continuous function, with $1<p_{\min } \leq q(x) \leq p_{\max }<\infty$, there exist $\mu_{0}=\mu_{0}\left(p_{\max }, p_{\min }, N\right)$ and $\varepsilon_{0}=\varepsilon_{0}\left(p_{\min }\right)$ such that, if $\mu \geq \mu_{0}$ and $\|\nabla q\|_{L^{\infty}} \leq \varepsilon_{0}$, then

$$
e^{\mu|x|^{2}}(2 M \mu)^{-1}|\nabla w|^{2-q(x)} \Delta_{q(x)} w \geq C_{1} \mu-C_{2}\|\nabla q\|_{L^{\infty}}(|\log M|+1) \quad \text { in } B_{1} \backslash B_{1 / 4},
$$

with $C_{1}, C_{2}$ depending only on $p_{\min }$. If, in addition, $\mu \geq \mu_{1}\left(p_{\min }\right)$, we get

$$
e^{\mu|x|^{2}}(2 M \mu)^{-1}|\nabla w|^{2-q(x)} \Delta_{q(x)} w \geq \frac{C_{1}}{2} \mu-C_{2}\|\nabla q\|_{L^{\infty}}|\log M| \quad \text { in } B_{1} \backslash B_{1 / 4},
$$

and therefore,

$$
\Delta_{q(x)} w \geq e^{-\mu|x|^{2}}|\nabla w|^{q(x)-2} 2 M \mu\left(\frac{C_{1}}{2} \mu-C_{2}\|\nabla q\|_{L^{\infty}}|\log M|\right) \quad \text { in } B_{1} \backslash B_{1 / 4} .
$$

So that we have

$$
\Delta_{q(x)} w \geq e^{-\mu\left(p_{\max }-1\right)} M^{q(x)-1} \mu^{p_{\min }-1}\left(\tilde{C}_{1} \mu-\tilde{C}_{2}\|\nabla q\|_{L^{\infty}}|\log M|\right) \quad \text { in } B_{1} \backslash B_{1 / 4}
$$

with $\tilde{C}_{1}, \tilde{C}_{2}$ depending on $p_{\min }$ and $p_{\max }$ if, in addition, $\mu \geq 1$.
We now observe that, letting in (2.4)

$$
M=\frac{A}{\delta\left(e^{-\mu / 16}-e^{-\mu}\right)},
$$

we have

$$
\psi(x)=A\left(\frac{e^{-\mu \frac{\left|x-x_{0}\right|^{2}}{\delta^{2}}}-e^{-\mu}}{e^{-\mu / 16}-e^{-\mu}}\right)=\delta M\left(e^{-\mu\left|\frac{x-x_{0}}{\delta}\right|^{2}}-e^{-\mu}\right)=\delta w\left(\frac{x-x_{0}}{\delta}\right) .
$$

We want to show that the constants $\tilde{\mu}, \tilde{r}$ in the statement can be chosen in such a way that

$$
\begin{equation*}
\Delta_{p(x)} \psi(x) \geq D \quad \text { in } B_{\delta}\left(x_{0}\right) \backslash \overline{B_{\delta / 4}\left(x_{0}\right)} \tag{2.5}
\end{equation*}
$$

We notice that showing (2.5) is equivalent to showing that

$$
\begin{equation*}
\Delta_{\bar{p}(x)} w(x) \geq \delta D \quad \text { in } B_{1} \backslash \overline{B_{1 / 4}}, \tag{2.6}
\end{equation*}
$$

for $\bar{p}(x)=p\left(x_{0}+\delta x\right)$.

Since $\|\nabla \bar{p}\|_{L^{\infty}}=\delta\|\nabla p\|_{L^{\infty}} \leq \delta L$, the previous calculations give, if $\mu$ is as above and $\delta \leq r_{1}=\frac{\varepsilon_{0}}{L}$,

$$
\Delta_{\bar{p}(x)} w \geq e^{-\mu\left(p_{\max }-1\right)} M^{\bar{p}(x)-1} \mu^{p_{\min }-1}\left(\tilde{C}_{1} \mu-\tilde{C}_{2} \delta L|\log M|\right) \quad \text { in } B_{1} \backslash B_{1 / 4}
$$

Using that $A \geq \delta$, we have $M \geq e^{\mu / 16} \geq 1$, implying that

$$
\begin{aligned}
\Delta_{\bar{p}(x)} w & \geq e^{-\mu\left(p_{\max }-1\right)} \frac{1}{\left(e^{-\mu / 16}-e^{-\mu}\right)^{p_{\min }-1}} \mu^{p_{\min }-1}\left(\tilde{C}_{1} \mu-\tilde{C}_{2} \delta L \log M\right) \\
& =C_{3}(\mu)\left(\tilde{C}_{1} \mu-\tilde{C}_{2} \delta L \log M\right) \quad \text { in } B_{1} \backslash B_{1 / 4}
\end{aligned}
$$

(here $C_{3}(\mu)$ is a constant depending on $\mu, p_{\min }, p_{\max }$ ). Now using that

$$
-\delta L \log M \geq-1-\delta L \mu
$$

if $\delta \leq r_{2}=r_{2}\left(A_{0}, L\right)$ and $\mu \geq \mu_{2}$, we conclude that

$$
\Delta_{\bar{p}(x)} w \geq C_{3}(\mu) \frac{\tilde{C}_{1}}{4} \mu \quad \text { in } B_{1} \backslash B_{1 / 4}
$$

if $\mu \geq \mu_{3}=\mu_{3}\left(p_{\min }, p_{\max }\right)$ and $\delta \leq r_{3}=r_{3}\left(p_{\min }, p_{\max }, L\right)$. This is,

$$
\Delta_{\bar{p}(x)} w \geq C_{5}, \quad \text { in } B_{1} \backslash B_{1 / 4}
$$

with $C_{5}=C_{5}\left(\mu, p_{\min }, p_{\max }\right)$. If we now let $\tilde{\mu}=\max \left\{\mu_{0}, \mu_{1}, \mu_{2}, \mu_{3}, 1\right\}$, fix $\mu \geq \tilde{\mu}$ and take $\delta \leq \tilde{r}=$ $\min \left\{r_{1}, r_{2}, r_{3}, \frac{C_{5}}{D}\right\}$, we conclude that (2.6) holds, thus implying (2.5).

Lemma 2.3. Assume that $1<p_{\min } \leq p_{\varepsilon}(x) \leq p_{\max }<\infty$ with $p_{\varepsilon}(x)$ Lipschitz continuous and $\left\|\nabla p_{\varepsilon}\right\|_{L^{\infty}} \leq L$, for some $L>0$. Let $u^{\varepsilon}$ be a solution of $\left(P_{\varepsilon}\left(f^{\varepsilon}, p_{\varepsilon}\right)\right)$ in $B_{1}$ with $\left\|u^{\varepsilon}\right\|_{L^{\infty}\left(B_{1}\right)} \leq L_{1},\left\|f^{\varepsilon}\right\|_{L^{\infty}\left(B_{1}\right)} \leq L_{2}$ and $0 \in \partial\left\{u^{\varepsilon}>\varepsilon\right\}$. Then, there exists $0<r_{0}<1$ such that, for $x \in B_{r_{0}} \cap\left\{u^{\varepsilon}>\varepsilon\right\}$ and $\varepsilon \leq 1$,

$$
u^{\varepsilon}(x) \leq \varepsilon+C \operatorname{dist}\left(x,\left\{u^{\varepsilon} \leq \varepsilon\right\} \cap B_{1}\right)
$$

with $r_{0}=r_{0}\left(N, L_{1}, L_{2}, p_{\min }, p_{\max }, L\right)$ and $C=C\left(N, L_{1}, L_{2},\|\beta\|_{L^{\infty}}, p_{\min }, p_{\max }, L\right)$.

Proof. Let $0<r_{0}<1 / 4$ be a constant to be chosen later. For $x_{0} \in B_{r_{0}} \cap\left\{u^{\varepsilon}>\varepsilon\right\}$, take $m_{0}=u^{\varepsilon}\left(x_{0}\right)-\varepsilon$ and $\delta_{0}=\operatorname{dist}\left(x_{0},\left\{u^{\varepsilon} \leq \varepsilon\right\} \cap B_{1}\right)$. Since $0 \in \partial\left\{u^{\varepsilon}>\varepsilon\right\} \cap B_{1}, \delta_{0} \leq r_{0}$. We want to prove that $m_{0} \leq C \delta_{0}$, with $C=C\left(N, L_{1}, L_{2},\|\beta\|_{\left.L^{\infty}, p_{\min }, p_{\max }, L\right) .}\right.$

Since $B_{\delta_{0}}\left(x_{0}\right) \subset\left\{u^{\varepsilon}>\varepsilon\right\} \cap B_{1}$, we have that $u^{\varepsilon}-\varepsilon>0$ in $B_{\delta_{0}}\left(x_{0}\right)$ and $\Delta_{p_{\varepsilon}(x)}\left(u^{\varepsilon}-\varepsilon\right)=f^{\varepsilon}$. By Harnack's Inequality (Theorem 2.2)

$$
\sup _{B_{\delta_{0} / 4}\left(x_{0}\right)}\left(u^{\varepsilon}-\varepsilon\right) \leq C_{1}\left[\inf _{B_{\delta_{0} / 4}\left(x_{0}\right)}\left(u^{\varepsilon}-\varepsilon\right)+\delta_{0} / 4+\hat{\mu} \delta_{0} / 4\right]
$$

for $\hat{\mu}=\left(\frac{\delta_{0}}{4}\left\|f^{\varepsilon}\right\|_{L^{\infty}\left(B_{\delta_{0}\left(x_{0}\right)}\right)}\right)^{\frac{1}{\left(p_{\varepsilon}\right)_{-}^{\delta_{0}-1}}} \leq C_{0}\left(L_{2}, p_{\text {min }}\right)$, with $C_{1}=C_{1}\left(N, L_{1}, L_{2}, p_{\min }, p_{\max }, L\right)$. It follows that

$$
m_{0} \leq C_{1} \inf _{B_{\delta_{0} / 4}\left(x_{0}\right)}\left(u^{\varepsilon}-\varepsilon\right)+C_{2} \delta_{0}
$$

with $C_{2}=C_{2}\left(N, L_{1}, L_{2}, p_{\min }, p_{\max }, L\right)$.
If there holds that $m_{0} \leq 2 C_{2} \delta_{0}$, the conclusion follows.
So let us assume that $m_{0}>2 C_{2} \delta_{0}$. Then, there exists $c_{1}=c_{1}\left(N, L_{1}, L_{2}, p_{\min }, p_{\max }, L\right)$ such that

$$
c_{1} m_{0} \leq \inf _{B_{\delta_{0} / 4}\left(x_{0}\right)}\left(u^{\varepsilon}-\varepsilon\right)
$$

If $c_{1} m_{0} \leq \delta_{0}$ there is nothing to prove. So now assume that $c_{1} m_{0}>\delta_{0}$.
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Let us consider

$$
\psi(x)=c_{1} m_{0}\left(\frac{e^{-\mu \frac{\left|x-x_{0}\right|^{2}}{\delta_{0}^{2}}}-e^{-\mu}}{e^{-\mu / 16}-e^{-\mu}}\right),
$$

with $\mu=\tilde{\mu}\left(N, p_{\min }, p_{\max }\right)$, the constant in Lemma 2.2.
Then, observing that $c_{1} m_{0} \leq c_{1} L_{1}$, we can apply Lemma 2.2 with $\delta=\delta_{0}, A=c_{1} m_{0}, A_{0}=c_{1} L_{1}$ and $D=L_{2}$, if there holds that $\delta_{0} \leq \tilde{r}$, where $\tilde{r}=\tilde{r}\left(p_{\min }, p_{\max }, L, D, A_{0}, \mu\right)$ is the constant in Lemma 2.2.

If we choose $r_{0}=\min \{\tilde{r}, 1 / 8\}$ above, we have $r_{0}=r_{0}\left(N, L_{1}, L_{2}, p_{\min }, p_{\max }, L\right)$ and Lemma 2.2 applies, so we get

$$
\begin{cases}\Delta_{p_{\varepsilon}(x)} \psi(x) \geq L_{2} \geq f^{\varepsilon} & \text { in } B_{\delta_{0}}\left(x_{0}\right) \backslash \overline{B_{\delta_{0} / 4}\left(x_{0}\right)} \\ \psi=0 & \text { on } \partial B_{\delta_{0}}\left(x_{0}\right) \\ \psi=c_{1} m_{0} & \text { on } \partial B_{\delta_{0} / 4}\left(x_{0}\right)\end{cases}
$$

By the comparison principle (see Appendix), we have

$$
\begin{equation*}
\psi(x) \leq u^{\varepsilon}(x)-\varepsilon \quad \text { in } \overline{B_{\delta_{0}}\left(x_{0}\right)} \backslash B_{\delta_{0} / 4}\left(x_{0}\right) . \tag{2.7}
\end{equation*}
$$

Take $y_{0} \in \partial B_{\delta_{0}}\left(x_{0}\right) \cap \partial\left\{u^{\varepsilon}>\varepsilon\right\}$. Then, $y_{0} \in \overline{B_{1 / 2}}$ and

$$
\begin{equation*}
\psi\left(y_{0}\right)=u^{\varepsilon}\left(y_{0}\right)-\varepsilon=0 . \tag{2.8}
\end{equation*}
$$

Let $v^{\varepsilon}(x)=\frac{1}{\varepsilon} u^{\varepsilon}\left(\varepsilon x+y_{0}\right), \bar{p}_{\varepsilon}(x)=p_{\varepsilon}\left(\varepsilon x+y_{0}\right)$ and $\bar{f}^{\varepsilon}(x)=\varepsilon f^{\varepsilon}\left(\varepsilon x+y_{0}\right)$. Then if $\varepsilon \leq 1$ we have that $\Delta_{\bar{p}_{\varepsilon}(x)} v^{\varepsilon}=$ $\beta\left(v^{\varepsilon}\right)+\bar{f}^{\varepsilon}$ in $B_{1 / 2}$ and $v^{\varepsilon}(0)=1$. Therefore, by Harnack's Inequality (Theorem 2.2), using similar arguments as those employed in the proof of Lemma 2.1, we obtain $\max _{\bar{B}_{1 / 8}} v^{\varepsilon} \leq \widetilde{c}=\widetilde{c}\left(N, L_{1}, L_{2},\|\beta\|_{L^{\infty}}, p_{\min }, p_{\max }, L\right)$.

Now, by Theorem 2.3, we get

$$
\begin{equation*}
\left|\nabla u^{\varepsilon}\left(y_{0}\right)\right|=\left|\nabla v^{\varepsilon}(0)\right| \leq c_{3}, \tag{2.9}
\end{equation*}
$$

with $c_{3}=c_{3}\left(N, L_{1}, L_{2},\|\beta\|_{L^{\infty}}, p_{\min }, p_{\max }, L\right)$. Finally, by (2.7)-(2.9), we have that $\left|\nabla \psi\left(y_{0}\right)\right| \leq\left|\nabla u^{\varepsilon}\left(y_{0}\right)\right| \leq$ $c_{3}$. Since $\left|\nabla \psi\left(y_{0}\right)\right|=c_{1} m_{0} \frac{c(\mu)}{\delta_{0}}$, we obtain

$$
m_{0} \leq \frac{c_{3}}{c_{1} c(\mu)} \delta_{0}
$$

and the result follows.
Now, we can prove the following important result.

Proposition 2.1. Assume that $1<p_{\min } \leq p_{\varepsilon}(x) \leq p_{\max }<\infty$ with $p_{\varepsilon}(x)$ Lipschitz continuous and $\left\|\nabla p_{\varepsilon}\right\|_{L^{\infty}} \leq L$, for some $L>0$. Let $u^{\varepsilon}$ be a solution of $\left(P_{\varepsilon}\left(f^{\varepsilon}, p_{\varepsilon}\right)\right)$ in $B_{1}$ with $\left\|u^{\varepsilon}\right\|_{L^{\infty}\left(B_{1}\right)} \leq L_{1}$ and $\left\|f^{\varepsilon}\right\|_{L^{\infty}\left(B_{1}\right)} \leq L_{2}$. Assume that $0 \in \partial\left\{u^{\varepsilon}>\varepsilon\right\}$. Then, there exists $0<r_{1}<1$ such that, for $x \in B_{r_{1}}$ and $\varepsilon \leq 1$,

$$
\left|\nabla u^{\varepsilon}(x)\right| \leq C
$$

with $r_{1}=r_{1}\left(N, L_{1}, L_{2}, p_{\min }, p_{\max }, L\right)$ and $C=C\left(N, L_{1}, L_{2},\|\beta\|_{L^{\infty},}, p_{\min }, p_{\max }, L\right)$.
Proof. By Lemma 2.1 we know that if $x_{0} \in\left\{u^{\varepsilon} \leq 2 \varepsilon\right\} \cap B_{3 / 4}$ then,

$$
\left|\nabla u^{\varepsilon}\left(x_{0}\right)\right| \leq C_{0}
$$

with $C_{0}=C_{0}\left(N, L_{1}, L_{2},\|\beta\|_{L^{\infty}, p_{\text {min }}}, p_{\text {max }}, L\right)$.

Let $r_{0}=r_{0}\left(N, L_{1}, L_{2}, p_{\min }, p_{\max }, L\right)$ be as in Lemma 2.3.
Let $x_{0} \in B_{r_{0} / 2} \cap\left\{u^{\varepsilon}>\varepsilon\right\}$ and $\delta_{0}=\operatorname{dist}\left(x_{0},\left\{u^{\varepsilon} \leq \varepsilon\right\}\right)$.
As $0 \in \partial\left\{u^{\varepsilon}>\varepsilon\right\}$ we have that $\delta_{0} \leq r_{0} / 2$. Therefore, $B_{\delta_{0}}\left(x_{0}\right) \subset\left\{u^{\varepsilon}>\varepsilon\right\} \cap B_{r_{0}}$ and then $\Delta_{p_{\varepsilon}(x)} u^{\varepsilon}=f^{\varepsilon}$ in $B_{\delta_{0}}\left(x_{0}\right)$ and, by Lemma 2.3,

$$
\begin{equation*}
u^{\varepsilon}(x) \leq \varepsilon+C_{1} \operatorname{dist}\left(x,\left\{u^{\varepsilon} \leq \varepsilon\right\}\right) \quad \text { in } B_{\delta_{0}}\left(x_{0}\right) \tag{2.10}
\end{equation*}
$$

with $C_{1}=C_{1}\left(N, L_{1}, L_{2},\|\beta\|_{L^{\infty}}, p_{\min }, p_{\max }, L\right)$.
(1) Suppose that $\varepsilon<\bar{c} \delta_{0}$ with $\bar{c}$ to be determined. Then, (2.10) gives

$$
\sup _{B_{\delta_{0}}\left(x_{0}\right)} u^{\varepsilon} \leq \varepsilon+C_{1} 2 \delta_{0} \leq\left(\bar{c}+2 C_{1}\right) \delta_{0}
$$

Now let $v^{\varepsilon}(x)=\frac{1}{\delta_{0}} u^{\varepsilon}\left(x_{0}+\delta_{0} x\right)$ and $p_{\varepsilon}^{\delta_{0}}(x)=p_{\varepsilon}\left(x_{0}+\delta_{0} x\right)$. Then, we have $\Delta_{p_{\varepsilon}^{\delta_{0}}(x)} v^{\varepsilon}=\delta_{0} f^{\varepsilon}\left(x_{0}+\delta_{0} x\right)$ in $B_{1}$, with

$$
\sup _{B_{1}} v^{\varepsilon}=\frac{1}{\delta_{0}} \sup _{B_{\delta_{0}}\left(x_{0}\right)} u^{\varepsilon} \leq\left(\bar{c}+2 C_{1}\right)
$$

Therefore, by Theorem 2.3

$$
\left|\nabla u^{\varepsilon}\left(x_{0}\right)\right|=\left|\nabla v^{\varepsilon}(0)\right| \leq \widetilde{C}
$$

with $\widetilde{C}=\widetilde{C}\left(N, L_{1}, L_{2},\|\beta\|_{L^{\infty},}, p_{\min }, p_{\max }, L, \bar{c}\right)$.
(2) Suppose that $\varepsilon \geq \bar{c} \delta_{0}$. By (2.10) we have

$$
u^{\varepsilon}\left(x_{0}\right) \leq \varepsilon+C_{1} \delta_{0} \leq\left(1+\frac{C_{1}}{\bar{c}}\right) \varepsilon<2 \varepsilon
$$

if we choose $\bar{c}$ big enough. By Lemma 2.1, we have $\left|\nabla u^{\varepsilon}\left(x_{0}\right)\right| \leq C$, with $C=C\left(N, L_{1}, L_{2}\right.$, $\left.\|\beta\|_{L^{\infty}}, p_{\min }, p_{\max }, L\right)$.

The result follows.
As a consequence of the previous results we obtain Theorem 2.1. In fact,

Proof of Theorem 2.1. Let $0<\tau<1$ be such that $\forall x \in \Omega^{\prime}, \overline{B_{2 \tau}(x)} \subset \Omega$, and let $\varepsilon \leq \tau$. Let $r_{1}$ be the constant in Proposition 2.1, corresponding to $N, \frac{L_{1}}{\tau}, L_{2}, p_{\min }, p_{\max }, L$ (i.e., $r_{1}=r_{1}\left(N, \frac{L_{1}}{\tau}, L_{2}, p_{\min }, p_{\max }, L\right)$ ).

Let $x_{0} \in \Omega^{\prime}$.
(1) If $\delta_{0}=\operatorname{dist}\left(x_{0}, \partial\left\{u^{\varepsilon}>\varepsilon\right\}\right)<\tau r_{1}$, let $y_{0} \in \partial\left\{u^{\varepsilon}>\varepsilon\right\}$ such that $\left|x_{0}-y_{0}\right|=\delta_{0}$. Let $v^{\varepsilon}(x)=\frac{1}{\tau} u^{\varepsilon}\left(y_{0}+\tau x\right)$, $\bar{p}_{\varepsilon}(x)=p_{\varepsilon}\left(y_{0}+\tau x\right), \bar{f}^{\varepsilon}(x)=\tau f^{\varepsilon}\left(y_{0}+\tau x\right)$ and $\bar{x}=\frac{x_{0}-y_{0}}{\tau}$, then $|\bar{x}|<r_{1}$. There holds that $\left\|v^{\varepsilon}\right\|_{L^{\infty}\left(B_{1}\right)} \leq \frac{L_{1}}{\tau},\left\|\nabla \bar{p}_{\varepsilon}\right\|_{L^{\infty}} \leq L$ and $\left\|\bar{f}^{\varepsilon}\right\|_{L^{\infty}\left(B_{1}\right)} \leq L_{2}$.
As $0 \in \partial\left\{v^{\varepsilon}>\varepsilon / \tau\right\}$ and $\Delta_{\bar{p}_{\varepsilon}(x)} v^{\varepsilon}=\beta_{\varepsilon / \tau}\left(v^{\varepsilon}\right)+\bar{f}^{\varepsilon}$ in $B_{1}$, we have by Proposition 2.1

$$
\left|\nabla u^{\varepsilon}\left(x_{0}\right)\right|=\left|\nabla v^{\varepsilon}(\bar{x})\right| \leq C_{1}\left(N, L_{1}, L_{2},\|\beta\|_{\left.L^{\infty}, p_{\min }, p_{\max }, L, \tau\right) .}\right.
$$

(2) If $\delta_{0}=\operatorname{dist}\left(x_{0}, \partial\left\{u^{\varepsilon}>\varepsilon\right\}\right) \geq \tau r_{1}$, there holds that
(a) $B_{\tau r_{1}}\left(x_{0}\right) \subset\left\{u^{\varepsilon}>\varepsilon\right\}$, or
(b) $B_{\tau r_{1}}\left(x_{0}\right) \subset\left\{u^{\varepsilon} \leq \varepsilon\right\}$.
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In the first case, $\Delta_{p_{\varepsilon}(x)} u^{\varepsilon}=f^{\varepsilon}$ in $B_{\tau r_{1}}\left(x_{0}\right)$. Therefore, by Theorem 2.3

$$
\left|\nabla u^{\varepsilon}\left(x_{0}\right)\right| \leq C_{2}\left(N, L_{1}, L_{2}, p_{\min }, p_{\max }, L, \tau\right) .
$$

In the second case, we can apply Lemma 2.1 and we have,

$$
\left|\nabla u^{\varepsilon}\left(x_{0}\right)\right| \leq C_{3}\left(N, L_{1}, L_{2},\|\beta\|_{L^{\infty}}, p_{\min }, p_{\max }, L, \tau\right) .
$$

The result is proved.

## 3. Passage to the limit

Since we have that $\left|\nabla u^{\varepsilon}\right|$ is locally bounded by a constant independent of $\varepsilon$, we have that there exists a function $u \in \operatorname{Lip} \mathrm{loc}_{\mathrm{loc}}(\Omega)$ such that, for a subsequence $\varepsilon_{j} \rightarrow 0, u^{\varepsilon_{j}} \rightarrow u$. In this section we will prove some properties of the function $u$.

Lemma 3.1. Let $u^{\varepsilon}$ be a family of solutions to

$$
\Delta_{p_{\varepsilon}(x)} u^{\varepsilon}=\beta_{\varepsilon}\left(u^{\varepsilon}\right)+f^{\varepsilon}, \quad u^{\varepsilon} \geq 0
$$

in a domain $\Omega \subset \mathbb{R}^{N}$. Let us assume that $\left\|u^{\varepsilon}\right\|_{L^{\infty}(\Omega)} \leq L_{1}$ and $\left\|f^{\varepsilon}\right\|_{L^{\infty}(\Omega)} \leq L_{2}$ for some $L_{1}>0$, $L_{2}>0$. Assume moreover that $1<p_{\min } \leq p_{\varepsilon}(x) \leq p_{\max }<\infty$ and that $p_{\varepsilon}(x)$ are Lipschitz continuous with $\left\|\nabla p_{\varepsilon}\right\|_{L^{\infty}} \leq L$, for some $L>0$.

Then, for any sequence $\varepsilon_{j} \rightarrow 0$ there exist a subsequence $\varepsilon_{j}^{\prime} \rightarrow 0$ and functions $u \in \operatorname{Lip}_{\mathrm{loc}}(\Omega), f \in L^{\infty}(\Omega)$ and $p \in \operatorname{Lip}(\Omega)$, with $1<p_{\min } \leq p(x) \leq p_{\max }<\infty$ and $\|\nabla p\|_{L^{\infty}} \leq L$, such that
(1) $u^{\varepsilon_{j}^{\prime}} \rightarrow u$ uniformly on compact subsets of $\Omega$,
(2) $f^{\varepsilon_{j}^{\prime}} \rightharpoonup f$ *-weakly in $L^{\infty}(\Omega)$,
(3) $p_{\varepsilon_{j}^{\prime}} \rightarrow p$ uniformly on compact subsets of $\Omega$,
(4) $\Delta_{p(x)} u \geq f$ in the distributional sense in $\Omega$,
(5) $\Delta_{p(x)} u=f$ in $\{u>0\}$.
(6) There exists a nonnegative Radon measure $\mu$ such that $\beta_{\varepsilon_{j}^{\prime}}\left(u^{\varepsilon_{j}^{\prime}}\right) \rightharpoonup \mu$ as measures in $\Omega^{\prime}$, for every $\Omega^{\prime} \subset \subset \Omega$.
(7) There holds

$$
-\int_{\Omega}|\nabla u|^{p(x)-2} \nabla u \cdot \nabla \varphi d x=\int_{\Omega} \varphi d \mu+\int_{\Omega} f \varphi d x
$$

for every $\varphi \in C_{0}^{\infty}(\Omega)$.
(8) $\nabla u^{\varepsilon_{j}^{\prime}} \rightharpoonup \nabla u$ weakly in $L_{\text {loc }}^{p(\cdot)}(\Omega)$.
(9) If $p(x) \equiv p_{0}$, with $p_{0}$ a constant, then $\nabla u^{\varepsilon_{j}^{\prime}} \rightarrow \nabla u$ in $L_{\mathrm{loc}}^{p_{0}}(\Omega)$.

Proof. (1) and (8) follow by Theorem 2.1. (2) and (3) are immediate.
In order to prove (5), take $E \subset \subset E^{\prime} \subset \subset\{u>0\}$. Then, $u \geq c>0$ in $E^{\prime}$. Therefore, $u^{\varepsilon_{j}^{\prime}}>c / 2$ in $E^{\prime}$ for $\varepsilon_{j}^{\prime}$ small. If we take $\varepsilon_{j}^{\prime}<c / 2$ - as $\Delta_{p_{\varepsilon_{j}^{\prime}}(x)} u^{\varepsilon_{j}^{\prime}}=f^{\varepsilon_{j}^{\prime}}$ in $\left\{u^{\varepsilon_{j}^{\prime}}>\varepsilon_{j}^{\prime}\right\}$ - we have that $\Delta_{p_{\varepsilon_{j}^{\prime}}(x)} u^{\varepsilon_{j}^{\prime}}=f^{\varepsilon_{j}^{\prime}}$ in $E^{\prime}$. Therefore, by Theorem 2.3, $\left\|u^{u_{j}^{\prime}}\right\|_{C^{1, \alpha}(\bar{E})} \leq C$.

Thus, for a subsequence, we have

$$
\nabla u^{\varepsilon_{j}^{\prime}} \rightarrow \nabla u \quad \text { uniformly in } E .
$$

Therefore, $\Delta_{p(x)} u=f$ in $E$.
In order to prove (6), let us take $\Omega^{\prime} \subset \subset \Omega$, and $\varphi \in C_{0}^{\infty}(\Omega), \varphi \geq 0$, with $\varphi=1$ in $\Omega^{\prime}$ as a test function in $P_{\varepsilon_{j}}\left(f^{\varepsilon_{j}}, p_{\varepsilon_{j}}\right)$. Since $\left\|\nabla u^{\varepsilon_{j}^{\prime}}\right\| \leq C$ in $\Omega^{\prime}$, there holds that

$$
\begin{equation*}
C(\varphi) \geq \int_{\Omega} \beta_{\varepsilon_{j}^{\prime}}\left(u^{\varepsilon_{j}^{\prime}}\right) \varphi d x \geq \int_{\Omega^{\prime}} \beta_{\varepsilon_{j}^{\prime}}\left(u^{\varepsilon_{j}^{\prime}}\right) d x . \tag{3.1}
\end{equation*}
$$

Therefore, $\beta_{\varepsilon_{j}^{\prime}}\left(u^{\varepsilon_{j}^{\prime}}\right)$ is bounded in $L_{\mathrm{loc}}^{1}(\Omega)$, so that, there exists a locally finite measure $\mu$ such that

$$
\beta_{\varepsilon_{j}^{\prime}}\left(u^{\varepsilon_{j}^{\prime}}\right) \rightharpoonup \mu \quad \text { as measures. }
$$

That is, for every $\varphi \in C_{0}(\Omega)$,

$$
\int_{\Omega} \beta_{\varepsilon_{j}^{\prime}}\left(u^{\varepsilon_{j}^{\prime}}\right) \varphi d x \rightarrow \int_{\Omega} \varphi d \mu .
$$

We will divide the reminder of the proof into several steps.
Let $\Omega^{\prime} \subset \subset \Omega$. We will show that for every $v \in C_{0}^{\infty}\left(\Omega^{\prime}\right)$ there holds that

$$
\begin{equation*}
\int_{\Omega^{\prime}}\left|\nabla u^{\varepsilon_{j}^{\prime}}\right|^{p_{\varepsilon_{j}^{\prime}}(x)-2} \nabla u^{\varepsilon_{j}^{\prime}} \cdot \nabla v d x \rightarrow \int_{\Omega^{\prime}}|\nabla u|^{p(x)-2} \nabla u \cdot \nabla v d x . \tag{3.2}
\end{equation*}
$$

Let us denote, for $\eta \in \mathbb{R}^{N}, A^{\varepsilon_{j}}(x, \eta)=|\eta|^{p_{\varepsilon_{j}}(x)-2} \eta$ and $A(x, \eta)=|\eta|^{p(x)-2} \eta$.
By Theorem 2.1, we have $\left|\nabla u^{\varepsilon_{j}}\right| \leq C$ in $\Omega^{\prime}$. Therefore for a subsequence $\varepsilon_{j}^{\prime}$ we have that there exists $\xi \in\left(L^{\infty}\left(\Omega^{\prime}\right)\right)^{N}$ such that,

$$
\begin{array}{ll}
\nabla u^{\varepsilon_{j}^{\prime}} \rightharpoonup \nabla u & * \text {-weakly in }\left(L^{\infty}\left(\Omega^{\prime}\right)\right)^{N} \\
A^{\varepsilon_{j}^{\prime}}\left(x, \nabla u^{\varepsilon_{j}^{\prime}}\right) \rightharpoonup \xi & \text { *-weakly in }\left(L^{\infty}\left(\Omega^{\prime}\right)\right)^{N}  \tag{3.3}\\
u^{\varepsilon_{j}^{\prime}} \rightarrow u & \text { uniformly in } \Omega^{\prime} .
\end{array}
$$

For simplicity we call $\varepsilon_{j}^{\prime}=\varepsilon, A^{\varepsilon_{j}}(x, \eta)=A^{\varepsilon}(\eta)$ and $A(x, \eta)=A(\eta)$.
Step 1. Let us prove that for any $v \in C\left(\Omega^{\prime}\right) \cap W^{1, \infty}\left(\Omega^{\prime}\right)$ there holds that

$$
\begin{equation*}
\int_{\Omega^{\prime}}(\xi-A(\nabla u)) \nabla v d x=0 \tag{3.4}
\end{equation*}
$$

In fact, as $A^{\varepsilon}$ is monotone (i.e. $\left(A^{\varepsilon}(\eta)-A^{\varepsilon}(\zeta)\right) \cdot(\eta-\zeta) \geq 0 \forall \eta, \zeta \in \mathbb{R}^{N}$ ) we have that, for any $w \in W^{1, \infty}\left(\Omega^{\prime}\right)$,

$$
\begin{equation*}
I=\int_{\Omega^{\prime}}\left(A^{\varepsilon}\left(\nabla u^{\varepsilon}\right)-A^{\varepsilon}(\nabla w)\right)\left(\nabla u^{\varepsilon}-\nabla w\right) d x \geq 0 \tag{3.5}
\end{equation*}
$$

Therefore, if $\psi \in C_{0}^{\infty}\left(\Omega^{\prime}\right)$,

$$
\begin{aligned}
& -\int_{\Omega^{\prime}} \beta_{\varepsilon}\left(u^{\varepsilon}\right) u^{\varepsilon} d x-\int_{\Omega^{\prime}} A^{\varepsilon}\left(\nabla u^{\varepsilon}\right) \nabla w d x-\int_{\Omega^{\prime}} A^{\varepsilon}(\nabla w)\left(\nabla u^{\varepsilon}-\nabla w\right) d x \\
& =-\int_{\Omega^{\prime}} \beta_{\varepsilon}\left(u^{\varepsilon}\right) u^{\varepsilon} d x-\int_{\Omega^{\prime}} A^{\varepsilon}\left(\nabla u^{\varepsilon}\right) \nabla u^{\varepsilon} d x+I \\
& =-\int_{\Omega^{\prime}} \beta_{\varepsilon}\left(u^{\varepsilon}\right) u d x-\int_{\Omega^{\prime}} \beta_{\varepsilon}\left(u^{\varepsilon}\right)\left(u^{\varepsilon}-u\right) \psi d x-\int_{\Omega^{\prime}} \beta_{\varepsilon}\left(u^{\varepsilon}\right)\left(u^{\varepsilon}-u\right)(1-\psi) d x
\end{aligned}
$$

$$
\begin{align*}
& -\int_{\Omega^{\prime}} A^{\varepsilon}\left(\nabla u^{\varepsilon}\right) \nabla u^{\varepsilon} d x+I \\
\geq & -\int_{\Omega^{\prime}} \beta_{\varepsilon}\left(u^{\varepsilon}\right) u d x+\int_{\Omega^{\prime}} A^{\varepsilon}\left(\nabla u^{\varepsilon}\right) \nabla\left(u^{\varepsilon}-u\right) \psi d x+\int_{\Omega^{\prime}} A^{\varepsilon}\left(\nabla u^{\varepsilon}\right)\left(u^{\varepsilon}-u\right) \nabla \psi d x \\
& -\int_{\Omega^{\prime}} \beta_{\varepsilon}\left(u^{\varepsilon}\right)\left(u^{\varepsilon}-u\right)(1-\psi) d x-\int_{\Omega^{\prime}} A^{\varepsilon}\left(\nabla u^{\varepsilon}\right) \nabla u^{\varepsilon} d x+\int_{\Omega^{\prime}} f^{\varepsilon}\left(u^{\varepsilon}-u\right) \psi d x, \tag{3.6}
\end{align*}
$$

where in the last inequality we are using (3.5) and equation $\left(P_{\varepsilon}\left(f^{\varepsilon}, p_{\varepsilon}\right)\right)$.
Now, take $\psi=\psi_{j} \rightarrow \chi_{\Omega^{\prime}}$ a.e., with $0 \leq \psi_{j} \leq 1$. If $\Omega^{\prime}$ is smooth we can choose the functions so that $\int\left|\nabla \psi_{j}\right| d x \leq C \operatorname{Per} \Omega^{\prime}$. Therefore,

$$
\left|\int_{\Omega^{\prime}} A^{\varepsilon}\left(\nabla u^{\varepsilon}\right)\left(u^{\varepsilon}-u\right) \nabla \psi_{j} d x\right| \leq C\left\|u^{\varepsilon}-u\right\|_{L^{\infty}\left(\Omega^{\prime}\right)} \int_{\Omega^{\prime}}\left|\nabla \psi_{j}\right| d x \leq C\left\|u^{\varepsilon}-u\right\|_{L^{\infty}\left(\Omega^{\prime}\right)} .
$$

Also

$$
\left|\int_{\Omega^{\prime}} f^{\varepsilon}\left(u^{\varepsilon}-u\right) \psi_{j} d x\right| \leq C\left\|u^{\varepsilon}-u\right\|_{L^{\infty}\left(\Omega^{\prime}\right)}
$$

and

$$
\left|\int_{\Omega^{\prime}} \beta_{\varepsilon}\left(u^{\varepsilon}\right)\left(u^{\varepsilon}-u\right) d x\right| \leq C\left\|u^{\varepsilon}-u\right\|_{L^{\infty}\left(\Omega^{\prime}\right)} .
$$

So that, with this choice of $\psi=\psi_{j}$ in (3.6), we obtain

$$
\begin{aligned}
& -\int_{\Omega^{\prime}} \beta_{\varepsilon}\left(u^{\varepsilon}\right) u^{\varepsilon} d x-\int_{\Omega^{\prime}} A^{\varepsilon}\left(\nabla u^{\varepsilon}\right) \nabla w d x-\int_{\Omega^{\prime}} A^{\varepsilon}(\nabla w)\left(\nabla u^{\varepsilon}-\nabla w\right) d x \\
& \geq-\int_{\Omega^{\prime}} \beta_{\varepsilon}\left(u^{\varepsilon}\right) u d x+\int_{\Omega^{\prime}} A^{\varepsilon}\left(\nabla u^{\varepsilon}\right) \nabla\left(u^{\varepsilon}-u\right) d x-C\left\|u^{\varepsilon}-u\right\|_{L^{\infty}\left(\Omega^{\prime}\right)}-\int_{\Omega^{\prime}} A^{\varepsilon}\left(\nabla u^{\varepsilon}\right) \nabla u^{\varepsilon} d x \\
& =-\int_{\Omega^{\prime}} \beta_{\varepsilon}\left(u^{\varepsilon}\right) u d x-\int_{\Omega^{\prime}} A^{\varepsilon}\left(\nabla u^{\varepsilon}\right) \nabla u d x-C\left\|u^{\varepsilon}-u\right\|_{L^{\infty}\left(\Omega^{\prime}\right)} \\
& \geq-\int_{\Omega^{\prime}} \beta_{\varepsilon}\left(u^{\varepsilon}\right) u^{\varepsilon} d x-\int_{\Omega^{\prime}} A^{\varepsilon}\left(\nabla u^{\varepsilon}\right) \nabla u d x-C\left\|u^{\varepsilon}-u\right\|_{L^{\infty}\left(\Omega^{\prime}\right)} .
\end{aligned}
$$

Therefore, canceling $\int_{\Omega^{\prime}} \beta_{\varepsilon}\left(u^{\varepsilon}\right) u^{\varepsilon} d x$ first, and then, letting $\varepsilon \rightarrow 0$ we get by using (3.3) and (3) that

$$
-\int_{\Omega^{\prime}} \xi \nabla w d x-\int_{\Omega^{\prime}} A(\nabla w)(\nabla u-\nabla w) d x \geq-\int_{\Omega^{\prime}} \xi \nabla u d x
$$

and then,

$$
\begin{equation*}
\int_{\Omega^{\prime}}(\xi-A(\nabla w))(\nabla u-\nabla w) d x \geq 0 \tag{3.7}
\end{equation*}
$$

Take now $w=u-\lambda v$ with $v \in C\left(\Omega^{\prime}\right) \cap W^{1, \infty}\left(\Omega^{\prime}\right)$ and $\lambda>0$. Dividing by $\lambda$ and taking $\lambda \rightarrow 0^{+}$in (3.7), we obtain

$$
\int_{\Omega^{\prime}}(\xi-A(\nabla u)) \nabla v d x \geq 0
$$

Replacing $v$ by $-v$ we obtain (3.4). Then, (3.2) holds which implies (7) and (4).
In order to prove (9) let us now assume that $p(x) \equiv p_{0}$, with $p_{0}$ a constant. Then we now have $A(x, \eta)=A(\eta)=|\eta|^{p_{0}-2} \eta$.

Step 2. Let us prove that

$$
\begin{equation*}
\int_{\Omega^{\prime}} A^{\varepsilon}\left(\nabla u^{\varepsilon}\right) \nabla u^{\varepsilon} \rightarrow \int_{\Omega^{\prime}} A(\nabla u) \nabla u \tag{3.8}
\end{equation*}
$$

By passing to the limit in the equation

$$
\begin{equation*}
0=\int_{\Omega^{\prime}} A^{\varepsilon}\left(\nabla u^{\varepsilon}\right) \nabla \phi+\int_{\Omega^{\prime}} \beta_{\varepsilon}\left(u^{\varepsilon}\right) \phi+\int_{\Omega^{\prime}} f^{\varepsilon} \phi d x \tag{3.9}
\end{equation*}
$$

we have, by Step 1 , that for every $\phi \in C_{0}\left(\Omega^{\prime}\right) \cap W^{1, \infty}\left(\Omega^{\prime}\right)$,

$$
\begin{equation*}
0=\int_{\Omega^{\prime}} A(\nabla u) \nabla \phi+\int_{\Omega^{\prime}} \phi d \mu+\int_{\Omega^{\prime}} f \phi d x \tag{3.10}
\end{equation*}
$$

On the other hand, taking $\phi=u^{\varepsilon} \psi$ in (3.9) with $\psi \in C_{0}^{\infty}\left(\Omega^{\prime}\right)$ we have that

$$
0=\int_{\Omega^{\prime}} A^{\varepsilon}\left(\nabla u^{\varepsilon}\right) \nabla u^{\varepsilon} \psi d x+\int_{\Omega^{\prime}} A^{\varepsilon}\left(\nabla u^{\varepsilon}\right) u^{\varepsilon} \nabla \psi d x+\int_{\Omega^{\prime}} \beta_{\varepsilon}\left(u^{\varepsilon}\right) u^{\varepsilon} \psi d x+\int_{\Omega^{\prime}} f^{\varepsilon} u^{\varepsilon} \psi d x
$$

Using that $A^{\varepsilon}\left(\nabla u^{\varepsilon}\right) u^{\varepsilon} \nabla \psi \rightarrow A(\nabla u) u \nabla \psi$ a.e. in $\Omega^{\prime}$, with $\left|A^{\varepsilon}\left(\nabla u^{\varepsilon}\right) u^{\varepsilon} \nabla \psi\right| \leq C$ in $\Omega^{\prime}$, we get

$$
\begin{aligned}
\int_{\Omega^{\prime}} A^{\varepsilon}\left(\nabla u^{\varepsilon}\right) u^{\varepsilon} \nabla \psi d x & \rightarrow \int_{\Omega^{\prime}} A(\nabla u) u \nabla \psi d x \\
\int_{\Omega^{\prime}} \beta_{\varepsilon}\left(u^{\varepsilon}\right) u^{\varepsilon} \psi d x & \rightarrow \int_{\Omega^{\prime}} u \psi d \mu
\end{aligned}
$$

Then we obtain

$$
0=\lim _{\varepsilon \rightarrow 0}\left(\int_{\Omega^{\prime}} A^{\varepsilon}\left(\nabla u^{\varepsilon}\right) \nabla u^{\varepsilon} \psi d x\right)+\int_{\Omega^{\prime}} A(\nabla u) u \nabla \psi d x+\int_{\Omega^{\prime}} u \psi d \mu+\int_{\Omega^{\prime}} f u \psi d x
$$

Now taking, $\phi=u \psi$ in (3.10) we have

$$
0=\int_{\Omega^{\prime}} A(\nabla u) \nabla u \psi d x+\int_{\Omega^{\prime}} A(\nabla u) u \nabla \psi d x+\int_{\Omega^{\prime}} u \psi d \mu+\int_{\Omega^{\prime}} f u \psi d x
$$

Therefore,

$$
\lim _{\varepsilon \rightarrow 0} \int_{\Omega^{\prime}} A^{\varepsilon}\left(\nabla u^{\varepsilon}\right) \nabla u^{\varepsilon} \psi d x=\int_{\Omega^{\prime}} A(\nabla u) \nabla u \psi d x
$$

Then,

$$
\begin{aligned}
& \left|\int_{\Omega^{\prime}}\left(A^{\varepsilon}\left(\nabla u^{\varepsilon}\right) \nabla u^{\varepsilon}-A(\nabla u) \nabla u\right) d x\right| \\
& \quad \leq\left|\int_{\Omega^{\prime}}\left(A^{\varepsilon}\left(\nabla u^{\varepsilon}\right) \nabla u^{\varepsilon}-A(\nabla u) \nabla u\right) \psi d x\right|+\left|\int_{\Omega^{\prime}}\left(A^{\varepsilon}\left(\nabla u^{\varepsilon}\right) \nabla u^{\varepsilon}\right)(1-\psi) d x\right| \\
& \quad+\left|\int_{\Omega^{\prime}} A(\nabla u) \nabla u(1-\psi) d x\right| \\
& \quad \leq\left|\int_{\Omega^{\prime}}\left(A^{\varepsilon}\left(\nabla u^{\varepsilon}\right) \nabla u^{\varepsilon}-A(\nabla u) \nabla u\right) \psi d x\right|+C \int_{\Omega^{\prime}}|1-\psi| d x
\end{aligned}
$$

so that taking $\varepsilon \rightarrow 0$ and then $\psi \rightarrow 1$ a.e. with $0 \leq \psi \leq 1$ we obtain (3.8). This is,

$$
\begin{equation*}
\int_{\Omega^{\prime}}\left|\nabla u^{\varepsilon}\right|^{p_{\varepsilon}(x)} d x \rightarrow \int_{\Omega^{\prime}}|\nabla u|^{p_{0}} d x \tag{3.11}
\end{equation*}
$$

Step 3. Let us prove that

$$
\begin{equation*}
\int_{\Omega^{\prime}}\left|\nabla u^{\varepsilon}\right|^{p_{0}} d x \rightarrow \int_{\Omega^{\prime}}|\nabla u|^{p_{0}} d x \tag{3.12}
\end{equation*}
$$

We first observe that

$$
\begin{equation*}
\left.\left|\int_{\Omega^{\prime}}\right| \nabla u^{\varepsilon}\right|^{p_{\varepsilon}(x)} d x-\int_{\Omega^{\prime}}\left|\nabla u^{\varepsilon}\right|^{p_{0}} d x\left|\leq \int_{\Omega^{\prime}}\right|\left|\nabla u^{\varepsilon}\right|^{p_{\varepsilon}(x)}-\left|\nabla u^{\varepsilon}\right|^{p_{0}} \mid d x \rightarrow 0 . \tag{3.13}
\end{equation*}
$$

Here we have used that $\left|\left|\nabla u^{\varepsilon}\right|^{p_{\varepsilon}(x)}-\left|\nabla u^{\varepsilon}\right|^{p_{0}}\right| \rightarrow 0$ a.e. in $\Omega^{\prime}$ with $\left|\left|\nabla u^{\varepsilon}\right|^{p_{\varepsilon}(x)}-\left|\nabla u^{\varepsilon}\right|^{p_{0}}\right| \leq C$ in $\Omega^{\prime}$.
Thus, (3.12) follows from (3.11) and (3.13).
Step 4. End of the proof of (9).
Since $u^{\varepsilon} \rightharpoonup u$ weakly in $W_{\text {loc }}^{1, p_{0}}(\Omega)$ and $\left\|u^{\varepsilon}\right\|_{W^{1, p_{0}}\left(\Omega^{\prime}\right)} \rightarrow\|u\|_{W^{1, p_{0}}\left(\Omega^{\prime}\right)}$, for every $\Omega^{\prime} \subset \subset \Omega$, it follows that $u^{\varepsilon} \rightarrow u$ in $W_{\mathrm{loc}}^{1, p_{0}}(\Omega)$. In particular, $\nabla u^{\varepsilon} \rightarrow \nabla u$ in $L_{\mathrm{loc}}^{p_{0}}(\Omega)$. This completes the proof of the lemma.

Lemma 3.2. Let $v$ be a continuous nonnegative function in a domain $\Omega \subset \mathbb{R}^{N}, v \in W^{1, p(\cdot)}(\Omega)$, such that $\Delta_{p(x)} v=g$ in $\{v>0\}$ with $g \in L^{\infty}(\Omega)$. Then $\lambda_{v}:=\Delta_{p(x)} v-g \chi_{\{v>0\}}$ is a nonnegative Radon measure with support on $\Omega \cap \partial\{v>0\}$.

Proof. The proof follows as in the case $p(x) \equiv 2$, that was done in [17, Lemma 2.1].

Corollary 3.1. Let $u^{\varepsilon_{j}}$ be a family of solutions to $P_{\varepsilon_{j}}\left(f^{\varepsilon_{j}}, p_{\varepsilon_{j}}\right)$ in a domain $\Omega \subset \mathbb{R}^{N}$ with $1<p_{\min } \leq p_{\varepsilon_{j}}(x) \leq$ $p_{\max }<\infty$ and $p_{\varepsilon_{j}}(x)$ Lipschitz continuous with $\left\|\nabla p_{\varepsilon_{j}}\right\|_{L^{\infty}} \leq L$, for some $L>0$. Assume that $u^{\varepsilon_{j}} \rightarrow u$ uniformly on compact subsets of $\Omega$, $f^{\varepsilon_{j}} \rightharpoonup f *$-weakly in $L^{\infty}(\Omega), p_{\varepsilon_{j}} \rightarrow p$ uniformly on compact subsets of $\Omega$ and $\varepsilon_{j} \rightarrow 0$. Then,

$$
\Delta_{p(x)} u-f \chi_{\{u>0\}}=\lambda_{u} \quad \text { in } \Omega,
$$

with $\lambda_{u}$ a nonnegative Radon measure supported on the free boundary $\Gamma=\Omega \cap \partial\{u>0\}$.
Proof. It is an immediate consequence of Lemmas 3.1 and 3.2.

Lemma 3.3. Let $u^{\varepsilon_{j}}$ be a family of solutions to $P_{\varepsilon_{j}}\left(f^{\varepsilon_{j}}, p_{\varepsilon_{j}}\right)$ in a domain $\Omega \subset \mathbb{R}^{N}$ with $1<p_{\min } \leq p_{\varepsilon_{j}}(x) \leq$ $p_{\max }<\infty$ and $p_{\varepsilon_{j}}(x)$ Lipschitz continuous with $\left\|\nabla p_{\varepsilon_{j}}\right\|_{L^{\infty}} \leq L$, for some $L>0$. Assume that $u^{\varepsilon_{j}} \rightarrow u$ uniformly on compact subsets of $\Omega$, $f^{\varepsilon_{j}} \rightharpoonup f *$-weakly in $L^{\infty}(\Omega), p_{\varepsilon_{j}} \rightarrow p$ uniformly on compact subsets of $\Omega$ and $\varepsilon_{j} \rightarrow 0$.

Let $x_{0} \in \Omega$ and $x_{n} \in \Omega$ be such that $u\left(x_{0}\right)=0, u\left(x_{n}\right)=0$ and $x_{n} \rightarrow x_{0}$ as $n \rightarrow \infty$. Let $\lambda_{n} \rightarrow 0$, $u_{\lambda_{n}}(x)=\frac{1}{\lambda_{n}} u\left(x_{n}+\lambda_{n} x\right)$ and $\left(u^{\varepsilon_{j}}\right)_{\lambda_{n}}(x)=\frac{1}{\lambda_{n}} u^{\varepsilon_{j}}\left(x_{n}+\lambda_{n} x\right)$. Assume that $u_{\lambda_{n}} \rightarrow U$ as $n \rightarrow \infty$ uniformly on compact sets of $\mathbb{R}^{N}$. Then, there exists $j(n) \rightarrow+\infty$ such that for every $j_{n} \geq j(n)$ there holds that $\frac{\varepsilon_{j_{n}}}{\lambda_{n}} \rightarrow 0$ and
(1) $\left(u^{\varepsilon_{j_{n}}}\right)_{\lambda_{n}} \rightarrow U$ uniformly on compact sets of $\mathbb{R}^{N}$,
(2) $\nabla\left(u^{\varepsilon_{j_{n}}}\right)_{\lambda_{n}} \rightarrow \nabla U$ in $L_{\text {loc }}^{p_{0}}\left(\mathbb{R}^{N}\right)$ with $p_{0}=p\left(x_{0}\right)$.

Proof. The result follows from Lemma 3.1 exactly as Lemma 3.2 in [5].

## 4. Basic limits

In this section we analyze some limits that are crucial in the understanding of general limits.
We start with the following lemma

Lemma 4.1. Let $u^{\varepsilon_{j}}, f^{\varepsilon_{j}}, p_{\varepsilon_{j}}, \varepsilon_{j}, u, f$ and $p$ be as in Lemma 3.3.
Then there exists $\chi \in L_{\mathrm{loc}}^{1}(\Omega)$ such that, for a subsequence, $B_{\varepsilon_{j}}\left(u^{\varepsilon_{j}}\right) \rightarrow \chi$ in $L_{\mathrm{loc}}^{1}(\Omega)$, with $\chi \equiv M$ in $\{u>0\}$ and $\chi(x) \in\{0, M\}$ a.e. in $\Omega$. If, in addition, $f^{\varepsilon_{j}} \rightharpoonup 0$ in $\{u \equiv 0\}^{\circ}$, there holds that $\chi \equiv M$ or $\chi \equiv 0$ on every connected component of $\{u \equiv 0\}^{\circ}$.

Proof. We first observe that, for every $K \subset \subset \Omega$, there holds

$$
\begin{equation*}
\int_{K}\left|\nabla B_{\varepsilon_{j}}\left(u^{\varepsilon_{j}}\right)\right|=\int_{K} \beta_{\varepsilon_{j}}\left(u^{\varepsilon_{j}}\right)\left|\nabla u^{\varepsilon_{j}}\right| \leq C_{K} \int_{K} \beta_{\varepsilon_{j}}\left(u^{\varepsilon_{j}}\right), \tag{4.1}
\end{equation*}
$$

where the last term is bounded by a constant $C_{K}^{\prime}$ due to estimate (3.1).
Since $0 \leq B_{\varepsilon_{j}}\left(u^{\varepsilon_{j}}\right) \leq M$, then, there exists $\chi \in L_{\text {loc }}^{1}(\Omega)$ such that, for a subsequence, $B_{\varepsilon_{j}}\left(u^{\varepsilon_{j}}\right) \rightarrow \chi$ in $L_{\text {loc }}^{1}(\Omega)$.

Proceeding as in the case $p(x) \equiv 2$ (see [17, Lemma 3.1]) we deduce that $\chi \equiv M$ in $\{u>0\}$ and $\chi(x) \in\{0, M\}$ a.e. in $\Omega$.

Finally, if $f^{\varepsilon_{j}} \rightharpoonup 0$ in $\{u \equiv 0\}^{\circ}$, we take $K \subset \subset\{u \equiv 0\}^{\circ}$ in (4.1) and we observe that the last term there goes to zero since, by (6) and (7) in Lemma 3.1, $\beta_{\varepsilon_{j}}\left(u^{\varepsilon_{j}}\right) \rightharpoonup \mu$ locally as measures, with $\mu=0$ in $K$. Thus the result follows.

Proposition 4.1. Let $u^{\varepsilon_{j}}$ be solutions to $P_{\varepsilon_{j}}\left(f^{\varepsilon_{j}}, p_{\varepsilon_{j}}\right)$ in a domain $\Omega \subset \mathbb{R}^{N}$ with $1<p_{\min } \leq p_{\varepsilon_{j}}(x) \leq$ $p_{\max }<\infty$ and $p_{\varepsilon_{j}}(x)$ Lipschitz continuous with $\left\|\nabla p_{\varepsilon_{j}}\right\|_{L^{\infty}} \rightarrow 0$. Let $x_{0} \in \Omega$ and suppose $u^{\varepsilon_{j}}$ converge to $u_{0}=\alpha\left(x-x_{0}\right)_{1}^{+}$uniformly on compact subsets of $\Omega$, with $\alpha \in \mathbb{R}, f^{\varepsilon_{j}} \rightharpoonup 0$-weakly in $L^{\infty}(\Omega)$, $p_{\varepsilon_{j}} \rightarrow p_{0}$ uniformly on compact subsets of $\Omega$, with $p_{0} \in \mathbb{R}$, and $\varepsilon_{j} \rightarrow 0$. Then

$$
\alpha=0 \quad \text { or } \quad \alpha=\left(\frac{p_{0}}{p_{0}-1} M\right)^{1 / p_{0}}
$$

with $\int \beta(s) d s=M$.
Proof. Assume, for simplicity, that $x_{0}=0$. Since $u^{\varepsilon_{j}} \geq 0$, we have that $\alpha \geq 0$. If $\alpha=0$ there is nothing to prove. So let us assume that $\alpha>0$.

Let $\psi \in C_{0}^{\infty}(\Omega)$. We claim that there holds that

$$
\begin{align*}
& -\int_{\Omega} \frac{\left|\nabla u^{\varepsilon_{j}}\right|^{p_{\varepsilon_{j}}}}{p_{\varepsilon_{j}}} \psi_{x_{1}} d x+\int_{\Omega}\left|\nabla u^{\varepsilon_{j}}\right|^{p_{\varepsilon_{j}}-2} \nabla u^{\varepsilon_{j}} \cdot \nabla \psi u_{x_{1}}^{\varepsilon_{\varepsilon_{j}}} d x+\int_{\Omega} f^{\varepsilon_{j}} u_{x_{1}}^{\varepsilon_{j}} \psi d x \\
& =\int_{\Omega} \frac{\left|\nabla u^{\varepsilon_{j}}\right|^{p_{\varepsilon_{j}}}}{p_{\varepsilon_{j}}} \log \left|\nabla u^{\varepsilon_{j}}\right|\left(p_{\varepsilon_{j}}\right)_{x_{1}} \psi d x-\int_{\Omega} \frac{\left|\nabla u^{\varepsilon_{j}}\right|^{p_{\varepsilon_{j}}}}{p_{\varepsilon_{j}}^{2}}\left(p_{\varepsilon_{j}}\right)_{x_{1}} \psi d x+\int_{\Omega} B_{\varepsilon_{j}}\left(u^{\varepsilon_{j}}\right) \psi_{x_{1}} d x . \tag{4.2}
\end{align*}
$$

In fact, let $\Omega^{\prime} \subset \subset \Omega$ be smooth and let $v_{n}$ be such that

$$
\begin{cases}\operatorname{div}\left(\left(\frac{1}{n}+\left|\nabla v_{n}\right|^{2}\right)^{\frac{p_{\varepsilon}(x)-2}{2}} \nabla v_{n}\right)=\beta_{\varepsilon}\left(u^{\varepsilon}\right)+f^{\varepsilon}=g^{\varepsilon} & \text { in } \Omega^{\prime}  \tag{4.3}\\ v_{n}=u^{\varepsilon} & \text { on } \partial \Omega^{\prime}\end{cases}
$$

were for simplicity we have denoted $\varepsilon_{j}=\varepsilon$. By the results in $[12,8], v_{n} \in C^{1, \alpha}\left(\bar{\Omega}^{\prime}\right) \cap W_{\text {loc }}^{2,2}\left(\Omega^{\prime}\right)$, with $\left\|v_{n}\right\|_{C^{1, \alpha}\left(\bar{\Omega}^{\prime}\right)} \leq C$, with $C$ independent of $n$, and therefore, there exists $v_{0}$ such that, for a subsequence,

$$
\begin{aligned}
& v_{n} \rightarrow v_{0} \quad \text { uniformly in } \Omega^{\prime} \\
& \nabla v_{n} \rightarrow \nabla v_{0} \quad \text { uniformly in } \Omega^{\prime} .
\end{aligned}
$$

We get $\Delta_{p_{\varepsilon}(x)} v_{0}=\Delta_{p_{\varepsilon}(x)} u^{\varepsilon}=g^{\varepsilon}$ in $\Omega^{\prime}$, with $v_{0}=u^{\varepsilon}$ in $\partial \Omega^{\prime}$ and therefore, $v_{0}=u^{\varepsilon}$.

## ARTICLE IN PRESS

In order to get (4.2) we take as test function in the weak formulation of (4.3) the function $\psi v_{n x_{1}}$, with $\psi \in C_{0}^{\infty}\left(\Omega^{\prime}\right)$. It follows that

$$
\begin{align*}
& -\int_{\Omega}\left(\frac{1}{n}+\left|\nabla v_{n}\right|^{2}\right)^{\frac{p_{\varepsilon}-2}{2}} \nabla v_{n} \cdot \nabla v_{n x_{1}} \psi d x \\
& \quad=\int_{\Omega}\left(\frac{1}{n}+\left|\nabla v_{n}\right|^{2}\right)^{\frac{p_{\varepsilon}-2}{2}} \nabla v_{n} \cdot \nabla \psi v_{n x_{1}} d x+\int_{\Omega} g^{\varepsilon} v_{n x_{1}} \psi d x \tag{4.4}
\end{align*}
$$

On the other hand,

$$
\begin{align*}
& -\int_{\Omega} \frac{\left(\frac{1}{n}+\left|\nabla v_{n}\right|^{2}\right)^{\frac{p_{\varepsilon}}{2}}}{p_{\varepsilon}} \psi_{x_{1}} d x=\int_{\Omega} \frac{\left(\frac{1}{n}+\left|\nabla v_{n}\right|^{2}\right)^{\frac{p_{\varepsilon}}{2}}}{p_{\varepsilon}} \frac{1}{2} \log \left(\frac{1}{n}+\left|\nabla v_{n}\right|^{2}\right)\left(p_{\varepsilon}\right)_{x_{1}} \psi d x \\
& -\int_{\Omega} \frac{\left(\frac{1}{n}+\left|\nabla v_{n}\right|^{2}\right)^{\frac{p_{\varepsilon}}{2}}}{p_{\varepsilon}^{2}}\left(p_{\varepsilon}\right)_{x_{1}} \psi d x+\int_{\Omega}\left(\frac{1}{n}+\left|\nabla v_{n}\right|^{2}\right)^{\frac{p_{\varepsilon}-2}{2}} \nabla v_{n} \cdot \nabla v_{n x_{1}} \psi, d x \tag{4.5}
\end{align*}
$$

Then, recalling that $g^{\varepsilon}=\beta_{\varepsilon}\left(u^{\varepsilon}\right)+f^{\varepsilon}$, we obtain from (4.4) and (4.5)

$$
\begin{aligned}
& -\int_{\Omega} \frac{\left(\frac{1}{n}+\left|\nabla v_{n}\right|^{2}\right)^{\frac{p_{\varepsilon}}{2}}}{p_{\varepsilon}} \psi_{x_{1}} d x+\int_{\Omega}\left(\frac{1}{n}+\left|\nabla v_{n}\right|^{2}\right)^{\frac{p_{\varepsilon}-2}{2}} \nabla v_{n} \cdot \nabla \psi v_{n x_{1}} d x+\int_{\Omega} f^{\varepsilon} v_{n x_{1}} \psi d x \\
& \quad=\int_{\Omega} \frac{\left(\frac{1}{n}+\left|\nabla v_{n}\right|^{2}\right)^{\frac{p_{\varepsilon}}{2}}}{p_{\varepsilon}} \log \left(\frac{1}{n}+\left|\nabla v_{n}\right|^{2}\right)^{\frac{1}{2}} p_{\varepsilon x_{1}} \psi d x-\int_{\Omega} \frac{\left(\frac{1}{n}+\left|\nabla v_{n}\right|^{2}\right)^{\frac{p_{\varepsilon}}{2}}}{p_{\varepsilon}^{2}} p_{\varepsilon x_{1}} \psi d x-\int_{\Omega} \beta_{\varepsilon}\left(u^{\varepsilon}\right) v_{n x_{1}} \psi d x .
\end{aligned}
$$

Passing to the limit as $n \rightarrow \infty$ and integrating by parts in the last term, we get (4.2).
Now, by Lemma 4.1, we have that there exists $\chi \in L_{\mathrm{loc}}^{1}(\Omega)$ such that, for a subsequence, $B_{\varepsilon_{j}}\left(u^{\varepsilon_{j}}\right) \rightarrow \chi$ in $L_{\text {loc }}^{1}(\Omega)$. This, together with the strong convergence result in Lemma 3.1 and the fact that $\left\|\nabla p_{\varepsilon_{j}}\right\|_{L^{\infty}} \rightarrow 0$ gives, when passing to the limit in (4.2),

$$
\begin{equation*}
-\int_{\Omega} \frac{\left|\nabla u_{0}\right|^{p_{0}}}{p_{0}} \psi_{x_{1}} d x+\int_{\Omega}\left|\nabla u_{0}\right|^{p_{0}-2} \nabla u_{0} \cdot \nabla \psi\left(u_{0}\right)_{x_{1}} d x=\int_{\Omega} \chi \psi_{x_{1}} d x \tag{4.6}
\end{equation*}
$$

Now let $\overline{B_{s}}(0) \subset \Omega$. Using that, by Lemma 4.1, $\chi \equiv M$ in $B_{s}(0) \cap\left\{x_{1}>0\right\}$ and $\chi \equiv \bar{M}$ in $B_{s}(0) \cap\left\{x_{1}<0\right\}$, for a constant $\bar{M}$, with $\bar{M}=0$ or $\bar{M}=M$, and the fact that $\nabla u_{0}=\alpha \chi_{\left\{x_{1}>0\right\}} e_{1}$, we obtain for $\psi \in C_{0}^{\infty}\left(B_{s}(0)\right)$

$$
-\int_{\left\{x_{1}>0\right\}} \frac{\alpha^{p_{0}}}{p_{0}} \psi_{x_{1}} d x+\int_{\left\{x_{1}>0\right\}} \alpha^{p_{0}} \psi_{x_{1}} d x=M \int_{\left\{x_{1}>0\right\}} \psi_{x_{1}}+\bar{M} \int_{\left\{x_{1}<0\right\}} \psi_{x_{1}}
$$

Then, integrating by parts, we get

$$
\left(-\frac{\alpha^{p_{0}}}{p_{0}}+\alpha^{p_{0}}\right) \int_{\left\{x_{1}=0\right\}} \psi d x^{\prime}=M \int_{\left\{x_{1}=0\right\}} \psi d x^{\prime}-\bar{M} \int_{\left\{x_{1}=0\right\}} \psi d x^{\prime}
$$

Thus, $\left(-\frac{\alpha^{p_{0}}}{p_{0}}+\alpha^{p_{0}}\right)=M-\bar{M}$. Since we have assumed that $\alpha>0$, it follows that $\bar{M}=0$ and therefore, $\alpha=\left(\frac{p_{0}}{p_{0}-1} M\right)^{1 / p_{0}}$.

## 5. Asymptotic behavior of limit functions

In this section we analyze the behavior of limit functions near the free boundary.
For the next result we will need the following definition

Definition 5.1. Let $u$ be a continuous nonnegative function in a domain $\Omega \subset \mathbb{R}^{N}$. Let $x_{0} \in \Omega \cap \partial\{u>0\}$. We say that $x_{0}$ is a regular point from the positive side if there is a ball $B \subset\{u>0\}$ with $x_{0} \in \partial B$.

Theorem 5.1. Let $u^{\varepsilon_{j}}, f^{\varepsilon_{j}}, p_{\varepsilon_{j}}, \varepsilon_{j}, u, f$ and $p$ be as in Lemma 3.3.
Let $x_{0} \in \Omega \cap \partial\{u>0\}$. Assume one of the following conditions holds:
(D) There exist $\gamma>0$ and $0<c<1$ such that, for every $x \in B_{\gamma}\left(x_{0}\right) \cap \partial\{u>0\}$ which is regular from the positive side and $r \leq \gamma$, there holds that $\left|\{u=0\} \cap B_{r}(x)\right| \geq c\left|B_{r}(x)\right|$.
(L) There exist $\gamma>0, \theta>0$ and $s_{0}>0$ such that for every point $y \in B_{\gamma}\left(x_{0}\right) \cap \partial\{u>0\}$ which is regular from the positive side, and for every ball $B_{r}(z) \subset\{u>0\}$ with $y \in \partial B_{r}(z)$ and $r \leq \gamma$, there exists a unit vector $\tilde{e}_{y}$, with $\left\langle\tilde{e}_{y}, z-y\right\rangle>\theta\|z-y\|$, such that $u\left(y-s \tilde{e}_{y}\right)=0$ for $0<s<s_{0}$.

Then,

$$
\underset{\substack{x \rightarrow x_{0} \\ u(x)>0}}{\lim \sup _{0}}|\nabla u(x)|=0 \quad \text { or } \quad \limsup _{\substack{x \rightarrow x_{0} \\ u(x)>0}}|\nabla u(x)|=\lambda^{*}\left(x_{0}\right) \text {, }
$$

where $\lambda^{*}(x)=\left(\frac{p(x)}{p(x)-1} M\right)^{1 / p(x)}$ and $\int \beta(s) d s=M$.

Remark 5.1. In [20] we prove that if $u^{\varepsilon_{j}}, f^{\varepsilon_{j}}, p_{\varepsilon_{j}}, \varepsilon_{j}, u, f$ and $p$ are as in Theorem 5.1, with $u^{\varepsilon_{j}}$ local minimizers of an energy functional then, $u$ satisfies condition (D) in Theorem 5.1 at every point in $\Omega \cap \partial\{u>0\}$.

Proof of Theorem 5.1. Let

$$
\alpha:=\limsup _{\substack{x \rightarrow x_{0} \\ u(x)>0}}|\nabla u(x)| \text {. }
$$

Since $u \in \operatorname{Lip}_{\text {loc }}(\Omega), \alpha<\infty$. If, $\alpha=0$ there is nothing to prove. So, suppose that $\alpha>0$. By the definition of $\alpha$ there exists a sequence $z_{k} \rightarrow x_{0}$ such that

$$
u\left(z_{k}\right)>0, \quad\left|\nabla u\left(z_{k}\right)\right| \rightarrow \alpha .
$$

Let $y_{k}$ be the nearest point from $z_{k}$ to $\Omega \cap \partial\{u>0\}$ and let $d_{k}=\left|z_{k}-y_{k}\right|$.
Consider the blow up sequence $u_{d_{k}}$ with respect to $B_{d_{k}}\left(y_{k}\right)$. This is, $u_{d_{k}}(x)=\frac{1}{d_{k}} u\left(y_{k}+d_{k} x\right)$. Since $u$ is locally Lipschitz, and $u_{d_{k}}(0)=0$ for every $k$, there exists $u_{0} \in \operatorname{Lip}\left(\mathbb{R}^{N}\right)$, such that (for a subsequence) $u_{d_{k}} \rightarrow u_{0}$ uniformly on compact sets of $\mathbb{R}^{N}$.

Since $\Delta_{p(x)} u=f$ in $\{u>0\}$, by interior Hölder gradient estimates (see, for instance, [12]), we have that $\Delta_{p_{0}} u_{0}=0$ in $\left\{u_{0}>0\right\}$ with $p_{0}=p\left(x_{0}\right)$.

Now, set $\bar{z}_{k}=\left(z_{k}-y_{k}\right) / d_{k} \in \partial B_{1}$. We may assume that $\bar{z}_{k} \rightarrow \bar{z} \in \partial B_{1}$. Take

$$
\nu_{k}:=\frac{\nabla u_{d_{k}}\left(\bar{z}_{k}\right)}{\left|\nabla u_{d_{k}}\left(\bar{z}_{k}\right)\right|}=\frac{\nabla u\left(z_{k}\right)}{\left|\nabla u\left(z_{k}\right)\right|} .
$$

For a subsequence, and after a rotation, we can assume that $\nu_{k} \rightarrow e_{1}$. Observe that $B_{2 / 3}(\bar{z}) \subset B_{1}\left(\bar{z}_{k}\right)$ for $k$ large, and therefore $\Delta_{p_{0}} u_{0}=0$ there. By interior Hölder gradient estimates, we have $\nabla u_{d_{k}} \rightarrow \nabla u_{0}$ uniformly in $B_{1 / 3}(\bar{z})$, and therefore $\nabla u\left(z_{k}\right) \rightarrow \nabla u_{0}(\bar{z})$. Thus, $\nabla u_{0}(\bar{z})=\alpha e_{1}$ and, in particular, $\partial_{x_{1}} u_{0}(\bar{z})=\alpha$.

Next, we claim that $\left|\nabla u_{0}\right| \leq \alpha$ in $\mathbb{R}^{N}$. In fact, let $R>1$ and $\delta>0$. Then, there exists $\tau_{0}>0$ such that $|\nabla u(x)| \leq \alpha+\delta$ for any $x \in B_{\tau_{0} R}\left(x_{0}\right)$. For $\left|z_{k}-x_{0}\right|<\tau_{0} R / 2$ and $d_{k}<\tau_{0} / 2$ we have $B_{d_{k} R}\left(z_{k}\right) \subset B_{\tau_{0} R}\left(x_{0}\right)$ and therefore, $\left|\nabla u_{d_{k}}(x)\right| \leq \alpha+\delta$ in $B_{R}$ for $k$ large. Passing to the limit, we obtain $\left|\nabla u_{0}\right| \leq \alpha+\delta$ in $B_{R}$, and since $\delta$ and $R$ were arbitrary, the claim holds.

## ARTICLE IN PRESS

Since $\nabla u_{0}$ is Hölder continuous in $B_{1 / 3}(\bar{z})$, there holds that $\nabla u_{0} \neq 0$ in a neighborhood of $\bar{z}$. Thus, $u_{0} \in W^{2,2}$ in a ball $B_{r}(\bar{z})$ for some $r>0$ (see, for instance, [25] or [8]) and, since

$$
\int\left|\nabla u_{0}\right|^{p_{0}-2} \nabla u_{0} \cdot \nabla \varphi d x=0 \quad \text { for every } \varphi \in C_{0}^{\infty}\left(B_{r}(\bar{z})\right)
$$

taking $\psi \in C_{0}^{\infty}\left(B_{r}(\bar{z})\right)$ and $\varphi=\psi_{x_{1}}$, and integrating by parts we see that, for $w=\frac{\partial u_{0}}{\partial x_{1}}$ and suitable coefficients $a_{i j}\left(\nabla u_{0}\right)$,

$$
\sum_{i, j=1}^{N} \int_{B_{r}(\bar{z})} a_{i j}\left(\nabla u_{0}(x)\right) w_{x_{j}} \psi_{x_{i}} d x=0
$$

This is, $w$ is a solution to a uniformly elliptic equation

$$
\mathcal{T} w:=\sum_{i, j=1}^{N} \frac{\partial}{\partial x_{i}}\left(a_{i j}\left(\nabla u_{0}(x)\right) w_{x_{j}}\right)=0 .
$$

Now, since $w \leq \alpha$ in $B_{r}(\bar{z}), w(\bar{z})=\alpha$ and $\mathcal{T} w=0$ in $B_{r}(\bar{z})$, by the strong maximum principle we conclude that $w \equiv \alpha$ in $B_{r}(\bar{z})$.

Now, since we can repeat this argument around any point where $w=\alpha$, by a continuation argument, we have that $w=\alpha$ in $B_{1}(\bar{z})$.

Therefore, $\nabla u_{0}=\alpha e_{1}$ in $B_{1}(\bar{z})$ and we have, for some $y \in \mathbb{R}^{N}, u_{0}(x)=\alpha\left(x_{1}-y_{1}\right)$ in $B_{1}(\bar{z})$. Since $u_{0}(0)=0$, there holds that $y_{1}=0$ and $u_{0}(x)=\alpha x_{1}$ in $B_{1}(\bar{z})$. Finally, since $\Delta_{p_{0}} u_{0}=0$ in $\left\{u_{0}>0\right\}$ by a continuation argument we have that $u_{0}(x)=\alpha x_{1}$ in $\left\{x_{1} \geq 0\right\}$.

On the other hand, as $u_{0} \geq 0, \Delta_{p_{0}} u_{0}=0$ in $\left\{u_{0}>0\right\}$ and $u_{0}=0$ in $\left\{x_{1}=0\right\}$ we have, by Lemma A.1, that

$$
u_{0}(x)=-\bar{\alpha} x_{1}+o(|x|) \quad \text { in }\left\{x_{1}<0\right\}
$$

for some $\bar{\alpha} \geq 0$.
Now, define for $\lambda>0,\left(u_{0}\right)_{\lambda}(x)=\frac{1}{\lambda} u_{0}(\lambda x)$. There exist a sequence $\lambda_{n} \rightarrow 0$ and $u_{00} \in \operatorname{Lip}\left(\mathbb{R}^{N}\right)$ such that $\left(u_{0}\right)_{\lambda_{n}} \rightarrow u_{00}$ uniformly on compact sets of $\mathbb{R}^{N}$. We have $u_{00}(x)=\alpha x_{1}^{+}+\bar{\alpha} x_{1}^{-}$.

We will show that $\bar{\alpha}=0$.
In fact, first assume condition (D) holds. We observe that, for any $R$, there holds for large $k$, that

$$
\left|\{u=0\} \cap B_{d_{k} R}\left(y_{k}\right)\right| \geq c\left|B_{d_{k} R}\left(y_{k}\right)\right|,
$$

implying that

$$
\left|\left\{u_{d_{k}}=0\right\} \cap B_{R}(0)\right| \geq c\left|B_{R}(0)\right|,
$$

and therefore

$$
\left|\left\{u_{0}=0\right\} \cap B_{R}(0)\right| \geq c\left|B_{R}(0)\right|, \quad \text { and } \quad\left|\left\{u_{00}=0\right\} \cap B_{1}(0)\right| \geq c\left|B_{1}(0)\right| .
$$

This shows that $\bar{\alpha}=0$.
Now assume condition (L) holds. Then, for every $k$ there exists a unit vector $\tilde{e}_{k}$ such that

$$
\left\langle\tilde{e}_{k}, \frac{z_{k}-y_{k}}{d_{k}}\right\rangle>\theta \quad \text { and } \quad u\left(y_{k}-s d_{k} \tilde{e}_{k}\right)=0 \quad \text { for } 0<s<s_{0} .
$$

So that

$$
u_{d_{k}}\left(-s \tilde{e}_{k}\right)=0 \quad \text { for } 0<s<s_{0} .
$$

For a subsequence we have $\tilde{e}_{k} \rightarrow \tilde{e}$, and $\frac{z_{k}-y_{k}}{d_{k}} \rightarrow \bar{z}$, with $\langle\tilde{e}, \bar{z}\rangle \geq \theta$, implying that $u_{0}(-s \tilde{e})=0$ for $0<s<s_{0}$ and thus, $u_{00}(-\tilde{e})=0$.

We now observe that, since we have seen that $B_{1}(\bar{z}) \subset\left\{u_{0}(x)=\alpha x_{1}\right\}=\left\{x_{1}>0\right\}$ and $0 \in \partial B_{1}(\bar{z})$, it follows that $\bar{z}=e_{1}$. Therefore $0=u_{00}(-\tilde{e})=\bar{\alpha}\left\langle\tilde{e}, e_{1}\right\rangle \geq \bar{\alpha} \theta$.

So that $\bar{\alpha}=0$ under condition (L) as well.
Now, by Lemma 3.3 we see that there exists a sequence $\delta_{n} \rightarrow 0$ and solutions $u^{\delta_{n}}$ to $P_{\delta_{n}}\left(f^{\delta_{n}}, p_{\delta_{n}}\right)$ such that $u^{\delta_{n}} \rightarrow u_{0}$ uniformly on compact sets of $\mathbb{R}^{N}$, with $f^{\delta_{n}} \rightharpoonup 0 *$-weakly in $L^{\infty}$ on compact sets of $\mathbb{R}^{N}$, $p_{\delta_{n}} \rightarrow p\left(x_{0}\right)$ uniformly on compact sets of $\mathbb{R}^{N}$ and $\left\|\nabla p_{\delta_{n}}\right\|_{L^{\infty}} \rightarrow 0$ on compact sets of $\mathbb{R}^{N}$.

Applying a second time Lemma 3.3 we find a sequence $\tilde{\delta}_{n} \rightarrow 0$ and solutions $u^{\tilde{\delta}_{n}}$ to $P_{\tilde{\delta}_{n}}\left(f^{\tilde{\delta}_{n}}, p_{\tilde{\delta}_{n}}\right)$ such that $u^{\tilde{\delta}_{n}} \rightarrow u_{00}$ uniformly on compact sets of $\mathbb{R}^{N}$, with $f^{\tilde{\delta}_{n}} \rightharpoonup 0 *$-weakly in $L^{\infty}$ on compact sets of $\mathbb{R}^{N}$, $p_{\tilde{\delta}_{n}} \rightarrow p\left(x_{0}\right)$ uniformly on compact sets of $\mathbb{R}^{N}$ and $\left\|\nabla p_{\tilde{\delta}_{n}}\right\|_{L^{\infty}} \rightarrow 0$ on compact sets of $\mathbb{R}^{N}$. Now we can apply Proposition 4.1 and we conclude that $\alpha=\lambda^{*}\left(x_{0}\right)$.

Definition 5.2. Let $v$ be a continuous nonnegative function in a domain $\Omega \subset \mathbb{R}^{N}$. We say that $v$ is nondegenerate at a point $x_{0} \in \Omega \cap\{v=0\}$ if there exist $c>0, r_{0}>0$ such that one of the following conditions holds:

$$
\begin{align*}
& f_{B_{r}\left(x_{0}\right)} v d x \geq c r \quad \text { for } 0<r \leq r_{0}  \tag{5.1}\\
& f_{\partial B_{r}\left(x_{0}\right)} v d x \geq c r \quad \text { for } 0<r \leq r_{0}  \tag{5.2}\\
& \sup _{B_{r}\left(x_{0}\right)} v \geq c r \quad \text { for } 0<r \leq r_{0} \tag{5.3}
\end{align*}
$$

We say that $v$ is uniformly nondegenerate on a set $\Gamma \subset \Omega \cap\{v=0\}$ in the sense of (5.1) (resp. (5.2), (5.3)) if the constants $c$ and $r_{0}$ in (5.1) (resp. (5.2), (5.3)) can be taken independent of the point $x_{0} \in \Gamma$.

Remark 5.2. Assume $v \geq 0$ is locally Lipschitz continuous in a domain $\Omega \subset \mathbb{R}^{N}, v \in W^{1, p(\cdot)}(\Omega)$ with $\Delta_{p(x)} v \geq f \chi_{\{v>0\}}$, where $f \in L^{\infty}(\Omega), 1<p_{\min } \leq p(x) \leq p_{\max }<\infty$ and $p(x)$ is Lipschitz continuous. Then the three concepts of nondegeneracy in Definition 5.2 are equivalent (for the idea of the proof, see Remark 3.1 in [16], where the case $p(x) \equiv 2$ and $f \equiv 0$ is treated).

Remark 5.3. In [20] we prove that if $u^{\varepsilon_{j}}, f^{\varepsilon_{j}}, p_{\varepsilon_{j}}, \varepsilon_{j}, u, f$ and $p$ are as in Lemma 3.3, with $u^{\varepsilon_{j}}$ local minimizers of an energy functional then, $u$ is locally uniformly nondegenerate on $\Omega \cap \partial\{u>0\}$.

Theorem 5.2. Let $u^{\varepsilon_{j}}, f^{\varepsilon_{j}}, p_{\varepsilon_{j}}, \varepsilon_{j}, u, f$ and $p$ be as in Lemma 3.3.
Let $x_{0} \in \Omega \cap \partial\{u>0\}$ and suppose that $u$ is uniformly nondegenerate on $\Omega \cap \partial\{u>0\}$ in a neighborhood of $x_{0}$. Assume there is a ball $B$ contained in $\{u=0\}$ touching $x_{0}$, then

$$
\begin{equation*}
\limsup _{\substack{x \rightarrow x_{0} \\ u(x)>0}} \frac{u(x)}{\operatorname{dist}(x, B)}=\lambda^{*}\left(x_{0}\right) \tag{5.4}
\end{equation*}
$$

where $\lambda^{*}(x)=\left(\frac{p(x)}{p(x)-1} M\right)^{1 / p(x)}$ and $\int \beta(s) d s=M$.
Proof. Let $\ell$ be the finite limit on the left hand side of (5.4) and let $y_{k} \rightarrow x_{0}$ with $u\left(y_{k}\right)>0$ be such that

$$
\frac{u\left(y_{k}\right)}{d_{k}} \rightarrow \ell, \quad d_{k}=\operatorname{dist}\left(y_{k}, B\right)
$$

## ARTICLE IN PRESS

Consider the blow up sequence $u_{k}$ with respect to $B_{d_{k}}\left(x_{k}\right)$, where $x_{k} \in \partial B$ are points with $\left|x_{k}-y_{k}\right|=d_{k}$, this is, $u_{k}(x)=\frac{u\left(x_{k}+d_{k} x\right)}{d_{k}}$. Choose a subsequence with blow up limit $u_{0}$, such that there exists

$$
e:=\lim _{k \rightarrow \infty} \frac{y_{k}-x_{k}}{d_{k}}
$$

As in Theorem 5.1, we see that $\Delta_{p_{0}} u_{0}=0$ in $\left\{u_{0}>0\right\}$ with $p_{0}=p\left(x_{0}\right)$.
By construction, $u_{0}(e)=\ell=\ell\langle e, e\rangle, u_{0}(x) \leq \ell\langle x, e\rangle$ for $\langle x, e\rangle \geq 0, u_{0}(x)=0$ for $\langle x, e\rangle \leq 0$.
Let us see that $\ell>0$. In fact, if $\ell=0$, then $u_{0} \equiv 0$. Since $u\left(y_{k}\right)>0$ and $u\left(x_{k}\right)=0$, there exists $z_{k} \in \partial\{u>0\}$ in the segment between $y_{k}$ and $x_{k}$. By the nondegeneracy assumption,

$$
\sup _{B_{r}\left(z_{k}\right)} u \geq c r \quad \text { for } 0<r \leq r_{0}, c>0
$$

and, in particular,

$$
\sup _{B_{d_{k}}\left(z_{k}\right)} u \geq c d_{k} \quad \text { for } k \geq k_{0}
$$

Then, there exists $a_{k}$ such that $\left|a_{k}-z_{k}\right| \leq d_{k}$ and $u\left(a_{k}\right) \geq c d_{k}$. Then, letting $\bar{x}_{k}=\frac{a_{k}-x_{k}}{d_{k}}$, we get that $u_{k}\left(\bar{x}_{k}\right) \geq c$, with $\left|\bar{x}_{k}\right| \leq 2$. It follows that there exists $\bar{x}$ with $|\bar{x}| \leq 2$ such that $u_{0}(\bar{x}) \geq c>0$, which is a contradiction.

We now observe that $\nabla u_{0}(e)=\ell e$, and thus, $\left|\nabla u_{0}(e)\right|=\ell>0$. Using that $\nabla u_{0}$ is continuous in $\left\{u_{0}>0\right\}$ we deduce, from the fact that $\Delta_{p_{0}} u_{0}=0$ in $\left\{u_{0}>0\right\}$, that $u_{0} \in W_{\text {loc }}^{2,2}$ in $\left\{u_{0}>0\right\} \cap\left\{\left|\nabla u_{0}\right|>0\right\}$. Then, $u_{0}$ is a solution of $L v=0$ in $\left\{u_{0}>0\right\} \cap\left\{\left|\nabla u_{0}\right|>0\right\}$ where

$$
L v:=\sum_{i, j=1}^{N} b_{i j}\left(\nabla u_{0}\right) v_{x_{i} x_{j}}
$$

is the uniformly elliptic operator given by

$$
b_{i j}(z)=\delta_{i j}+\frac{\left(p_{0}-2\right)}{|z|^{2}} z_{i} z_{j}
$$

Since $w(x)=\ell\langle x, e\rangle$ also satisfies $L w=0$ we have, from the strong maximum principle, that $u_{0}$ and $w$ must coincide in a neighborhood of the point $e$.

By continuation we have that $u_{0}(x)=\ell\langle x, e\rangle^{+}$. Thus, applying Lemma 3.3 as we did in Theorem 5.1 and using Proposition 4.1, we get that $\ell=\lambda^{*}\left(x_{0}\right)$.

Definition 5.3. We say that $\nu$ is the inward unit normal to the free boundary $\partial\{u>0\}$ at a point $x_{0} \in \partial\{u>0\}$ in the measure theoretic sense, if $\nu \in \mathbb{R}^{N},|\nu|=1$ and

$$
\begin{equation*}
\lim _{r \rightarrow 0} \frac{1}{r^{N}} \int_{B_{r}\left(x_{0}\right)}\left|\chi_{\{u>0\}}-\chi_{\left\{x /\left\langle x-x_{0}, \nu\right\rangle>0\right\}}\right| d x=0 . \tag{5.5}
\end{equation*}
$$

Theorem 5.3. Let $u^{\varepsilon_{j}}, f^{\varepsilon_{j}}, p_{\varepsilon_{j}}, \varepsilon_{j}, u, f$ and $p$ be as in Lemma 3.3.
Let $x_{0} \in \Omega \cap \partial\{u>0\}$ be such that $\partial\{u>0\}$ has at $x_{0}$ an inward unit normal $\nu$ in the measure theoretic sense and suppose that $u$ is nondegenerate at $x_{0}$. Assume, in addition, that either condition (D) or condition (L) in Theorem 5.1 holds at $x_{0}$. Then,

$$
u(x)=\lambda^{*}\left(x_{0}\right)\left\langle x-x_{0}, \nu\right\rangle^{+}+o\left(\left|x-x_{0}\right|\right)
$$

where $\lambda^{*}(x)=\left(\frac{p(x)}{p(x)-1} M\right)^{1 / p(x)}$ and $\int \beta(s) d s=M$.

Proof. Assume that $x_{0}=0$, and $\nu=e_{1}$. Take $u_{\lambda}(x)=\frac{1}{\lambda} u(\lambda x)$. Let $\rho>0$ such that $B_{\rho} \subset \subset \Omega$. Since $u_{\lambda} \in \operatorname{Lip}\left(B_{\rho / \lambda}\right)$ uniformly in $\lambda, u_{\lambda}(0)=0$, there exist $\lambda_{j} \rightarrow 0$ and $U \in \operatorname{Lip}\left(\mathbb{R}^{N}\right)$ such that $u_{\lambda_{j}} \rightarrow U$ uniformly on compact sets of $\mathbb{R}^{N}$. From Lemma 3.1, $\Delta_{p(\lambda x)} u_{\lambda}=\lambda f(\lambda x)$ in $\left\{u_{\lambda}>0\right\}$. Using the fact that $e_{1}$ is the inward normal in the measure theoretic sense, we have, for fixed $k$,

$$
\left|\left\{u_{\lambda}>0\right\} \cap\left\{x_{1}<0\right\} \cap B_{k}\right| \rightarrow 0 \quad \text { as } \lambda \rightarrow 0 .
$$

Hence, $U=0$ in $\left\{x_{1}<0\right\}$. Moreover, $U$ is nonnegative in $\left\{x_{1}>0\right\}, \Delta_{p_{0}} U=0$ in $\{U>0\}$ with $p_{0}=p\left(x_{0}\right)$ and $U$ vanishes in $\left\{x_{1} \leq 0\right\}$. Then, by Lemma A. 1 we have that there exists $\alpha \geq 0$ such that

$$
U(x)=\alpha x_{1}^{+}+o(|x|) .
$$

By Lemma 3.3 we see that there exist a sequence $\delta_{n} \rightarrow 0$ and solutions $u^{\delta_{n}}$ to $P_{\delta_{n}}\left(f^{\delta_{n}}, p_{\delta_{n}}\right)$ such that $u^{\delta_{n}} \rightarrow U$ uniformly on compact sets of $\mathbb{R}^{N}$, with $f^{\delta_{n}} \rightharpoonup 0 *$-weakly in $L^{\infty}$ on compact sets of $\mathbb{R}^{N}, p_{\delta_{n}} \rightarrow p\left(x_{0}\right)$ uniformly on compact sets of $\mathbb{R}^{N}$ and $\left\|\nabla p_{\delta_{n}}\right\|_{L^{\infty}} \rightarrow 0$ on compact sets of $\mathbb{R}^{N}$.

Define $U_{\lambda}(x)=\frac{1}{\lambda} U(\lambda x)$, then $U_{\lambda} \rightarrow \alpha x_{1}^{+}$uniformly on compact sets of $\mathbb{R}^{N}$. Applying a second time Lemma 3.3 we find a sequence $\tilde{\delta}_{n} \rightarrow 0$ and solutions $u^{\tilde{\delta}_{n}}$ to $P_{\tilde{\delta}_{n}}\left(f^{\tilde{\delta}_{n}}, p_{\tilde{\delta}_{n}}\right)$ such that $u^{\tilde{\delta}_{n}} \rightarrow \alpha x_{1}^{+}$uniformly on compact sets of $\mathbb{R}^{N}$, with $f^{\tilde{\delta}_{n}} \rightharpoonup 0 *$-weakly in $L^{\infty}$ on compact sets of $\mathbb{R}^{N}$, $p_{\tilde{\delta}_{n}} \rightarrow p\left(x_{0}\right)$ uniformly on compact sets of $\mathbb{R}^{N}$ and $\left\|\nabla p_{\tilde{\delta}_{n}}\right\|_{L^{\infty}} \rightarrow 0$ on compact sets of $\mathbb{R}^{N}$.

By the nondegeneracy assumption on $u$, we have

$$
\frac{1}{r^{N}} \int_{B_{r}} u_{\lambda_{j}} d x \geq c r
$$

and then

$$
\frac{1}{r^{N}} \int_{B_{r}} U_{\lambda_{j}} d x \geq c r .
$$

Therefore $\alpha>0$. Now, by Proposition 4.1, $\alpha=\lambda^{*}\left(x_{0}\right)$.
We have shown that

$$
U(x)= \begin{cases}\lambda^{*}\left(x_{0}\right) x_{1}+o(|x|) & x_{1}>0 \\ 0 & x_{1} \leq 0\end{cases}
$$

Then, using that $\Delta_{p(\lambda x)} u_{\lambda}=\lambda f(\lambda x)$ in $\left\{u_{\lambda}>0\right\}$, by interior Hölder gradient estimates we have $\nabla u_{\lambda_{j}} \rightarrow \nabla U$ uniformly on compact subsets of $\{U>0\}$. Then, by Theorem 5.1, $|\nabla U| \leq \lambda^{*}\left(x_{0}\right)$ in $\mathbb{R}^{N}$. As $U=0$ on $\left\{x_{1}=0\right\}$ we have, $U \leq \lambda^{*}\left(x_{0}\right) x_{1}$ in $\left\{x_{1}>0\right\}$.

We claim that either $U \equiv \lambda^{*}\left(x_{0}\right) x_{1}$ in $\left\{x_{1}>0\right\}$ or else $U<\lambda^{*}\left(x_{0}\right) x_{1}$ in $\left\{x_{1}>0\right\}$.
In fact, if there exists $\bar{x}$ with $\bar{x}_{1}>0$ such that the equality holds at $\bar{x}$, then we proceed exactly as we did in the proof of Theorem 5.2 and deduce, from the strong maximum principle, that equality holds in a neighborhood of $\bar{x}$. Then, by continuation, we get $U \equiv \lambda^{*}\left(x_{0}\right) x_{1}$ in $\left\{x_{1}>0\right\}$.

So let us now assume that $U<\lambda^{*}\left(x_{0}\right) x_{1}$ in $\left\{x_{1}>0\right\}$. Let $\delta>0$ be such that $U\left(\delta e_{1}\right)>0$. Let $w$ be such that

$$
\begin{cases}\Delta_{p_{0}} w=0 & \text { in } B_{\delta}^{+} \\ w=0 & \text { on }\left\{x_{1}=0\right\} \\ w=U & \text { on } \partial B_{\delta} \cap\left\{x_{1}>0\right\}\end{cases}
$$

Since $\Delta_{p_{0}} U \geq 0$ (this follows, for instance, from the application of Lemma 3.2 with $g=0$ and $p(x)=p_{0}$ ), we have that $w \geq U$ in $B_{\delta}^{+}$. Therefore $w \geq \lambda^{*}\left(x_{0}\right) x_{1}+o(|x|)$ in $B_{\delta}^{+}$.

We also have $w \leq \lambda^{*}\left(x_{0}\right) x_{1}$ in $B_{\delta}^{+}$. Moreover, $w<\lambda^{*}\left(x_{0}\right) x_{1}$ in $B_{\delta}^{+}$, because this holds on $\partial B_{\delta} \cap\left\{x_{1}>0\right\}$, and with the same argument employed above we can see that, if equality holds at a point in $B_{\delta}^{+}$, then it must hold everywhere on $B_{\delta}^{+}$.

On the other hand, we know that $w \in C^{1, \alpha}\left(\overline{B_{\sigma}^{+}}\right)$for any $\sigma<\delta$, and since $w \geq \lambda^{*}\left(x_{0}\right) x_{1}+o(|x|)$ in $B_{\delta}^{+}$, then $|\nabla w(0)|>0$, implying that $|\nabla w|>0$ in $\overline{B_{\gamma}^{+}}$for some $\gamma>0$.

Since, in $B_{\gamma}^{+}$, both $w$ and $\lambda^{*}\left(x_{0}\right) x_{1}$ are solutions to $L v=0$, with $L$ a linear uniformly elliptic operator in nondivergence form, with $w<\lambda^{*}\left(x_{0}\right) x_{1}$ in $B_{\gamma}^{+}$, from the Hopf's boundary principle we get that $w \leq\left(\lambda^{*}\left(x_{0}\right)-\rho\right) x_{1}+o(|x|)$ for some $\rho>0$ in $B_{\gamma}^{+}$. This is in contradiction with the fact that $w \geq \lambda^{*}\left(x_{0}\right) x_{1}+o(|x|)$ in $B_{\delta}^{+}$.

This shows that $U \equiv \lambda^{*}\left(x_{0}\right) x_{1}$ in $\left\{x_{1}>0\right\}$. The proof is complete.

## 6. Weak solutions to the free boundary problem $P\left(f, p, \lambda^{*}\right)$

In this section we give a notion of weak solution to the free boundary problem $\left(P\left(f, p, \lambda^{*}\right)\right)$ and we show that, under suitable assumptions, limit functions to problems $P_{\varepsilon}\left(f^{\varepsilon}, p_{\varepsilon}\right)$ are weak solutions, in this sense, to the free boundary problem with $\lambda^{*}(x)=\left(\frac{p(x)}{p(x)-1} M\right)^{1 / p(x)}, p=\lim p_{\varepsilon}$ and $f=\lim f^{\varepsilon}$.

As a consequence, we are able to apply to limit functions the result on the regularity of the free boundary we prove in [19] (see Theorem 6.2).

Definition 6.1. Let $\Omega \subset \mathbb{R}^{N}$ be a domain. Let $p$ be a measurable function in $\Omega$ with $1<p_{\min } \leq p(x) \leq$ $p_{\max }<\infty, \lambda^{*}$ continuous in $\Omega$ with $0<\lambda_{\min } \leq \lambda^{*}(x) \leq \lambda_{\max }<\infty$ and $f \in L^{\infty}(\Omega)$. We call $u$ a weak solution of $\left(P\left(f, p, \lambda^{*}\right)\right)$ in $\Omega$ if
(1) $u$ is continuous and nonnegative in $\Omega, u \in W^{1, p(\cdot)}(\Omega)$ and $\Delta_{p(x)} u=f$ in $\Omega \cap\{u>0\}$.
(2) For $D \subset \subset \Omega$ there are constants $0<c_{\min } \leq C_{\max }$ and $r_{0}>0$ such that for balls $B_{r}(x) \subset D$ with $x \in \partial\{u>0\}$ and $0<r \leq r_{0}$

$$
c_{\min } \leq \frac{1}{r} \sup _{B_{r}(x)} u \leq C_{\max } .
$$

(3) For $\mathcal{H}^{N-1}$ a.e. $x_{0} \in \partial_{\text {red }}\{u>0\}$ (this is, for $\mathcal{H}^{N-1}$-almost every point $x_{0}$ such that $\partial\{u>0\}$ has an exterior unit normal $\nu\left(x_{0}\right)$ in the measure theoretic sense) $u$ has the asymptotic development

$$
\begin{equation*}
u(x)=\lambda^{*}\left(x_{0}\right)\left\langle x-x_{0}, \nu\left(x_{0}\right)\right\rangle^{-}+o\left(\left|x-x_{0}\right|\right) . \tag{6.1}
\end{equation*}
$$

(4) For every $x_{0} \in \Omega \cap \partial\{u>0\}$,

$$
\limsup _{\substack{x \rightarrow x_{0} \\ u(x)>0}}|\nabla u(x)| \leq \lambda^{*}\left(x_{0}\right) .
$$

If there is a ball $B \subset\{u=0\}$ touching $\Omega \cap \partial\{u>0\}$ at $x_{0}$, then

$$
\limsup _{\substack{x \rightarrow x_{0} \\ u(x)>0}} \frac{u(x)}{\operatorname{dist}(x, B)} \geq \lambda^{*}\left(x_{0}\right) .
$$

From the definition of weak solution above, and the results in the previous sections we obtain:

Theorem 6.1. Let $u^{\varepsilon_{j}}, f^{\varepsilon_{j}}, p_{\varepsilon_{j}}, \varepsilon_{j}, u, f$ and $p$ be as in Lemma 3.3.
Assume that $u$ is locally uniformly nondegenerate on $\Omega \cap \partial\{u>0\}$ and that at every point $x_{0} \in \Omega \cap \partial\{u>$ $0\}$ either condition (D) or condition ( L ) in Theorem 5.1 holds. Then, $u$ is a weak solution to the free boundary problem: $u \geq 0$ and

$$
\begin{cases}\Delta_{p(x)} u=f & \text { in }\{u>0\}  \tag{*}\\ u=0,|\nabla u|=\lambda^{*}(x) & \text { on } \partial\{u>0\}\end{cases}
$$

with $\lambda^{*}(x)=\left(\frac{p(x)}{p(x)-1} M\right)^{1 / p(x)}$ and $M=\int \beta(s) d s$.
Proof. The result follows from Theorem 2.1, Lemma 3.1, Remark 5.2 and Theorems 5.1-5.3.

Remark 6.1. In [20] we prove that if $u^{\varepsilon_{j}}, f^{\varepsilon_{j}}, p_{\varepsilon_{j}}, \varepsilon_{j}, u, f$ and $p$ are as in Lemma 3.3, with $u^{\varepsilon_{j}}$ local minimizers of an energy functional, $u$ is under the assumptions of Theorem 6.1.

In [19] we prove the following result for weak solutions that applies, in particular, to limit functions $u$ as those in Theorem 6.1, at every point in $\Omega \cap \partial_{\text {red }}\{u>0\}$.

Theorem 6.2. Let $p \in \operatorname{Lip}(\Omega)$ and $\lambda^{*}$ Hölder continuous in $\Omega$. Let u be a weak solution of $\left(P\left(f, p, \lambda^{*}\right)\right)$ in $\Omega$. Let $x_{0} \in \Omega \cap \partial_{\text {red }}\{u>0\}$ be such that $u$ has the asymptotic development (6.1). There exists $r_{0}>0$ such that $B_{r_{0}}\left(x_{0}\right) \cap \partial\{u>0\}$ is a $C^{1, \alpha}$ surface for some $0<\alpha<1$. It follows that, in $B_{r_{0}}\left(x_{0}\right), u$ is $C^{1}$ up to $\partial\{u>0\}$ and the free boundary condition is satisfied in the classical sense. In addition, there is a neighborhood $\mathcal{U}$ of $x_{0}$ such that $\nabla u \neq 0$ in $\mathcal{U} \cap\{u>0\}, u \in W_{\text {loc }}^{2,2}(\mathcal{U} \cap\{u>0\})$ and the equation is satisfied in a pointwise sense in $\mathcal{U} \cap\{u>0\}$. If moreover $\nabla p$ and $f$ are Hölder continuous in $\Omega$, then $u \in C^{2}(\mathcal{U} \cap\{u>0\})$ and the equation is satisfied in the classical sense in $\mathcal{U} \cap\{u>0\}$.
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## Appendix

In this appendix we collect some result on Lebesgue and Sobolev spaces with variable exponent as well as some other results that are used in the paper.

Let $p: \Omega \rightarrow[1, \infty)$ be a measurable bounded function, called a variable exponent on $\Omega$ and denote $p_{\max }=\operatorname{esssup} p(x)$ and $p_{\text {min }}=\operatorname{essinf} p(x)$. We define the variable exponent Lebesgue space $L^{p(\cdot)}(\Omega)$ to consist of all measurable functions $u: \Omega \rightarrow \mathbb{R}$ for which the modular $\varrho_{p(\cdot)}(u)=\int_{\Omega}|u(x)|^{p(x)} d x$ is finite. We define the Luxemburg norm on this space by

$$
\|u\|_{L^{p(\cdot)}(\Omega)}=\|u\|_{p(\cdot)}=\inf \left\{\lambda>0: \varrho_{p(\cdot)}(u / \lambda) \leq 1\right\} .
$$

This norm makes $L^{p(\cdot)}(\Omega)$ a Banach space.
One central property of these spaces (since $p$ is bounded) is that $\varrho_{p(\cdot)}\left(u_{i}\right) \rightarrow 0$ if and only if $\left\|u_{i}\right\|_{p(\cdot)} \rightarrow 0$, so that the norm and modular topologies coincide. In fact, we have

Proposition A.1. There holds

$$
\begin{aligned}
& \min \left\{\left(\int_{\Omega}|u|^{p(x)} d x\right)^{1 / p_{\min }},\left(\int_{\Omega}|u|^{p(x)} d x\right)^{1 / p_{\max }}\right\} \leq\|u\|_{L^{p(\cdot)}(\Omega)} \\
& \quad \leq \max \left\{\left(\int_{\Omega}|u|^{p(x)} d x\right)^{1 / p_{\min }},\left(\int_{\Omega}|u|^{p(x)} d x\right)^{1 / p_{\max }}\right\}
\end{aligned}
$$

Let $W^{1, p(\cdot)}(\Omega)$ denote the space of measurable functions $u$ such that $u$ and the distributional derivative $\nabla u$ are in $L^{p(\cdot)}(\Omega)$. The norm

$$
\|u\|_{1, p(\cdot)}:=\|u\|_{p(\cdot)}+\||\nabla u|\|_{p(\cdot)}
$$

makes $W^{1, p(\cdot)}$ a Banach space.
The space $W_{0}^{1, p(\cdot)}(\Omega)$ is defined as the closure of the $C_{0}^{\infty}(\Omega)$ in $W^{1, p(\cdot)}(\Omega)$.
In some occasions, it is necessary to assume extra hypotheses on the regularity of $p(x)$. We say that $p$ is log-Hölder continuous if there exists a constant $C$ such that

$$
|p(x)-p(y)| \leq \frac{C}{|\log | x-y| |}
$$

if $|x-y|<1 / 2$.
If one assumes that $p$ is log-Hölder continuous then, there holds that $C^{\infty}(\bar{\Omega})$ is dense in $W^{1, p(\cdot)}(\Omega)$.
Some important results for these spaces are

Theorem A.1. Let $p^{\prime}(x)$ such that

$$
\frac{1}{p(x)}+\frac{1}{p^{\prime}(x)}=1 .
$$

Then $L^{p^{\prime}(\cdot)}(\Omega)$ is the dual of $L^{p(\cdot)}(\Omega)$. Moreover, if $p_{\min }>1, L^{p(\cdot)}(\Omega)$ and $W^{1, p(\cdot)}(\Omega)$ are reflexive.
Theorem A.2. Let $q(x) \leq p(x)$, then $L^{p(\cdot)}(\Omega) \hookrightarrow L^{q(\cdot)}(\Omega)$ continuously.
We also have the following Hölder's inequality.

Theorem A.3. Let $p^{\prime}(x)$ be as in Theorem A.1. Then there holds

$$
\int_{\Omega}|f||g| d x \leq 2\|f\|_{p(\cdot)}\|g\|_{p^{\prime}(\cdot)}
$$

for all $f \in L^{p(\cdot)}(\Omega)$ and $g \in L^{p^{\prime}(\cdot)}(\Omega)$.
The following version of Poincare's inequality holds.

Theorem A.4. Let $\Omega$ be bounded. Assume that $p(x)$ is log-Hölder continuous in $\Omega$. For every $u \in W_{0}^{1, p(\cdot)}(\Omega)$, the inequality

$$
\|u\|_{L^{p(\cdot)}(\Omega)} \leq C\|\nabla u\|_{L^{p(\cdot)}(\Omega)}
$$

holds with a constant $C$ depending on $N, \operatorname{diam}(\Omega)$ and the log-Hölder modulus of continuity of $p(x)$.
For the proof of these results and more about these spaces, see [11,14] and the references therein.

Remark A.1. For any $x \in \Omega, \xi, \eta \in \mathbb{R}^{N}$ fixed we have the following inequalities

$$
\begin{array}{ll}
|\eta-\xi|^{p(x)} \leq C\left(|\eta|^{p(x)-2} \eta-|\xi|^{p(x)-2} \xi\right)(\eta-\xi) & \text { if } p(x) \geq 2, \\
|\eta-\xi|^{2}(|\eta|+|\xi|)^{p(x)-2} \leq C\left(|\eta|^{p(x)-2} \eta-|\xi|^{p(x)-2} \xi\right)(\eta-\xi) & \text { if } p(x)<2 .
\end{array}
$$

These inequalities imply that the function $A(x, \xi)=|\xi|^{p(x)-2} \xi$ is strictly monotone. Then, the comparison principle for the $p(x)$-Laplacian holds since it follows from the monotonicity of $A(x, \xi)$.

We will also need
Lemma A.1. Let $1<p_{0}<+\infty$. Let $u$ be Lipschitz continuous in $\overline{B_{1}^{+}}, u \geq 0$ in $B_{1}^{+}, \Delta_{p_{0}} u=0$ in $\{u>0\}$ and $u=0$ on $\left\{x_{N}=0\right\}$. Then, in $B_{1}^{+} u$ has the asymptotic development

$$
u(x)=\alpha x_{N}+o(|x|),
$$

with $\alpha \geq 0$.
Proof. See [5] for $p_{0}=2$, [10] for $1<p_{0}<+\infty$ and [21] for a more general operator.

## References

[1] R. Aboulaich, D. Meskine, A. Souissi, New diffusion models in image processing, Comput. Math. Appl. 56 (4) (2008) 874-882.
[2] J. Andersson, G.S. Weiss, A parabolic free boundary problem with Bernoulli type condition on the free boundary, J. Reine Angew. Math. 627 (2009) 213-235.
[3] H. Berestycki, L.A. Caffarelli, L. Nirenberg, Uniform estimates for regularization of free boundary problems, in: Cora Sadosky (Ed.), Analysis and Partial Differential Equations, in: Lecture Notes in Pure and Applied Mathematics, vol. 122, Marcel Dekker, New York, 1990, pp. 567-619.
[4] H. Berestycki, B. Larrouturou, Quelques aspects mathématiques de la propagation des flammes prémélangées, in: H. Brezis, J.L. Lions (Eds.), Nonlinear Partial Differential Equations and their Applications, in: Collège de France Seminar, vol. X, Pitman, London, 1991, pp. 65-129.
[5] L.A. Caffarelli, C. Lederman, N. Wolanski, Uniform estimates and limits for a two phase parabolic singular perturbation problem, Indiana Univ. Math. J. 46 (2) (1997) 453-490.
[6] L.A. Caffarelli, C. Lederman, N. Wolanski, Pointwise and viscosity solutions for the limit of a two phase parabolic singular perturbation problem, Indiana Univ. Math. J. 46 (3) (1997) 719-740.
[7] L.A. Caffarelli, J.L. Vazquez, A free boundary problem for the heat equation arising in flame propagation, Trans. Amer. Math. Soc. 347 (1995) 411-441.
[8] S. Challal, A. Lyaghfouri, Second order regularity for the $p(x)$-Laplace operator, Math. Nachr. 284 (10) (2011) 1270-1279.
[9] Y. Chen, S. Levine, M. Rao, Variable exponent, linear growth functionals in image restoration, SIAM J. Appl. Math. 66 (4) (2006) 1383-1406.
[10] D. Danielli, A. Petrosyan, H. Shahgholian, A singular perturbation problem for the $p$-Laplace operator, Indiana Univ. Math. J. 52 (2) (2003) 457-476.
[11] L. Diening, P. Harjulehto, P. Hasto, M. Ruzicka, Lebesque and Sobolev Spaces with Variable Exponents, in: Lecture Notes in Mathematics, vol. 2017, Springer, 2011.
[12] X. Fan, Global $C^{1, \alpha}$ regularity for variable exponent elliptic equations in divergence form, J. Differential Equations 235 (2007) 397-417.
[13] J. Fernandez Bonder, S. Martínez, N. Wolanski, A free boundary problem for the $p(x)$-Laplacian, Nonlinear Anal. 72 (2010) 1078-1103.
[14] O. Kováčik, J. Rákosník, On spaces $L^{p(x)}$ and $W^{k, p(x)}$, Czechoslovak Math. J. 41 (1991) 592-618.
[15] C. Lederman, D. Oelz, A quasilinear parabolic singular perturbation problem, Interfaces Free Bound. 10 (4) (2008) 447-482.
[16] C. Lederman, N. Wolanski, Viscosity solutions and regularity of the free boundary for the limit of an elliptic two phase singular perturbation problem, Ann. Sc. Norm. Super. Pisa Cl. Sci. (4) 27 (2) (1998) 253-288.
[17] C. Lederman, N. Wolanski, A two phase elliptic singular perturbation problem with a forcing term, J. Math. Pures Appl. 86 (6) (2006) 552-589.
[18] C. Lederman, N. Wolanski, Singular perturbation in a nonlocal diffusion problem, Comm. Partial Differential Equations 31 (2) (2006) 195-241.
[19] C. Lederman, N. Wolanski, Weak solutions and regularity of the interface in an inhomogeneous free boundary problem for the $p(x)$-Laplacian, submitted.
[20] C. Lederman, N. Wolanski, On inhomogeneous minimization problems for the $p(x)$-Laplacian, in preparation.
[21] S. Martínez, N. Wolanski, A singular perturbation problem for a quasi-linear operator satisfying the natural growth condition of Lieberman, SIAM J. Math. Anal. 40 (1) (2009) 318-359.

## ARTICLE IN PRESS

[22] D. Moreira, L. Wang, Singular perturbation method for inhomogeneous nonlinear free boundary problems, Calc. Var. Partial Differential Equations 49 (3-4) (2014) 1237-1261.
[23] G. Ricarte, E. Teixeira, Fully nonlinear singularly perturbed equations and asymptotic free boundaries, J. Funct. Anal. 261 (2011) 1624-1673.
[24] M. Ruzicka, Electrorheological Fluids: Modeling and Mathematical Theory, Springer-Verlag, Berlin, 2000.
[25] P. Tolksdorf, Regularity for a more general class of quasilinear elliptic equations, J. Differential Equations 51 (1984) 126-150.
[26] J.L. Vazquez, The free boundary problem for the heat equation with fixed gradient condition, in: M. Niezgódka, P. Strzelecki (Eds.), Free Boundary Problems, Theory and Applications (Zakopane, 1995), in: Pitman Res. Notes Math. Ser., vol. 363, Longman, Harlow, 1996, pp. 277-302.
[27] G.S. Weiss, A singular limit arising in combustion theory: fine properties of the free boundary, Calc. Var. Partial Differential Equations 17 (3) (2003) 311-340.
[28] N. Wolanski, Local bounds, Harnack inequality and Hölder continuity for divergence type elliptic equations with nonstandard growth, Rev. Un. Mat. Argentina 56 (1) (2015) 73-105.
[29] Ya.B. Zeldovich, D.A. Frank-Kamenetski, The theory of thermal propagation of flames, Zh. Fiz. Khim. 12 (1938) 100-105. (in Russian); English translation in "Collected Works of Ya. B. Zeldovich", vol. 1, Princeton Univ. Press, 1992.


[^0]:    * Corresponding author.

    E-mail addresses: clederma@dm.uba.ar (C. Lederman), wolanski@dm.uba.ar (N. Wolanski).

