Journal of Electroanalytical Chemistry 774 (2016) 111-121

Contents lists available at ScienceDirect

Journal of
Electroanalytical
hemistry.

Journal of Electroanalytical Chemistry

journal homepage: www.elsevier.com/locate/jelechem

Ion transfer of weak acids across liquid |liquid interfaces @CmssMark

Franco Vega Mercado, Franco Martin Zanotto, Ricardo Ariel Fernandez, Sergio Alberto Dassie *

Instituto de Investigaciones en Fisicoquimica de Cérdoba (INFIQC), CONICET, Departamento de Fisicoquimica, Facultad de Ciencias Quimicas, Universidad Nacional de Cérdoba, X5000HUA Ciudad
Universitaria, Cordoba, Argentina

ARTICLE INFO ABSTRACT

Article history: The main purpose of this paper is to develop a model for the ion transfer of weak acids across liquid |liquid inter-
Recefved 1 APfll 2016 faces including ion pairing and non-ideal electrolyte solutions to calculate the half-wave potential. The main
Received in revised form 5 May 2016 equation derived in this model allows the simulation of different chemical systems, comprising multiple acid-
Accepted 6 May 2016

base equilibria, hydrophilic and hydrophobic neutral weak acids, and different anions, including ion-pair forma-
tion in the organic phase. Hence, several representative chemical systems are analysed in detail in order to dem-
Keywords: onstrate the usefulness of the model. In addition, simple criteria to evaluate the presence of ion-pairs in the
lon transfer organic phase as well as the calculation of the apparent ion-pair formation constants are included.

Weak acid © 2016 Elsevier B.V. All rights reserved.
Liquid|liquid interface

Half-wave potential

lon pairing

Non-ideal electrolyte solutions

Available online 12 May 2016

1. Introduction

The transfer of protonated species across liquid | liquid interfaces is reported in several experimental works in the literature [ 1-7]. In many of these
studies, the transfer of weak acids and bases has been found to depend on the pH of the aqueous phase and on their partition coefficient [8-39]. In
particular, the transfer of ions of weak acids has been extensively studied using experimental techniques in several works since the beginning of re-
search in the area [19,22,28,40-60]. A theoretical approach for modelling the transfer of weak acids and weak bases across liquid |liquid interfaces
was developed by several authors [21,25,33,34,38,61,62].

Girault and coworkers [19] proposed complete potential-pH diagrams of weak acids and bases at liquid|liquid interfaces based on the
equiconcentration boundaries as a function of the interfacial Galvani potential difference and the aqueous pH. These ionic partition diagrams were
calculated by taking into account the thermodynamic equilibria governing the distribution of the various acidic and basic forms of the molecules in-
volved in the transfer. Therefore, the diagrams define the domains of predominance of each species either in the aqueous or in the organic phase, and
they offer a global and direct visualisation of all the transfer mechanisms [1-5,7]. In recent years, a large number of ionisable drugs, such as acids,
bases, ampholytes or zwitterionic species, have been characterized using these ionic partition diagrams, showing the usefulness of the methodology
[18-20,22,26,46-51,56,58,59,63-73]. However, due to the assumptions involved in the model [19], these diagrams do not reproduce satisfacto-
rily the boundary lines where two processes coexist. Additionally, they do not include ion pairing, or the effect of non-ideality of electrolyte
solutions.

In a recent paper, we developed a model for the facilitated proton transfer or protonated species transfer across liquid |liquid interfaces including
ion pairing to calculate the half-wave potential [74]. This paper discussed extensively the effect of ion pairing on the domains of the potential-pH
diagrams. The main purpose of the present work is to generalize the model for the ion transfer of weak acids across liquid | liquid interfaces, including
ion pairing (IP) and non-ideal electrolyte solutions (NIES). The main equation derived in this model allows the simulation of different chemical sys-
tems, comprising multiple acid-base equilibria, hydrophilic and hydrophobic neutral weak acids, and different anions, including ion-pair formation in
the organic phase. Hence, several representative chemical systems are analysed in detail in order to demonstrate the usefulness of the model. In ad-
dition, simple criteria to evaluate the presence of ion-pairs in the organic phase as well as the calculation of the apparent ion-pair formation constants
are included.

* Corresponding author.
E-mail address: sdassie@fcq.unc.edu.ar (S.A. Dassie).

http://dx.doi.org/10.1016/jjelechem.2016.05.012
1572-6657/© 2016 Elsevier B.V. All rights reserved.


http://crossmark.crossref.org/dialog/?doi=10.1016/j.jelechem.2016.05.012&domain=pdf
http://dx.doi.org/10.1016/j.jelechem.2016.05.012
mailto:sdassie@fcq.unc.edu.ar
http://dx.doi.org/10.1016/j.jelechem.2016.05.012
http://www.sciencedirect.com/science/journal/
www.elsevier.com/locate/jelechem

112 F. Vega Mercado et al. / Journal of Electroanalytical Chemistry 774 (2016) 111-121

1.1. Theory

In order to derive the current-potential equation for ion transfer of weak acids across liquid |liquid interfaces, the following suppositions are
made:
a) The interface between the aqueous and the organic phase is stationary and planar.
b) Both phases contain enough inert electrolytes so that migration of the transferring ion can be neglected.
c) The rates of the acid-base association and dissociation processes are sufficiently large in comparison with the corresponding diffusion rates, so
that it may be assumed that acid-base association and dissociation are at equilibrium even when current is flowing.
d) The transfer of all species through the interface is reversible and diffusion controlled. The diffusion occurs in the x coordinate, normal to the in-

terface. The interface is defined at x = 0.

e) Double layer effects and adsorption are not considered in the model, as well as acid dissociation constant change between the bulk and the inter-
face.

f) The distribution constant of the neutral weak acid H,A does not depend on the potential applied and is defined by: Kpy a = ZE‘+"

g) All the charged species are perturbed by the potential applied to the interface and depend on the Nernst equation. ot

h) The diffusion coefficients in one phase are the same for all species. Of course, this assumption is not real for the H* in the aqueous phase,
but it is necessary to apply Matsuda's approach [75]. This assumption allows an important simplification of the mass balance equations
which may in this way be reduced to standard mass transport equations, similar to Fick's laws for the total concentrations. Furthermore,
the electrochemical signal in the limiting current region is always controlled by the diffusion of the weak acid species in aqueous buffered
solutions.

i) The total buffer concentration is higher than the total weak acid concentration so that the pH[= — log(a}}.)] value is constant.

j) lon-pair formation is considered only in the organic phase. lon-pair association and dissociation are at equilibrium even when cur-
rent is flowing, since the rates of the ion-pair association and dissociation processes are sufficiently high in relation to the corre-
sponding diffusion rates. Bulk concentration of the counterion of the supporting electrolyte is much higher than that of the
transferred anionic species.

k) Free H™ transfer is negligible in the potential range where the ion transfer of weak acids is observed and the free proton activity in
the organic phase is also negligibly small.

The acid-base equilibria of the weak acid are the following:
Ho A _HY + Hppim) AT
The i-acid dissociation constant in the o phase is defined by:

o a
aH(n—i—nA(H”f e

I(af)(‘iJrl) =@ (1)
H,—iA”™

fori =0, ...n. and o = organic phase (0) or aqueous phase (w).
The ion-pair equilibria of the anionic species with the cation (K*) of the supporting electrolyte in organic phase are the following:

Hy—iA'™ (0) + PK* (0)7 K,H, AT~ (0)
where the net charge of the ion-pair (i — p) may not be necessarily zero [76]. The overall ion-pair association constant is defined by:

al i
K,H,_;AT"P)~
K° g = —2 (2)
KpHy—iA @ @ P
H,_A~ "K'

The distribution of charged species at the interface is defined by the following Nernst equation:

C(S) i (0‘ t) VW i Zenarine F
pecies _ Tspecies exp{ species AW ¢_ AWqSO 4 }7 (3)
C\sléecies (07 t) Vgpedes RT ( o 0 SDeClES)

for species = H* or H, - A"~ (fori=1...n),c* .

face (x = 0) at any time. A}’ ¢y;: is the standard transfer potential of the H* species, AJ'$f} - is the standard transfer potential of the i-anionic spe-
cies and Yépecies and Yapecies, are the activity coefficients of charged species in the aqueous and organic phase, respectively.
The diffusion equation for the total weak acid is defined by Fick's laws:

(0, t) the i-anionic species concentration and ¢ 400 the proton concentration at the inter-

2 Ol
0 Aot _po 07 ator

ot % “)

where the diffusion coefficients (D) are assumed to be the same for all species in each phase (assumption (h)).
The total concentration of H,A is defined by the mass balance equation in each phase:

n
At = Cia + Z CLVHAH (5)
i=1
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CH Atot = CH"A + ZC AT + Z Z KpHy_ AP~ (6)

i=1 p=1

According to the boundary conditions, the flux of species across the interface is expressed by:

aCmAtot(O’ t) Do acanAtot(O7 t)

D A po SRACD (), ™

The total interfacial concentrations are expressed as a function of the convolution integrals using Laplace transforms [77,78]:

1 " et (MAT W _J©

Hoaoe(0,0) = C\l:\llnAtot_ (T[DW)% 0 (t—1) = “H,Atot (DW)% (8)
& atot(056) = & nor + (H;O)% ; an(;;m_t (Tr)zdr s % (9)
where ¢}, being the total concentration of weak acid in the a-phase at t = 0 and for all x values and are defined as follows:
Chator = Chipa (%, 0) + Zn; G a-(%,0) (10)
iz
n n_ i
Craor = Pua®,0) + > ) 4 (%.0) + bt n- (%.0). (11)

i1 1 p=1

The total initial concentration of all species in each o phase may be calculated at t = 0 as a function of the total initial concentration of weak
acid (C}_‘l“}\) introduced into the electrochemical cell before the experiment [20,21,61,62]:

C;-rllnlf\ - CHnAtot(X7 0) + Cﬁn/\tot(x7 0)= CVHV,j\tot + Cg:Atot' (12)
The total interfacial concentration of weak acid species in the system is obtained from Egs. (8) and (9) eliminating the convolution integrals:
Chuatot = CHyaot(0: ) + 68, Ao (0, 1) (13)

where § = (LE)’—V"V)%.
By using Eq. (13) it is possible to obtain all the concentration values at the interface at all simulation times.
By numerical integration of the convolution integrals:

Jit) = (DV)! [Cﬁ,;i\m—fﬁ,,mm(oa t)] (14)
it is possible to know the total current-potential response of the system:

[(t) = FAfy, At (O)- (15)

1.1.1. Activity coefficients

Electrolyte solutions are non-ideal, with an increasing shift from the ideal behaviour by increasing the concentration [79-86]. Local electrostatic
effects are generally considered to be the major source of non-ideality in electrolyte solutions and they are taken into account by using activity co-
efficients, y;, that can be calculated according to classical Debye-Hiickel (DH) theory [87,88] or by Fraenkel's smaller-ion shell (SiS) model [89-93].
The latter model is a fundamental generalization of the DH theory that takes into account the different sizes of spherically symmetric charged species
to calculate their activity coefficients. The activity coefficients for the different species are given by [91]:

A K 2exp [Ka (aa_b+ oz)] —RKa (aa_b+.a) —2
oy _ _ 2 0a « _ :
log (V) = —z; Ba (1 + Kaaa> {1 1+ Kby o } (16)
A K 2exp k(b a—0a)] —Ka(b—a—0a) —2
o 2 o ] _ B
log(y ) e By (1 + Kaaa> {1 1+ Kab—,a } (17)
where Ky = [% X Ia] lo =5 Z miz?; 8o = 4ngu;kBT, By = [8"“;'"”'\’“2 and Ay = (57355 1n10)Ba When the identity of the ions is defined in an exper-

iment, the closest internuclear dlstances for the specific ions used in the ionic solution between cation-cation (b o), anion-anion (b_ ) and anion-
cation (a,) can be used to explicitly solve Egs. (16) and (17). Recently, the activity coefficients of individual ions using an ionic liquid salt bridge
inserted in a Harned cell have been experimentally determined by the group of Prof. Kakiuchi [94,95] and successfully contrasted with the theory
of NIES developed by Prof. Fraenkel [89-93].
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Without loss of generality, we consider that all ions have the same size, a,=b. o=Db_  in order to include the smallest set of parameters in the anal-
ysis to be carried out in the last section of this paper. In this sense, the expressions of the activity coefficients given by the DH theory are obtained [88,91]:

A K
a\ . _ 2l (o3
log(v%) = —z2 By (1 + Kaaa> (18)
A K
o _ 2 (64 o
log(y%) = =22 Bg (1 + Kaaa) (19)

When the sizes of ions are experimentally available, Eqs. (16) and (17) can be easily included in the current model.

On the other hand, IP describes the association of oppositely charged ions in electrolyte solutions to form distinct chemical species called ion-
pairs. Different treatment can be employed to describe the ion-pair activity coefficient depending on its overall charge [76,83,85,96-99]. A simple
way to treat the overall charged ion-pair is to assign a mean ionic activity coefficient that is generally calculated on the basis of the overall charge
of the cation and anion [84,85,100]. Considering an overall charged ion-pair constituted by one anion and one cation (z, #z_), its mean ionic activity
coefficient in the organic phase can be calculated by the following equation:

A K,
lOg (’yg;ion pair) = _‘Z+Z_ ‘ B_Z <m) V (20)

This equation can be replaced by the following simplified expression: ¥ ; pair = VY22

It is important to remark that, an ion-pair of zero overall charge cannot be treated like a neutral molecule [76,85,96,101,102]. At best, it can be
regarded as a dipolar molecule, but it is probably more closely related to a charge-separated ion. The activity coefficient of an ion-pair with zero over-
all charge is given by [85,96,101,102]:

Vintr Vintr_VO
In ('Y?onpair) = |:1(03KTRT> Io (21)

where V"' is the sum of the intrinsic volumes of the cation and anion, V? is the standard partial molar volume of the electrolyte [85,101-108]; I, is the
ionic strength of the electrolyte in the organic phase and kr is the isothermal compressibility of the non-aqueous solvent [109,110].

1.1.2. Corrections by non-ideality for equilibrium constants
For simplicity, the apparent i-acid dissociation constants, K,&, in the o phase are defined by:

o & i) CX

Kr [ - ‘YHn—iA17 K « B H(n—x—l)AmU H ’

a(i+1) — ya o nyOL a(i+1) — o ( )
H(n—ifl)A('vDi H' Hn—iAH

and the apparent ion-pair association constants, K’ KPHHA(H»JJ’, are defined by:

p
0 ) 0 c° )
K° VA <71<+) o o CKpH AP 23
KpH, AP~ = 0 KpH,;Al"P~ — ( >P' (23)

(i—p)— 0 0
YK,H, a0 [a _(c
pHn—i HpiAl K*

In the case of the partition constant of the neutral species, Kp y a, We assume that the activity coefficient in both phases (Y] A and 3 ) are close to
unity [84].

1.2. Half-wave potential as a function of pH

The mid-peak potential, A'¢miq, can be determined experimentally from cyclic voltammetry by a simple relationship between the peak poten-

tials of the forward and reverse scans: %(A‘é%g’er;’,"frd AN A reac ). These potentials are reported in terms of the Galvani potential difference

referred to an extra thermodynamic assumption. Such assumption is that the ion transfer standard Gibbs free energies of the anions and cations
of tetraphenylarsonium tetraphenylborate are the same for all pairs of immiscible liquids [111]. The AY ¢miq value of the ion transfer not only highly
depends on IP but also on non-ideality of electrolyte solutions. As a matter of fact, the term half-wave potential, A}, has its origin in the polarog-
raphy literature, where it represents the potential at half the limiting current from a sigmoidally shaped polarogram [112]. Considering that all the
systems analysed in this work are electrochemically reversible and the transfer of charged species is a diffusion-controlled process, the mid-peak po-
tential can be regarded as the A, [74].

For the half-wave potential, where A%'¢ = A§'$ , the Nernst equation for H' species can be written as:

@ (0,4% o @ (0,A%
Ay = AV +R—FT In % (0.47612) — AV + g In (Vyv > + g In G (0.8591) . (24)
ay. (0,45¢1)2) Vi e (045612

According to Eq. (24), ¢+ is needed to determine A+, - is constant due to the presence of a buffer solution [61] and it is defined by
g = (y‘éﬂ)’l 107PH, The total concentration of weak acid species in the system can be calculated according to Eq. (13).
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Now, we will focus on the calculation of A¢/, for a single anionic species H(n_])Aj’ as a function of every other species present in the
electrochemical system. When the potential matches the half-wave potential, &3, )AJ (0,A%¢1/2) is equal to half the initial concentration of weak
acid, c‘{}‘i\, which is equivalent to the sum of all other interfacial concentrations: CH(H oA A-(0,A8d12),cfi,A(0,A8 D1 2), cKpH w_pAi-»-(0,A5 o'h1,2) and

i, oa-(0,45¢112) (with i#]) [74]:

init

= (0.83012) + &6k (0.431) +ZC

o (00)s

§ .Z] C;mfi)Ai_ (0,A‘3’¢)]/2> +§ .Z] Z]C;pHm—nA“_m_ (O’szd)l/z)
i= i=10p-

(25)
i#] %]
1mt
w
TR g (0.8791) +§Z 2w (04510,
Rewriting equation system, Eq. (25), as a function of cf;, (0,A¢'d;,) and ¢ 4(0, A ¢ ), the following equations are obtained:
i W i /0
q—l[jig\ n l:[] K n l:l i
B8 ol (0,4612) 8 1+ EKpma + D Ko > ’—,- 143K o (a)”
i=1 (C‘}’{"v i=1 { o (O szdh/zﬂ p=1
i#j (26)
i e
i w m]:ll Ka,m J /0 p
= EKpu,ACH,A (0-, Ay 471/2) — 7|1+ Z Ky, a0»- (acg)
[c“ 0,4Y qbl/z)] p=1

where cg is the bulk concentration of the organic supporting electrolyte and o (= c{,,/c3g) is the degree of its dissociation in the organic phase. The
Yo K-
Vir

fraction of free ions can be calculated from the apparent ion-pair association constant of the supporting electrolyte, K’ EE(: K2), and cg: by K ;’E

ferred anionic species.
By substitution we obtain a polynomial equation of degree n in c};. (0, AY by /2) which can be solved analytically when n<3:

0 LT

0 K
_oom=1
EKpu,a [c" 0,A" ¢1/2)}

n l_[Kam

/0 o VP — m—
1+ZK KoHiy_ AGP~ (acg) ] igl [H+ (0 AY ¢1/2>]

i#j

1+21<1<p

0 \P _
a0 (o) =

(27)

W

K

am
c"H‘Q)

In the case that n > 3, Eq. (27) can be solved using a numerical method [113,114]. From this main equation, we can calculate the half-wave po-
tential for any species in all the experimental conditions, including IP and NIES.

Below, the analytical expressions for A¢, , for n<2 are detailed. According to Eq. (27), the pH dependence of A¢; , for a monoprotic weak acid
(n=1andj=1) can be expressed as:

H —~

1+g1<DHA+Z

i=1

—

, RT o (1+EKpua)|  RT
Apyjp = Agvd)?/Z,A’ ——In|1 +H(,7w) +—= In(fya) (28)
F K F
where Agw;’/z?,r =AYy + 8 ln( it yio) + 5 BT In(€) + BT In (%) and fya =1+ I(/EAozcgE.
In the case of a diprotic weak acnd, the pH dependence of the A, can be written as follows:
forn=2andj=1:
Ay = A‘c’)\,d)q//Z.HA’ +
W
K3, (29)

RT 2 , o\ —1 3
F In {w {prHA“F’) + |:<fl(pHA”’pJ’> _4f1<pA<2*PJ*K :‘2 (gKD.HzAK :1> T(C‘l:lv‘)] } }
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/0
KphyaK a1

/ Yot
where AYdS  p- = A5df + 5 G + B In(§) + §F In (2

)T(EY) =1+ EKpp + IET +

W W
K 1K 45

2
()

/0
S 0 _
fiopno-r- =1+ Kpacg and fi yorn- =

1+K ;’m, ack +K f(z A(ac)?. With the following mathematical condition for the aqueous proton concentration:

0 W , 2 , , , 2 , —1
i Z4f1<pA<2*P>*I(a<2 { —Kai+ \/(K :V1> —4K aw,l K :Iz {gKD‘HzA {1 —K :.1 <f1(pHA<1’P)’> <4fl(pA(2’PJ’K Zz) } -1 } }

) B (30)
10 10 10
{2g1<D,H2 A [4 fronrn-K aa— (Fmrr-) K a_l] —8f, pan-K 3_2}
and, forn=2,j=2:

Axld)l/Z = A§“¢>‘]’//2‘Azf +

W W 1
RT Ky 1K 2 . o ) 1)
T m{—fKPHAM + [(prHAW) + 4 pen K 2 (KoK 31 ) T(cﬁ-)} }
2. K a.ZT(CH+>
here AV¢’ — AV RT | Vo BT In(€) + BT | KDHZAK/:JK,Z.Z
where Aj'd] , - = Ag by + 7 IN(G) + 5 In(§) + % n(iK,wK,w
HF a1t a2

2. Results and discussion

In this section we present four representative chemical systems to
demonstrate the usefulness of the model developed in Section 1.1. It is
important to note that the pH range that defines the different transfer
mechanisms depends on the chemical systems selected to illustrate the
capability of the model. In the first case (Section 2.2), we analyse two
chemical systems: a monoacid (HA) and a diacid (H,A), without consid-
ering ion-pair formation in the organic phase and NIES. In Section 2.3, we
study the effect of the ion-pair formation on the half-wave potential and
finally, in Section 2.4, we show the effect of IP and non-ideality altogether.

In every case, the initial potential will be taken as positive, i.e., the
voltammetric scans will always start from the positive side of the poten-
tial window. By convention, the transfer of a negative (positive) charge
from the aqueous (organic) phase to the organic (aqueous) phase will
produce a net negative (positive) current. In this sense, the different
charge transfer mechanisms are always described from the positive
values of the potential window.

2.1. Hydrophobic weak acid: n =1

Fig. 1 shows the pH dependence of the A¢; 5, for a particular hydro-
phobic weak acid obtained by evaluating Eq. (27) for n =1 without con-
sidering neither ion pairing nor non-ideality of the electrolyte solutions.
As it can be readily seen from the figure, the behaviour of the pH depen-
dence can be divided into two zones, as follows: if pH > 8.0, the transfer

-0.7 T T T T T T
A (w)

-0.8 - -
>

e 09 E
-=
qu

. 1.0 -
N
-
=

30 4t g

1.2+ -

1 1 1 1 i 1 i 1 i
0 2 4 6 8 10 12 14

pH

Fig. 1. Dependence of A, on the pH of the aqueous phase for a hydrophobic weak acid (n=
1). Simulation parameters: pK{pa = 6.00; log(Kp pa)= 2.00; AYa°'=0.250V and = 1.00.

of A~ formed in the aqueous phase to the organic phase occurs; in this
transfer process Ay, is independent of pH of the aqueous phase. On
the other hand, if pH < 8.0, the transfer process occurs by proton transfer
by interfacial deprotonation of the weak acid present in the organic
phase. Consequently, the dependence of A¢, , on pH values is a straight
line with a slope of 2.303%T.

It is possible to postulate a general transfer mechanism consisting in
two different processes: a general transfer reaction (transfer of A~
formed previously in the aqueous phase):

A" (W)ZA (o) (RI)
and proton transfer by interfacial deprotonation of the weak acid pres-
ent in the organic phase:

HA(0)Z H" (W) + A~ (0). (RID)

These proposed mechanisms for each case, represent the limiting
behaviours of a unique transfer reaction because the aqueous phase is
bufferized [35].

Finally, the analytical expression for the pH dependence of Ad1,»
without considering neither IP nor non-ideality of the electrolyte solu-
tions can be written as:

y RT RT
Ay = Al pa-— F In [K;V_l +cff (1+ g1<D,HA)] -F In (K‘ﬁ),
(32)

This expression is equivalent to the pH dependence of the A¢;, de-
veloped by Senda and coworkers (Eq. (2) in Ref. [43]).

2.2. Hydrophobic weak acid: n =2

Fig. 2a shows the pH dependence of A¢;, for a hydrophobic weak
acid obtained by evaluating Eqs. (29) and (31) for n = 2 without consid-
ering neither IP nor non-ideality of the electrolyte solutions. The behav-
iour of the pH dependence can be divided into different zones. The
domains of predominance of each species are defined by A¢;/, for
HA~(j=1) and A®>~(j=2). First, we analysed the pH dependence of
the half-wave potential for the A%~ species. The general behaviour can
be compared with the behaviour obtained by hydrophobic weak acid
with n=1 (see Fig. 1) and can be divided into two types, as follows: if
pH > 10.0, the transfer of A2~ formed in the aqueous phase to the organic
phase occurs, in this transfer process the A¢; » is independent of pH values
of the aqueous phase. On the other hand, if pH < 10.0, the proton transfer
process occurs by interfacial deprotonation of the HA™ present in the or-
ganic phase. Consequently, the dependence of half-wave potential on pH
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0.5 ——T— —T T
i HA" (w)
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Fig. 2. Dependence of A1, on the pH of the aqueous phase for a hydrophobic weak acid
(n=2) (a).A>~ (1) and HA™ (2). Species distributions as a function of the pH of the
aqueous phase for a hydrophobic weak acid (n=2) ((b) and (c)). HA™ in the organic
(1) and aqueous phase (4); A2~ in the aqueous (2) and organic phase (5); and H,A in
the organic phase (3). Simulation parameters: pKgj y,a= 4.00; pKgs na- = 8.00;
log(Kp,1,a)=2.00; AY'dfia- = —0.100V; AYd2:- = —0.250V and §=1.00.

values is a straight line with a slope of 2.303 &L, It is possible to postulate a
general transfer mechanism consisting of two different processes:

asimple A% transfer :

> (w)> A¥ (o) (RID

and an proton transfer process that occurs by interfacial deprotonation of
the HA™ present in the organic phase:

HA™ (0)2 H' (w) + A>(0). (RIV)

On the other hand, the pH dependence of the A¢,, for HA™ can be
divided into three zones, as follows: if pH < 6.0, the proton transfer oc-
curs by interfacial dissociation of the H,A species present in organic
phase. The dependence of half-wave potential on pH values is a straight
line with a slope of 2.303&T. On the other hand, if 6.0 < pH < 8.0, the
transfer of HA™ formed in the aqueous phase to the organic phase oc-
curs, in this transfer process the A¢; » is independent of pH of the aque-
ous phase. Finally, if pH > 8.0, the transfer process occurs by facilitated
proton transfer by interfacial protonation. Consequently, the depen-
dence of half-wave potential on pH values is a straight line with a
slope of —2.303 L It is possible to postulate a general transfer mecha-
nism consisting of three different processes. A proton transfer by inter-
facial dissociation of the H,A species:

HyA(0)ZH' (W) + HA™ (0) (RV)

a simple HA™ transfer:

HA™ (w)_ HA™ (o) (RVI)
and, facilitated proton transfer by interfacial protonation:
H* (W) + A2~ (w)ZHA™ (0). (RVII)

The analytical expressions for the pH dependence on the half-wave
potential can be written as follows:

forn=2andj=1 (prHA“,W, = prA\zfp,f = land Y{pecies = 1) :
, RT KY -1 e
A1y = AT D - + F Inq——2L o {l + [1 —4K3, (gKD.HzAKgJ) T(d{"*)]
2¢). T(c‘lj{‘t)
(33)

§Kpu,aK3

where AV}, ua- = Ay by + B In(€) +8F In( g and T(c.)

Ky K3 KY,

al
W v
Sar (]))

for the aqueous proton concentration:

2 -1
24K, { —K¥ + ¢ (K3 ) =4k, Kgg{gKD,HIA [1 —K3,(4K32) ] —1 }}

{26Kom,n[4K3,— K31 | —8K2, } -

=1+&Kpp + . With the following mathematical condition

(34)
and, forn=2 ,j =2 (ﬂ(PHAU*PJ* :fl(pA“*PJ* =1land %Ipecies =1 ):
w w0 RT K3iK3s o o \ g w :
Afdrp = A - +F In {%T’(c‘}g") { [1 +4K3, (gKD.HzAKa.l) T(CH’)] -1 } }
(35)

where AV, o = ANGR. + 5F In(8) + 5 In (i)

From the model it is possible to determine the concentrations of the
different species in the biphasic system at the half-wave potential. Fig.
2b and 2c show the species distribution as a function of pH for the
half-wave potential of A2~ (Fig. 2b) and HA™ (Fig. 2c), respectively.
As it was previously demonstrated [74], these distributions can be
used to determine which are the species involved in each boundary
line in the ionic partition diagram. The analysis of species distributions
is a useful tool to understand which species are responsible for transfer
processes at each pH value for different chemical systems.
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In the case of A¢;,, for A>~ (Fig. 2b), for pH comprised between 9.0
and 13.0, the predominant species are A2~ in aqueous phase and HA™
in organic phase. Therefore, the global transfer mechanism and the
half-wave potential for A2~ are defined by reactions (RIII) and (RIV)
(see Fig. 2b). On the other hand, for A¢,,, for HA™ and pH comprised
between 8.0 and 10.0, the predominant species are HA™ and A%~ in
aqueous phase. Therefore, the global transfer mechanism for HA™ is de-
fined by reactions (RVI) and (RVII) (see Fig. 2c). Finally, for pH com-
prised between 4.0 and 6.0, the predominant species are HA™ in
aqueous phase and HA in organic phase. Therefore, the global transfer
mechanism is defined by reactions (RV) and (RVI) (see Fig. 2c).

It is important to note that this model relies on using the same diffu-
sion coefficients for all species in each phase. Unequal diffusion coeffi-
cients can modify the difference between the two half-wave
potentials of the two anionic species. This change would be most notice-
able when these values were comparable (i.e. around pH 10 in the case
of Fig. 2a).

2.3. Effect of ion pairing on the half~-wave potential

Ion-pair formation in the organic phase is only negligible in solvents
with high dielectric constant. In the frequently used organic solvents in
liquid | liquid systems, ion-pair formation cannot be ignored [76,85,115-
121]. The effect of IP on the half-wave potential depends not only on the
association constant between the anionic species and the counterion of
the supporting electrolyte but also on the availability of counterions.
Hence, the value of the ion-pair association constant between the
supporting electrolyte ions directly affects the half-wave potential. In
general, in low polarity solvents, such as 1.2-dichloroethane, these
values for monovalent ions range between 10'M~! and 10°M~! for
supporting electrolytes whereas they are approximately 10*°M~! for
other ion-pairs [116-118,122-130].

In order to show how it is possible to analyse this effect on Ay, in
this section we show the most relevant results using a hydrophobic
weak acid with n = 2, as an example. Fig. 3 illustrates the pH depen-
dence of A¢;; for this hydrophobic weak acid in presence of IP. Similar
to the results present in previous report for protonated species [74], the
five zones shown in Fig. 2 are also present when incorporating ion-
pair formation. However, the reactions taking place in each one of
these zones are different and the boundary lines depend on the
value of the ion-pair association constant for the different species.

-0.4 T T T T T T

A" (w)

-0.5

-0.7

KHA (o)
@)

A5 112 - Apd H*/ V
5
[--]

09 RV KA (o) .
K A(o 1
1.0 A°) -
U]
ERNS -
0 2 4 6 8 10 12 14
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Fig. 3. Effect of IP on A, for a hydrophobic weak acid (n=2). A>~ (1) and HA™ (2).
Simulation parameters: pKgip,a= 4.00; pKghua-= 8.00; log(Kp, u,a) = 2.00;
AV dlia- = —0.100V; AYP%:- = —0.250V and € =1.00. Supporting electrolyte: c% =
1.00M, a=0.02 (considering K% =2x10°M~"). lon-pair formation constants: K¢y =
1x10* M1, K¢ = 1x10° M~ ' and Kk a=1x10"" M2

The following reactions apply when IP occurs. Facilitated A%~ trans-
fer by IP with K™:

A% (W) + K*(0)” KA~ (0) ,
2 e (RIII")

A* (W) + 2K* (0)7 K2A(0)

and an proton transfer processes occur by interfacial deprotonation

of the ion-pair, KHA, present in the organic phase:

KHA(0)Z H"(w) + KA~ (0) (RIV/)
KHA(0) + K" (0)Z H" (w) + K;A(0).

A proton transfer by interfacial dissociation of the H,A species fol-
lowing by IP:

HyA(0) + K" (0)ZH" (w) + KHA(0) (RV")
and facilitated HA™ transfer by IP with K™
HA™ (w) + K" (0)~ KHA(0). (RVI')

Facilitated HA™ transfer by K™ coupled to the interfacial protonation
of the A%~ species in the aqueous phase:
H* (w) + A2~ (w) + K* (0)"KHA(0). (RVII')

The fractions of each one of the species given by reactions (RIII-RVII)
and (RIII'-RVII") strongly depend on the ion-pair association constants
values. When the ion-pair association constants between the different
anionic species of the weak acid and the counterion of the supporting
electrolyte are of the same order, the general behaviour is comparable
but at higher potential than observed in the absence of IP. In contrast,
the behaviour changes when the constant value of IP between HA™
and K™ is lower than the other ones [74].

Measuring the half-wave potential as a function of the concentration
of supporting electrolyte represents the easiest way to experimentally
verify the formation of ion-pairs in the organic phase.

Fig. 4 shows the half-wave potential (at two different pH values)
and the dissociation degree of the ion-pair of the supporting electrolyte
as a function of log(c2g). For log(c2)> — 3, the half-wave potentials of
HA™ and A?~, present a linear relationship with a slope equal to

> 00 P .
el (2)
T2l // ]
> ) (@)
qo -0.4 | -
;\‘ 1 : Il : Il I Il
= 0o} pW 1
= @)
Bdo 0.2 4
(1) 1 1 1
T T T T T T T T T T T T T
1.0} g
3
05} .
(c)
0.0
1 i 1 i 1 L 1 L L i 1 i 1
5 -4 -3 2 -1 0 1

log(cy.)

Fig. 4. Effect of supporting electrolyte concentration in organic phase on A¢,, for a
hydrophobic weak acid (n=2). A>~ (1) and HA™ (2). Half-wave potential obtained at
pH 6.00 (a) and 9.00 (b). Supporting electrolyte concentration dependence of the
dissociation degree of the ion-pair of supporting electrolyte (c). Other parameters as in
Fig. 3.



F. Vega Mercado et al. / Journal of Electroanalytical Chemistry 774 (2016) 111-121 119

30mVdec™ . This value can be explained according to the limiting be-

haviour of the dissociation degree of the ion-pair of the supporting elec-

trolyte for highly concentrated solutions. Considering that the

dissociation degree can be written as o = 7“;5%, if 4cKgp >>1
SE'“SE

then a = —1—. The terms associated to the ion-pair formation can

Ve

be rewritten as follows:

0 c?
fiparo- =1+K I(HAH% (36)
SE

and

/0 c? 0 €Y
e =14+ K q | B+ K q SE 37
fl(pA‘2 P) KA KSE KA KSE ( )

Substituting Eqgs. (36) and (37) in Eq. (29), considering that
, o —1 , [0
(fl(pHA“’P)f )2 >> 4prA(z—p)—K ;2 (gKD,HZAK Z.l) T(C\lf\{,+) and K ;7(HA Ic(i>>

1, and performing some rearrangement the following equation is
obtained:

w w40 RT K,:,/l K,EHA RT o
Af iy = Al pua- + F In ——| T 5F In(c). (38)
e/ Kse T (CLV, )

On the other hand, substituting Eqgs. (36) and (37) in Eq. (31), con-

. . /0 0 0 © /0 0L .
sidering that Ky, , /’%»1 and K Koa g1+ Koga- s /;i it is easy to
SE SE

s
show that:

W W /0
/ RT K K K
Ay = A;V(;b?/szz— tF al 32 _ / 1<2f,\0
EKp,AK 216 \ /KK pn
RT
+ 5F In (CgE)' 59

Clearly, Eqs. (38) and (39) show the dependence of A¢q/,, with
log(csg) and the slope of its graphical representation equals to 2.303 &L
. This behaviour can be used as a simple criterion to verify the ion-pair
formation in the organic phase. It is important to note that the values
of characteristic parameters, such as acid-base dissociation constants
in the organic phase, partition coefficient and formal transfer potential,
calculated from experimental data can differ significantly from the actu-
al values when IP is neglected. Therefore, this issue can be experimen-
tally solved by using different concentrations of the supporting
electrolyte in the organic phase. A simple procedure to calculate the
characteristic parameters of the system from the half-wave potentials
measured experimentally is presented as Supplementary Information.

2.4. Effect of ion pairing and non-ideality in electrolyte solutions on the half-
wave potential

The effect of IP and NIES on A, is discussed in this section.
Hence, the electrochemical system discussed in the previous section
is here reviewed in the light of non-ideality calculated according to
the equations shown in Section 1.1.1. Fig. 5 compares the pH depen-
dence of the half-wave potential for HA~ and A2~ according to four
different levels of the model. Clearly, Fig. 5 shows that taking into ac-
count non-ideality and IP in the model causes a decrease in the half-
wave potentials for the transfer of both anions. This behaviour is the
consequence of the ionic strength effect on the values of the formal
transfer potentials for all the species, the apparent i-acid dissociation
and ion-pair association constants. In general, the values of the

apparent i-acid dissociation constants in both phases increase
according to the relationship between the activity coefficients, i.e.
Vi,a> Yiia- > Yy (see Eq. (22)). The formal transfer potentials for

the different anionic species are more positive than the standard trans-
fer potentials because yfja- > ¥ia- and yA>->ya>-. These relationships
between the activity coefficients are a consequence of the different di-
electric permittivity and the size of ions in both phases. In the case of
the apparent ion-pair association constants, the explanation is not triv-
ial because they depend on the different treatments employed to de-
scribe the activity coefficient of the neutral or charged ion-pairs. Both
ion-pair formation and non-ideality, shift the pH range where the
half-wave potential of the HA™ species is defined. This behaviour
must be taken into account to accurately calculate the partition coeffi-
cient values from direct measurement of the half-wave potential.

Fig. 6 shows the half-wave potential (at two different pH values) and
the dissociation degree of the ion-pair of the supporting electrolyte as a
function of log(cg;). For comparison purposes, the half-wave potentials
for both species calculated considering only the ion-pair formation are
included. Notably at pH 9.00, the half-wave potential of the HA™ species
is not defined over the full range of the explored concentrations. This
behaviour will be observed in any situation in which the pH value is
close to the intersection of two half-wave potentials of HA~ and A%~
(see Fig. 5). Therefore, the electrolyte concentration at which the half-
wave potential of A%~ reaches a constant value strongly depends on
the non-ideality. As discussed in the previous section, at pH 6.00 for
—4 <log(c%)< — 1, the half-wave potentials of HA~and A2~ present
a linear relationship with the log(c%) with a slope equal to
30mVdec™ . On the other hand, for log(c2:)> — 1, both half-wave po-
tentials drastically decrease because the apparent equilibrium constants
significantly change at high concentrations of the supporting
electrolyte.

3. Conclusion

A model describing the half-wave potential for ion transfer of weak
acids at liquid | liquid interfaces in the presence of ion pairing (IP) and

04T HA (o) HA" (w) A (w)
0.5 | S—— a

06 " csmsdihd

? 07l
T osl
%9 o8]
8 a0f
;z; Ry
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13

14
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Fig. 5. Effect of IP and NIES on A¢; , for a hydrophobic weak acid (n=2). A>~ (lines
(a)-(d)) and HA™ ( lines (a’)-(d’)). Lines (a) and (a’): without IP and NIES; lines (b)
and (b’): with IP and without NIES; lines (c) and (c’): without IP and with NIES
and lines (d) and (d’): with IP and NIES. Simulation parameters: pKgj n,a =
400;  pK% ua =8.00; log (Kp u,a) =2.00; AYdda = —0.100V; AV L = —
0.250V;and §=1.00. Supporting electrolyte: c¢; =1.00M, «=0.02 (considering
K3%=2x10>M~"), buffer concentration: 0.100 M, supporting electrolyte
concentration in the aqueous phase: 1,00 M. lon-pair formation constants: Kgua =
1x10* M~ 1, K@a- =1x10° M~ 'and K¢ o =1x10'" M2, NIES: &, =78.38 [91],
£1.2—pce=10.36 [4], 0,= 0.99704 g cm> [91], 01 5 _pcp=1.2458 gcm® [4], k.12
pee=0.846GPa™" [109], Vi§" =380 cm’®mol ', VRy =450 cm’®mol ™", Vi§ih = Vit =
250 cm’mol ! and Viya = Vi,a% =280cm>mol ~' [96,106,108,131,132].
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Fig. 6. Effect of supporting electrolyte concentration in organic phase on A¢, for a
hydrophobic weak acid (n=2). A>~ (1) and HA~ (2). Half-wave potential obtained at
pH 6.00 (a) and 9.00 (b). Dashed lines: with IP and without NIES. Supporting electrolyte
concentration dependence of the dissociation degree of the ion-pair of supporting
electrolyte (c). Other parameters as in Fig. 5.

non-ideal electrolyte solutions (NIES) is presented. The main equation
(Eq. (27)) derived in this research allows the simulation of several
chemical systems under different experimental conditions. It should
be mentioned, that the current model does not consider some aspects
that could influence the half-wave potentials, such as different diffusion
coefficients for each species in each phase and the fact that acid dissoci-
ation constants at the interface can be slightly different from those in
the bulk phases. Nevertheless, the proposed model is a powerful tool
to understand the general behaviour of the ion transfer process of
weak acids at liquid | liquid interfaces providing that the standard trans-
fer potentials of all the involved ionic species, the acid-base dissociation
constants in both phases, the partition coefficient of the neutral species,
the ion-pair association constants and the characteristic parameters to
describe non-ideality are available.

We used four representative chemical systems to demonstrate the
usefulness of the model. In the absence of IP and considering ideally di-
lute solutions (infinite dilution), we presented the pH dependence of
A/, for calculated results, according to Egs. (32), (33) and (35).
These results clearly illustrate the different domains limiting the ion
transfer of weak acids at liquid|liquid interfaces. Comparatively, the
system with n = 2 is selected to analyse the effect of the formation of
ion-pairs and the non-ideality of the electrolyte solutions. As a first
step, the effect of IP considering ideal electrolyte solutions was analysed.
As it has already been demonstrated in previous work for a protonated
weak base [74], not only A¢;, change but also the domains of predom-
inance of each species. Finally, the effect of both contributions, the IP
and the non-ideality of the electrolyte solutions, was analysed. The
half-wave potential for both anions strongly depends on both contribu-
tions. This behaviour is a consequence of the change in the values of the
formal transfer potential for all species, apparent i-acid dissociation and
ion-pair association constants due to the change in ionic strength. In gen-
eral, the value of the apparent i-acid dissociation constants in both phases
increase according to the relation between the activity coefficients.

In the light of our results, the validity of parameters, like acid dissoci-
ation constants in the organic phase and partition coefficient of neutral
species, measured from electrochemical experimental data deserves a
critical revision. From now on, the calculation of these parameters must
include the effect of ion pairing and non-ideality in electrolyte solutions.
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