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Abstract

Liquid crystals are synthetic and biological visestic anisotropic soft matter materials
that combine liquid fluidity with crystal anisotrppand find use in optical devices,
sensor/actuators, lubrication, super-fibers. Fratjyenesogens are mixed with colloidal
and nanoparticles, other mesogens, isotropic stdydhermoplastic polymers, cross-
linkable monomers, among others. This comprehensiiew present recent progress on
meso and macro scale thermodynamic modelling, igigtvhg the (i) novelties in
spinodal and binodal lines in the various phasgrdias, (ii) the growth laws under
phase transitions and phase separation, (iii) thquitous role of metastability and its
manifestation in complex droplet interfaces, (iv tvarious spinodal decompositions due
to composition and order fluctuations, (v) the fatimn of novel material architectures
such as colloidal crystals, (vi) the particle rigihase behaviour in liquid crystal

nanocomposites, (vii) the use of topological deféctabsorb and organize nanoparticles,



and (viii) the ability of faceted nanoparticleslittk into strings and organize into lattices.
Emphasis is given to highlight dominant mechaniams driving forces, and to link them
to specific terms in the free energies of these ptern mixtures. The novelties of
incorporating mesophases into blends, solutiorspelsions and mixtures is revealed by

using theory, modelling , computation, and visuaian.

1 - Introduction

Liquid crystals (LCs) anisotropic viscoelastic tsafatter materials displaying
long range orientational and partial positionalesycare responsive to electro-magnetic
fields, substrates and interfaces, temperaturecandentration gradients, and pH among
many other fields [1-4]. They are found in manylbgical systems (DNA, cellular
membrane, plant cell wall, etc.) [2;4;5] and forire tbasis of many functional and
structural materials and devices, such as LCD alyspllight valves, smart windows,
sensor-actuators, artificial muscle, carbon sujieré, among others [6-8]. There are
many different types of liquid-crystalline phasesich are also known as mesophases);
the simplest one is the nematic phase (N) that disiylays orientational order.

In most technological applications and biologisgstems, the liquid crystalline
material is not a pure substance but it is a métfrtwo or more species, where at least
one them is a liquid crystal. For example, in digpapplications, eutectic mixtures of
different liquid crystals are used, in order toduthe temperature range where the N
phase is stable [8] and reduce response time thramimization of viscoelastic
properties. Another important example is cell doms where a model has been proposed

that explains centriole formation in terms of afprential segregation of a solute to the



core of topological defects [9]. Mixtures of liqualtystals with other materials such as
polymers [10-22] and colloidal particles [23-32]veabeen widely studied due to their
interesting physics and potential for technologicadovation. A mixture with a high
mesogen concentration can remain homogeneous dmavdesssentially as a pure
material (with modified properties), but the middwan also phase-separate, leading to a
heterogeneous material with complex morphologies @aer parameter gradients that
can significantly affect and improve its propertieven the simplest binary mesogenic
mixtures are characterized by conserved (concemtjaand non-conserved (orientatioal
order) order parameters whose couplings generatetimermodynamic instabilities and
non-classical phase transition kinetics. Understapndhe phase behavior and the
dynamics of phase transitions and structure folmaitn mesogenic mixtures is thus a
fundamental aspect of liquid crystal science actrielogy.

Theory and simulation of liquid crystal thermodgmes have contributed both to
fundamental understanding and to practical appiinat Molecular [33;34], mesoscopic
[33], and macroscopic [3;35], LC models have beedely used and are now being
integrated in multiscale simulation approaches .[38] this review we focus on
mesoscopic and macroscopic approaches describiagtirmodynamics of phase
equilibrium, phase transitions and structure foramatin liquid crystal mixtures and
composites, emphasizing the work of our group imau&c liquid crystals, in the last few
years. In this type of models the state of ordeahefnematic phase is described by means

of the quadrupolar tensor order paramé&edefined as [1;3;4;35]:
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whereS is the scalar uniaxial order parameteris the biaxial order parametéy,s the
unit tensor anch, | andm are the eigenvectors f. The scalar uniaxial order parameter
S measures the degree of molecular alignment albegaverage orientation. The
biaxial order parameter measures the deviatiorh@fmolecular alignment distribution
from axial symmetry, even uniaxial phases (whBr® in equilibrium), can display
biaxiality under the effect of external fields asutfaces and in the vicinity of topological
defects.

The organization of this review is as follows. lacgon 2 we describe the
calculation of phase diagrams, including phase istenxce (binodal) and stability limit
(spinodal) lines. Section 2.1 deals with mixturégpolymers and LCs, section 2.2 with
mixtures of two LCs and section 2.3 with dispersminnanoparticles (NP) in LCs.
Section 3 describes the dynamics of phase transktighlighting the effect of mixed
conserved and non-conserved order parameters. ciorse3.1 the dynamics of an
interface in a phase transition, describing a rate and growth process, is analyzed,
while in section 3.2 spinodal decomposition is dgsed. Section 4 analyzes different
aspects of structure formation; in section 4.1ghase morphology in a phase separated
system is presented, section 4.2 discusses thetd#fecture in a mixture and section 4.3
presents textures and defect configurations ingbedfilled nematics. Finally, section 5

presents the conclusions.

2 — Phase equilibrium
The starting point for the calculation of phasegdsns is an expression for the

free energy density, as a function of the relevant thermodynamic \des As the free



energy in an unperturbed bulk system does not depanthe direction of the liquid
crystal orientation, the scalar order parametefceuto describe the thermodynamic
state of the system. In a uniaxial material thevaht thermodynamic variables are the
nematic uniaxial order paramef&rthe liquid crystal concentratiopand the temperature
T. The equilibrium condition is that the chemicakgrgials of each component are the
same in each phase. In addition, the free energgaalm phase has to be minimal with
respect t&S. Traditionally, phase diagrams of mixtures invotyia low molecular weight
nematic LC and another substance are describedrapining the Flory-Huggins theory
of mixing [37-41] and the Maier-Saupe theory of @i ordering [10;12;17;20;42;43],
or some of their generalizations or modificatioakhough other approaches have been
used too. Maier Saupe’s model describes the syistéenms of an anisotropic energetic
interaction, neglecting excluded volume effects,itsis suited for short LC molecules
(low molar mass mesogens). High molecular weigtts b@&luding fibers and platelets
have been modeled with Onsager’s model [44-46]chvis based in excluded volume
and it is strictly valid for a infinite aspect ra¢i. Combinations of both approaches
(excluded volume plus energetic interactions) hé&een proposed too [10;17]. A
different approach was taken by Flory, who derigetheory based on a lattice model
[47-49]. A rich variety of phase diagrams have beéescribed in the literature with
different degrees of complexity, generic phase rdiag of the simplest mixture (LC +
isotropic substance), are shown in fig. 1 and belldescribed in the following paragraphs

and sections.



Figure 1. Schematic of phase diagrams of mixtures contaiaimgmatic LC and a non-
nematogenic species. | and N indicate isotropic rewhatic phases. Full lines indicate
binodals, dotted lines are spinodals. (a) with dairfmetastable) I-1 phase coexistence,
dashed lines indicate the NIT line and the metéstélh binodal (b) with I-I phase
coexistence (The NIT line and the nematic spin@aal not shown for clarity reasons).
Positions indicated as a, b, ¢ show different gheacleading to different spinodal

processes as discussed in section 3.b.

As shown in fig.1 Several regions can be defined phase diagram of mixtures
involving LCs. Firstly, theT-gdiagram can be divided in a region where the ogotr
phase is the equilibrium state of an homogeneolsi@o, and another region where the
nematic phase is the equilibrium state. The lingtween these two regions is called
nematic-isotropic transition (NIT) line [10;17], damepresents the first order transition of
an homogeneous mixture, when phase separatiort gllowed. This line represents an

“extension” of the transition temperature of theglC, Ty, to the mixture. When

phase separation is allowed, the equilibrium phasesgiven temperatures are given by
binodal lines, and the region comprised insidenadi@l correspond to phase coexistence.

In the simplest mixture, two binodals can existieanatic-isotropic (N-I) binodal and an



isotropic-isotropic (I-1) binodal. As this two cwes depend on different physical
parameters, they relative location can vary frome amxture to another; the I-1 binodal
might be placed at high temperatures and can beradss in equilibrium (Fig. 1b), or it
can be buried bellow the N-I binodal at lower tenapares, so that the equilibrium phase
diagram only shows I-N coexistence (Fig 1a). Iis ttase, the |-l coexistence represents a
metastable state.

Spinodal lines represent the limit of stabilitylafmogeneous phases with respect
to molecular fluctuations. The spinodal conditisnmet when an infinitesimal variation
of a given variable produces a decrease in the dreggy (a strict discussion on the
spinodal criterion can be found in refs. [12;49%Peveral spinodals can be defined,
corresponding to different instabilities. The I{irsodal represents the stability of a
homogeneous isotropic phase respect to phase #eparso inside this region an

isotropic phase is unstable with respect to comagan fluctuations. The I-I spinodal

2/ _ . . : - .
line is given by the conditioa %402 =0. The nematic spinodal is the limit of stability of

a homogeneous nematic phase, with respect to étiohs in order or composition (This
spinodal is often considered to extend up to isrgection with the NIT line, but actually

it extend to higher temperatures. For the corraftdutation of this line see refs. [12;49]).

2 2 2
It is given by the conditiona %q,,za %Sz_a %sagozo. Finally, another spinodal can
be defined, the isotropic-to-nematic spinodal whishthe limit of stability of a

homogeneous isotropic phase with respect to fltictus of the order parameter and it is

2
defined by the conditioa %52 =0, evaluated witls = 0. In previous works, usually the

NIT line was considered to be stability limit of asotropic phase respect to order



fluctuations, but between the isotropic-to-nemaspinodal and the NIT line,

2f . . .
o 52 >0and S = 0 represents a local minimum of the free enesgythe isotropic

phase is metastable (this is very well known farepuCs but it was usually ignored for
mixtures). These spinodals are schematically shaviAigs. 1a and 1b by dotted lines.
Figure 1 shows schematics of phase diagrams ofuneitcontaining a nematic
LC and a non-nematogenic species including binodats spinodals. | and N indicate
isotropic and nematic phases. Figure 1(a) corraspornighly a miscible mixture, with
buried (metastable) I-I phase coexistence, andr€id(b) to the case of low misciblitily
with demixing in the isotropic phase. Charactesigtositions corresponding to different
guenches leading to different spinodal processefdicated as a, b and ¢ and discussed

below in section 3.b.

2.1. Polymer — liquid crystal mixtures.

Phase diagrams of different types of PDLCs have Istedied by several groups
[10-22]. Low-molecular weight LC mixed with thermaptic (i.e. not crosslinked)
polymers, are described by Maier-Saupe / Flory khgytheories, which gives the type

of phase diagram shown in fig. 1. The dimensionfesss energy density is given by [11-

15;19;20]:
Vreff _ 9 l_¢ _ — }_V 2—_¢
" In(qo)+—\£ In(1-¢)+x¢(1 40)+2 [C¢S 0 In(2) (2)

wherevi is an arbitrary reference volumec andvpe are the molar volumes of LC and

polymer, (non-dimensionalized with respectig), x is the Flory interaction parameter,

¢ 1
v=4.54Ty/ T is the Maier-Saupe quadrupolar parameterzzlexr’[{(”s( ’3‘3)} & is the



partition function. The first three terms corresgda the isotropic contributiorfi{) and
the last two terms are the nematic free enefgy The main variables controlling the
phase diagram are the interaction parameter ancelagve volumes of the species. For
highly compatible or low molecular weight specitge mixture is miscible and a phase
diagram like Fig 1a is observed, as the molecuksigt or the chemical incompatibility
increase, a phase diagram like Fig 1b is obselweaddition, as the molecular weight of
the LC increasesly, increases. For large enough molecular weight,uebed volume
effects becomes predominant, in these conditiofghienney” can appear in the phase
diagram, as observed in fig 2 [17;49]. This meduag, tfor a concentration of LC higher
that certain value, the system is in a nematic @lasevery temperature. This can be

represented by adding an excluded volume term ® dhadrupolar interaction,
v=a, +h wherea, and b, are constants arising from excluded-volume andgatie

interactions respectively. In Onsager’'s the(anf%%a, where L and D are the length

and diameter of the LC molecule [10;17].



Figure 2. Phase diagrams of mixtures of a flexible polymed a “long” liquid crystal.
The dimensionless temperature is defined=dsy. The phase diagram is calculated with
Vp= 2,b,=2.5, andv c=L/D= 4 and 6 as shown in the figure. Adapted fr@h[17], with

permission of Elsevier.

In the case of a cross-linked polymer, the secenah in eq 1, which represents
the translational entropy of polymer chains, isesibsand in addition the elastic energy of
the polymer network has to be taken added to #e énergy. Several expressions have
been used for the elastic energy in the literatun@ discussing them is beyond the scope
of this review, a simple and classical expressiaseld in Flory-Rehner theory of rubber
elasticity is [11;13;14;50]:

Vre fe - 3 2/3 2/3
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wherene is the number of elastically active chainsglis the polymer volume fraction
when the network is formed (it can be differentnird-gif the network is produced in-
situ during a polymerization process, for exampé)d A and B are functions of the
concentration and the functionality of the crosgdi. The simplest biphasic equilibrium
in this case consist in a swollen gel and pure in(inciple, equillibrium between two
gels with different degree of swelling or nematidsgcan also exist). In this case, there is
always a “chimney” in the phase diagram, as thecgehot be infinitely swollen at any
temperature. Benmounet. al. analyzed [11;13;14] the phase diagrams predicted b
different models for the elastic free energy. Aresentative phase diagram for this type
of system is shown in fig. 3.

Das and Rey analyzed the computational aspecthadepdiagram calculation
[17], specifically the numerical accuracy of di#fet ways of calculating the nematic
partition function term in Maier-Saupe’s energy. eyhanalyzed three different
approaches: A Landau-de Genes (LdG) fourth-ordémpmial expression, based in a
Taylor expansion of the integral, and two numericdkgration schemes: Gaussian
guadrature and Simpson's rule. A LdG expressioattimctive from a computational
point of view, as it is simple to implement and uigs less calculations than other
techniques. But the Taylor expansion was also shimwoe the less accurate approach.
They concluded that a fourth degree Taylor expansias very inaccurate, and Gaussian
integrations must be performed with about 30 poiatgive a result comparable to the
more accurate Simpson’s rule. Later, Soule and [B&} proposed another strategy to
obtain a highly accurate LdG expression: not a diagkpression, but a least-square fit of

the free energy with a polynomial of the desiredrde. It was shown that a very accurate



reproduction of the free energy and the phase amagrcan be obtained by using

polynomials of degree four or five in a relativeljde range of temperature.
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Figure 3. Phase diagram of a mixture of nematic liquid amdoss-linked polymer. NLC
and ILC denote the pure LC in nematic or isotrogtiate, swollen gel is the polymer
network swollen by the isotropic LC. The horizondaitted line is the N-I transition of

the pure LC phase. Adapted from ref. [13], withrpisision of John Wiley and sons.

2.2. Liquid Cristal — Liquid Crystal mixtures

In a mixture between two LCs, there are two isatggmatic transitions, each
one corresponding to each of the liquid crystal42-55]. The resulting nematic phase
in the mixture of components “1” and “2” can be lsticatS;>S, (phase W), $>S (phase
N) or §=S,. This is controlled by the interactions betweea tilvo components ant,
asymmetry [54;55]. For ideal mixtures, the NIT teargiure of the mixture is a linear

interpolation ofTy;; and Ty, 2 while for strong deviations of ideality, azeotrjutectic



behavior can be observed [52;54;55]. In genera, ghase N exist for compositions
between the azeotrope and pure “13,étween the azeotrope and pure “2”, and for the
azeotropic compositior§=S,. For ideal mixtures, the component with highgr will
have a highe&.

Maier Saupe theory can be applied to describe aatemixture, the nematic

contribution to the free energy is [14;52-55]:

Vref fn _ 1 V;L 1 V12 @ @
RT (9231 + ®’S’ +_2qu §§—?1In( a—r—zln( 2 (4)

wherev,=b.1/T, vo,=bn/T andvi,=b,1JT. This scalar formulation was first introduced by
Brochard et. al. [52], recently Golmohamadi and Rey [54;55] derivil@ tensorial
equations, which reduce to the scalar equatioa faniaxial phase in equilibrium.
Brochardet. al. first [52], and later others [14;53-55], descrilqg@thse diagrams
with complex shapes, including not only I-N and phiase coexistence but also N-N
coexistence, both with maximum and minimum tempeeatazeotropes for generic

mixtures. Some of them are shown in figure 4.
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In a recent work, Golmohamadi and Rey [54;55] @l on modeling the
structure and properties of the nematic phase,yayplthe model to carbonaceous
nematic mesophases, which consist in mixtures etatic molecules with similar
chemistry and different molecular weight. They cameld the theoretical model with
experimental information foly; as a function of molecular weight (recall thathgg

molecular weight is associated with a highgyg). An important result was the

guantitative classification of the behavior of tmexture in terms of the value of the

interaction parameter (defined A&sbp1 b2 and the molecular weight differentd,

which is shown in Fig. 5.
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A second important result was the derivation ofinalytical expression for the

azeotropic composition:
T
(1- ml,c)(l-AMj 2 -m,

p= (5)
AM TNI,2
(1— 2mzyc) /1— M, Ty

whereM; is the molecular weight of “1”"my . andm, ¢ are the mass fraction of “1” or “2”

at the azeotrope. With this equation the interacfi@rameter can be determined by

measuring the azeotropic composition.

2.3. Dispersions of Nanoparticles in Liquid crystks

Phase diagrams for dispersions of micron-collopkatticles and nematic liquid
crystals have been studied in the past by sevathbes [26;28;30;32;56-58]. A colloidal
particle embedded in a nematic phase induce eldstiortions in the director field and
the formation of topological defects [23;24;59-6&hich increases the total free energy
producing a decrease in the NIT temperature. lorgimuous solution-thermodynamic
formalism [28;56;58], this effect is introducedasinteraction term, proportional {f1-
®<. In addition, the formation of ordered arrays aftjtles is dictated also by elastic
effects. In this case of micron-sized particles ¢miarger than single molecules), elastic
effects dominate the free energy. For nano-sizeiicfes, the situation is different in that
the size of the particles is comparable to the sfza molecule, so mixing entropy and
entropically-driven hard-sphere crystallization @®e relevant. Theoretical studies of
phase diagrams for NPLC have been recently prasd@@28;58]. Simple models

consider two first-order transitions: nematic omndgr of the LC and colloidal



crystallization of the particles. Such a model viiast presented by Matsuyama and
Hirashima [28], and later modified by Sowdé al. [58], who considered the following
modifications. First, as the particles are notiféx chains, Flory-Huggins theory has to
be modified. This is done by introducing an exchlielume term, obtained from
Carnahan-Starling equation of state. This idea Wwa&$ proposed by Ginzburg for
polymer nanocomposites [63], and has been widedd ssce then [26;64;65]. A second
modification is considering that the interactiome proportional to the contact areas, and
not to the volumes of the components [58;65]. Bysidering that the nematic
guadrupolar interaction is also proportional to toatact area, a consistent dependence
of the isotropic-nematic transition with particledrus is reproduced (i.e. as the particle
radius increaseJy, of the mixture increase, approaching the valuehef pure liquid
crystal in the limit of infinitely large particlesThe free energy for this system is written
as the summation of four contributions, isotrogig)( nematic orderingf{), crystalline

ordering {crys) and specific interaction$ ) [26;28;58].

Vel ot 4t af ot
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_4c Ap Due (444\”’ _ w’\“’z)
i =fcin(g)+Ben(g,)+LelTe TR,
iso Ve (¢7|_c) Vi (¢7NP) Vo (1_%P)2 Xouetef L (7)
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The third term in eq 7 is the Carnahan Starlingtr@ouation, ¢ c = @cac/( @cac
+ @upanp) is the area fraction of liquid crystalyr anda,c are the area per unit volume of
the particle and liquid crystaly is the crystal order parameted, is the positional
partition function of the particleg is an excluded-volume parameter (=14.95 for hard
spheres)w is a binary nematic interaction parameter thabaot for anchoring at NP
surface and nano-scale disruption of order,@isda crystal-nematic coupling parameter,
which phenomenologically account for the fact thatordered array of particles can be
favored by elastic forces in a nematic matrix [28].

Figure 6 shows some representative phase diagralnslated by Soulet. al,
for different NP radius. Miscibility is a balancettween the entropic and enthalpic terms,
which depend on the patrticle radius in differentywlaor small particles, increasing the
size decreases miscibility(entropic effect prevaithile for large particles the opposite

happens (enthalpic effect) [64;65]
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Figure 6. Calculated phase diagrams for NP-LC mixtures, issngby eqs , with the
following parametersy c= 3,a c= 4.66,y = 2.5, w = c = 0, and different values of NP
radius: (@)Rwe = 0.9, (b)Rnp = 2, (C)Rnp = 6 (herevyp = 4/3mRyp° andane = 4TRypY).

Adapted from ref. [58].



This model was later extended to system consistinignctionalized NPs [32],
where the metallic core of the particle is coatgcalmixture of two different ligands: a
long ligand with a messogenic group, and a shdaglial ligand. A phenomenological
expression for the interaction parametewas introduced for the entropic and enthalpic
effects produced by the partial penetration of LGleuoules in the corona of ligands,
taking into account that the two ligands have dedint size. This situation is

schematically shown in figure 7.

Figure 7. Schematic of a particle coated with a mixed ligéager, in presence of LC
solvent (black ellipsoids). Region A is the goldresoRegion B is the inner layer
composed of alkyl chains (zigzag lines), and Reg@ida the outer layer composed by the
mesogenic group of the ligands (white ellipsoidd)e partial penetration of the solvent
molecules into the outer layer of the corona issshdExamples of LC solvent molecule
in direct contact with an alkanethiol chain andhwa liquid-crystalline ligand are

indicated by the grey arrows.

The proposed expression for the interaction paranast a function of the fraction

of long ligand was:



X= A (6-0.5)~0.25]+

6+B,(1-6
20+5,(1-0) o

The first term is the entropic contribution andaitsymmetric parabola with a
minimum at8=0.5. This terms takes into account that the patietr of LC molecules in
the corona is maximum (so the entropy is minimuon)itie case of mixed ligands, and it
is negligible (the entropy was taken as 0) for nasoof pure ligands where there is no
free volume. The second term is the enthalpic dmution and it is a linear function of
the number of contacts between solvent-alkanetigahd and solvent-liquid crystalline
ligands (the number of contacts with each ligand w@nsidered to be proportional@o
and 10). This model was able to reproduce a non-trivigdaibility trend for a series of
nanoparticles, showing maximum solubility férclose to 0.5, partial solubility fa&d=1

and negligible solubitily fo8=0.

3 — Dyamics of phase transitions

There are many approaches to modeling the dynawhigkase transitions. In the
continuum formulation, based in macroscopic therynatghic variables, an equation of
change is formulated for the order parameters haadoncentration. These equations can
be complemented with some equation for the vanatd pressure (in compressible
systems), temperature and velocity.

Hohenbergh and Halpering [66] classified the dyiwamodels in terms of the
relevant variables describing the process. A syswdth only non-conserved order

parameters is known as model A and it is descrifyetthe following dynamic law:



0y Oy (O
ot - Mgy Mw(aw Damwj (12)

where W is the order parameter ardrepresents the functional derivative. Here and

bellow, M; represents a mobility corresponding to variable Iin order to describe

nematic order, the tensorial formulation is used e model A equation becomes:

This equation is phenomenological in principlethie simplest equation that guarantees
that the entropy of the system decreases monothniedh time, although there have
been several works relating this equation with méredamental laws from non-
equilibrium thermodynamics or molecular theories-®].

A model described by a conserved variable is kn@snmodel B and it is

described by Cahn-Hilliard equation:

op of _ of
99 _pgimpl L -g 2
ot { ’ (aw 6D¢)ﬂ (14)

In this case, as there is an extra restrictiomgeovation law), the minimum
equation is different. Cahn-Hilliard equation cathough as a generalization of Fick’s
law and can be derived from Onsager’s irreverdid@modynamics or other formalisms
[67-69].

In the case of a mixture undergoing an order-dsotransition, the minimum
model has to account for ordering and concentratr@hthus requires one non-conserved
and one conserved order parameters, this is knosvrmadel C. More complex

formulations can include an equation for energy moednentum transfer.



3.1. Interfacial kinetics - Metastable fronts
The growth of a nematic spherulite can be represeby the interface normal

velocity v; which it is experimentally found to follows a powew with time,v; = dR/dt

= a.t, wherea is a constant (related to the driving force), amel éxponenh depends of
the type of phase transition process(.5 for diffusional anch=1 for non-difussional
transformations). For the case of a pure liquicsi&aly it is observed that=1 for large
undercooling, whilen approaches 0.5 when the temperature is close dobthk
equilibrium transition conditions [70-72]. Traditially this was ascribed to the effects of
interfacial energy (the argument was that, as thesttion temperature is approached,
interfacial energy dominates over bulk energy amel process is driven by interfacial
dynamics), but recently it was shown that it is tlo¢ interface, but the latent heat
released by the transition which produces th#s1 [73;74]. The coupling between a non-
diffusional process (phase ordering) and a diffugioone (heat transfer), lead to a
complex dynamic behaviour.

As mentioned before a first order transition in iatare is described by model C,
which couples a difussional and a non-diffusionalamic equation corresponding to the
non-conserved and the conserved variables respBctiv one variable is much faster
than the other, then the dynamics will be contcbldg the slower variable and will show
n=0.5 or n=1 depending on the case. When the two variable® l@ comparable
dynamics, then the value of is intermediate. A characteristic feature of tmsxed
process is that, as the diffusional velocity desesawith time while the ordering velocity
remains constant and the system is controlled bystbwer variable, at long enough

times the system will be always controlled by dftin [75;76]. So, even when ordering



is slower at first and the initial growth exponapiproaches 1, it will decrease with time
and approach the diffusive value of 0.5.

Another interesting feature of phase transformatigrthe possibility of formation
of metastable states. For example, as discuss#teiprevious section, |-l coexistence
can be buried bellow I-N equilibrium (fig.1a), atltus be metastable. If an isotropic
phase is quenched to a large undercooling, theepcesof this metastable equilibrium
can affect the dynamics of the system and the nadi@sphase can be formed through
different mechanisms. Bechoeffet. al. [77;78] first found, for a model of non-
conserved order parameters, that an interface aaparthe stable phases can
spontaneously split in two, so a third phase (tletastable one) is formed. Later, Evans
et. al [79-81] analyzed the case of a conserved grdeameter (COP). More recently,
Soule and Rey [75;76;82] analyzed the case of mixeldr parameters, and found a
complex behavior, arising from the more complexatgics and phase behavior.

There are two main factors controlling the struetof the interfaces appearing
during the dynamic process: 1 — the relative lacatf the initial condition with respect
to the metastable I-I coexistence curve in the @ldhiagram, 2 — the relative mobility.
The position in the phase diagram determines tlssiple mechanisms available for the
appearance of a metastable phase [82]. This isrshofigure 8 and will be discussed in
the following paragraphs.

In the phase diagram indicated in figure 8, fourarelteristic phases,
corresponding to the stable and metastable equalliban be found. These are indicated

in figure 8 with greek letters as followa: and[3 correspond to the stable-equillibrium

nematic and isotropic phases respectivélyand y correspond to the metastable I-I



equilibrium, beingd the low-concentration ang the high-concentration phases. If a
nematic nucleus is formed in an isotropic mediélig) conditions comprised inside the
I-N binodal, the LC nematic phase will grow at teepense of the isotropic one. In
addition, when the concentration of LC is lowentltlae I-1 critical concentration, and the
isotropic phase is inside the I-I binodal, the @nmicated isotropic phasg can grow at
the expense of the bulk isotropic phase. In thgecthe interface spontaneously splits in
two: one is ax—y interface and the second one ig-a interface, [75;76]. This splitting is
a kinetic mechanism that takes place whenyteinterface is initially faster than the
o-y interface. As thg-0 interface separates two | phases, it follows usiibnal kinetics
(v = a.t?), while thea-y interface separates | and N phases and followsCOM
kinetics (4 = cons), after some time the interfaces merge again hadplit state has a
finite lifetime.

When the concentration of LC is higher than thecktical concentration, the
situation is different. When ordering is fastertttdfusion, the kinetic front splitting is
not observed (as in this cagecannot grow at the expense of the bulk). Nevesdselif
the interface is at equilibrium, (diffusional trémsnation) the concentration of the
isotropic phase at the interface is the equilibriane (3), a depletion layer is formed
between the interface and the bulk, and the coratgont of this depletion layer goes
through the I-I binodal. Under this condition, aaph separation takes place within the
depletion layer [82]. Unlike the previous casestisi a thermodynamic and not a kinetic
effect. As both interfaces follow a difussional &fiics, the separation between interfaces

-1/2

grows asv, = a.t™“ and the split state has an infinite lifetime. Tdwuble front in this

case arises even when the initial condition isidatthe I-1 binodal, the condition for it to



happen is that the temperature is lower than theritical temperature. In addition, even
above the critical temperature, diffusion showstrang non-classical behaviour: an
inflection point is produced in the concentratiawfpe in the depletion layer when the
temperature is close to the I-I critical temperatuFhis is ascribed to the fact that the
second derivative of the free energy with respeadncentration goes close to O in the

vicinity of the critical point [82].
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Figure 8. Interface splitting in different locations of tpbase diagrams. The central plot
is a schematic phase diagrams, where the solid tegresent the stable I-N binodal and
the dashed line is the metaestable I-I binodal. $akellite plots are the profiles of

concentration (solid lines) and order parametest{dd lines), obtained from simulations
in the region of the phase diagram indicated byctireesponding arrows. Greek letters in

the phase diagrams and in the profiles indicateliffierent phaseso( stable nematid3:



stable isotropicp andy. metastable isotropic). The concentration of thék bsotropic
phase is represented by black dots. Adapted frdm [&5;76;82], with permission of

EDP sciences.

This situation is graphically shown in figure 8, avl the different composition
and order parameter profiles (taken from simulajare shown for different locations in

the phase diagram (shown schematically).

3.2. Spinodal decomposition

Different spinodal lines can be defined in mixtumegolving LC, as discussed
previously. Each spinodal line is associated witlspacific phase transition process.
Fiescher and Dietrich [83] first studied spinodacdmposition for a mixed order
parameter case where only phase separation betwdered and disordered phases was
possible. Soule and Rey [76] later extended ithe dase where a metastable I-I phase
separation is also possible. Das and Rey [18;21aP%] performed 2D simulations of
spinodal decomposition, analysing the phase tiansdynamics following quenches to
different locations in the phase diagram. Differehynamic regimes are observed
depending on the location in the phase diagramthadelative mobilities. When the
system is quenched to point b in figure 1b, (whei® stable with respect to composition
fluctuations but unstable respect to order fluctun), the system first becomes ordered,
and then it phase-separates to the equilibriume sfdtie to order and composition
couplings). If it is quenched to point a (unstaf@lgpect to concentration, stable respect to

order), it first phase separates into two isotrggiases, and then the concentrated phase



phase separates again into a ordered and a diedrgbase. The time interval between
the two steps will depend on the relative mobilifyit quenched to point ¢ (unstable
respect to order and concentrations), differentrmeg are possible depending on the
relative mobilities: the system can become ordeftelomogeneous concentration and
then phase separate, it can phase separate (teetastable I-1 phases), and then undergo
a secondary I-N phase separation, or phase separamd ordering can evolve

simultaneously and fully coupled [76].

4 — Structure: morphologies, textures and defects.

As discussed before, different complex dynamiccesses are available,
depending on the location in the phase diagramtla@aelative mobilities. Not only the
kinetics of these processes is complex, but alsala variety of morphologies and
structures can be formed. In addition, the finalcture in the ordered phase (director
configuration, defects, etc), depends not only loe thermodynamics but also on the
boundary conditions (anchoring).

4.1. Domain Morphologies in phase separation

Several different morphologies can be produced pfase transition, depending
on the T,¢ Iinitial conditions and the kinetic parameters.his been shown in the
previous section how double-fronts (core-shelldtites) can be formed in a nucleation
and growth process for certain conditions, and ithapinodal decomposition the process
can be step-wise, which affects not only the kosetiut also the domain morphology. For

example, 1D simulations show that if I-I phase safi@n precedes ordering, a salami-



type structure can be formed, where big domairsgif concentration formed by smaller
subdomains of ordered phase are formed [76].

Das and Rey preformed 2D simulations for a PDLGifferent locations in the
phase diagrams[18;21;22]. The main results are shovigure 9. Fig 8a shows the case
where the system is quenched to a region of theeplddagram where it is initially
unstable respect to phase separation and metas¢splect to ordering (point a in figure
1). As the concentration of LC is higher than tReckitical concentration, LC rich
domains are formed as a dispersed phase, althoaglally interconnected. As the
concentration in the LC-rich domains increase,dbmains become ordered forming the
nematic phase. They did not observe a clear secpptase separation leading to salami
structures for the kinetic parameters used, buy tid observe a breaking down of
interconnected domains into single droplets whendbmains became nematic. Fig 8b
correspond to the case where the system is imitialistable respect to ordering and
metastable respect to phase separation (poinfigure 1). In this case, the system first
orders and then phase separates, so dispersepisotft@mains are expelled from the
continuous nematic matrix. Fig 8c correspond todase where the system is unstable
respect to both ordering and phase separationt(pam figure 1), as shown before the
dynamics and the structure in these conditions stilbngly depend on the relative
mobilities, in the case analyzed by Das and Reye(w/lordering was relatively fast), the
structure is similar to case b, except that theegac domains are highly interconnected.
Under certain conditions, the dispersed isotropapkets in a nematic matrix can form

ordered arrangements (see next section).



Figure 9. Snapshot of the local composition of the systém late time step following a
guench to; (a) point a, (b) point b, (c) pointar, & polymer-liquid crystal mixture. Black
corresponds to isotropic polymer-rich and whiteregponds to LC-rich phases. The
arrows represent the local nematic director, anigéate are marked with small solid
circles. Reproduced with permission from ref. [1&pyright (2004) American Institute

of Physics.

4.2. Textures and defects in mixtures

The study of defect structure and textures in aungxis more complex than for a
pure LC as the spatial variations of order andraigon are coupled with gradients in
concentration, such that there can be preferesggiegation of the species (for example,
the non-liquid crystalline component tends to sggte preferentially to regions of lower
order, like defect cores or boundaries between tierdamains), and this can not only
modify the characteristics of some specific streestar configuration (e.g., modify the
size of a defect), it can also modify the relastability of different structures. This effect
is important, for example, in the case of blue pBa@vhich consist in a network of
disclinations): the temperature range where thigsphis stable can be increased from

several degrees to a few dozens of degrees bygddjnest component [84-87].



Recently, Soule and Rey [88] analyzed how a hedpeledect in a mixture of an
LC and a isotropic guest component is affected éyperature and composition,
extending a previous study by Mottram and SlucB@| [for a disclination in a pure LC.
The analysis was made by considering two compleangrdpproaches: the continuum
Landau-deGennes simulations, and a sharp-intersatgtion thermodynamic model
(where the defect core is considered as an isatrphiase of a given radius, in
equilibrium with the nematic bulk). It was foundathithe isotropic component segregates
preferentially to the defect core, and the raditishe defect increases abruptly as the
temperature and concentration approach the binldal and that a small range of
supersaturation or superheating (where the nemphatise with the defect is metastable) is
possible. Some profiles of order param@&and concentration of guest compongrdre
shown in figure 10, and the dependence of the tedelius on the global concentration
of guest component (expressed as deviation frooragain concentration) are shown in

figure 11.
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Figure 10. Profiles of order parameter (a) and concentrgtionfor T/Ty, = 0.925 and

the following values ofp, increasing in the direction of the arrow: 0, 0.0D3, 0.05,



0.06 and 0.063. (Note in b that fgy= 0, ¢ = 0). Adapted from ref. [88] with permission

of The Royal Society of Chemistry.
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Figure 11.Defect core radius, as a function of the deviatibthe global concentration
from saturation conditions. The dashed line shdwssaturation (binodal) compaosition.
The inset corresponds to the area in the vicirfityaduration, as indicated by the dotted
square. The symbols are the result from LdG sirrauiat the full lines are the results
from the analytical theory. The different temperasuarel = 0.925 (squares), 0.85

(triangles), 0.775 (circles), and 0.7 (diamondgjapted from ref. [88].

When a higher dimensionality is considered in asphaeparation process,
different defect structures can arise due to thehamng conditions imposed by the
nematic-isotropic interfaces. 2D simulations by @ad Rey [18] showed that the, when
the nematic phase is present as dispersed donsawstal +/-1/2 defects were formed,
favouring the formation of a bipolar structure pherical droplets, as shown in fig 8a.
When the nematic phase is continuous, a structbingolygonal domains of nematic
phases with isotropic droplet is observed [17]. yfeund that modifying the interface

thickness (which is directly related to interfaciahsion) lead to different regimes with



corresponding different morphologies. For largeifatcial tension, the droplets are much

larger than the characteristic length of texturemgd an ordered array consisting in

networks of isotropic droplets and defects is falmeess shown in figure 12. This type of

textures are similar to those that can be obseirvadispensions of colloidal particles in

nematic LCs, which are discussed in the next sectis the interfacial tension decreases,

the droplet size decreases and there is a tramdition an ordered array to a random

the droplet size becomes

dispersion of droplets. For very small interfacasten

comparable to the thickness of the interface andhhmamaller than the characteristic

so order becomes frustraied a very low value of order

texturing length scale,

parameter, with a random orientation field is proztl
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Figure 12 Ordered array of polymer droplets and defects mematic phase produced by

phase separation, obtained from ref. [22], copyriflD6, with permission of Elsevier.

4.3. Nano/micro - scale textures in filled nematics

A filled nematic is similar to the structures shoimrfigure 12, where the “filling”
are the droplets of the isotropic phase. In thaec#he structure can be controlled by
modifying the concentration of the mixture, theesend morphologies of the dispersed
phase is self-selected. When solid colloidal pkesiare dispersed in the LC, the size,
shape and concentration of the particles are inghesternally, in addition the anchoring
at the surface of the particle can be tuned byaserfreatments.

In principle, different approaches can be takeddscribe filled nematics. A fully
continuum, macroscopic formulation, would treathbdhe LC and the particles as
continua, the mixture is described by a macroscopimentration of particles, and the
effect of particles on the nematic matrix are idtrced in a mean-field approach as
“interaction parameters”. This approach is thatcdbsed in section 2.3 for NP-LC
mixtures. A second approach is a molecular forndatwhere individual particles and
individual LC molecules are considered, and describy molecular dynamics or Monte
Carlo simulations. A third approach is an internagelicase, and consist in treating the LC
as a continuum and the particles as individualtiest(which act as boundary conditions
for the LC). This is equivalent to molecular sintidas with “implicit solvent”, but in
this case the solvent is structured and it is dlesdrby a complex dynamic equation

(model A). This approach will be analysed in thastson.



A complete description of this system requires alehdor the evolution of the
nematic matrix (model A), coupled with equations mmbvement for the particles
(Brownian motion) [25; 29]. Nevertheless, a mod@hvimmobile particles can be useful
to analyze the laws describing defect charges,ctie@nfiguration, texture transitions,
interaction between the particles mediated by #raatic phase, etc. [24;59;60;90].

Gupta and Rey [61;62], and later Phillips and R8%;92], analyzed defect
configuration for micron, sub-micron and nano sizgherical particles in polygonal
arrangements. For the case of strong anchorinigeaparticle surface, the charge of the
defects inside the polygon is given by Zimmer'seruL=-(N-2)/2, where C is the total
charge and N is the number of particles in the galy The defect structure and
configuration was strongly dependent on the pa&fticlsize. For micron particles, the
defect structure depends on the number of partidesing the polygon; for an odd
number, singular core defects of charge -1/2 amndd, such that the total number of
defects satisfies C=-(N-2)/2, while for even numbersingle escape-core defect was
preferred [61;62]. For sub-micron particles andaparticles, only singular -1/2 defects
were found [61;62;91]. In addition, for temperagugpproachingly;, complex biaxial
structures were observed, which were dependerfteohdundary conditions.

When faceted NPs are dispersed in a nematic métexgeometric discontinuity
propagates through the LC, and this can produces momplex structures than in the
case of spherical inclusions [92-94]. As the topalal charge of a surface defectdh a

faceted particle is just the ratio of the misoraion angle between two adjacent faces

and 2, the defect an edge (3D) or a corner (2D) canrabsoemit is¥Cs. For example

for a square particle, where the relative anglevbeh to adjacent phase 12 , the



surface defect charge associated with a corn(Cs =(11/2) / 21=+ T/ 4 \yhere the
sign depends on the director rotation when enagcthe defect in a counter-clocwise
direction.

It has been shown experimentally [95;96] that titeractions of nanoparticles in
LC can be tailored by controlling the nanopartislshape, and different types of self-
assembled structures can be obtained. Simulatmmsirigle particles [92;94;97] show
that defects can be absorbed as surface defettie rorners of the particle, and pairs of
defects can be linked through biaxial strings, hews in figure 13. Neighbouring
particles at small enough distance are linked thinadefect lines, while at large distances
they behave as independent particles. Phi#ipsl. [93] studied polygonal arrangements
of faceted nanopatrticles (in triangular, squaretggonal and hexagonal geometry), and
found that bulk defects are produced for small sdmms and low temperatures, and
surface defects otherwise. An odd-even effect wasd for this system too, where the
insertion energy (excess free energy per partisl@jgher for polygons of even number

of sides [93].
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Figure 13. Computed gray scale visualization of the biaxygtiarameter defined
as 8= 1-6[(Q.Q):Q]¥(Q:Q)* showing the three defect modes : string modebfal), and
surface defect mode (b) and surface defect modé&(®.corresponding director fields
associated with these modes are represented in(é€p)and (f) respectively, for a
temperature close tdy;. Adapted from ref. [94] with permission of Camlygd

University press..

When mobility of the particles is considered, sefembly of the particles and
macroscopic phase separation can be predictede wind details of the textures at a
nanoscopic level can be retained. Yamaneital. [25] and Zhouwet. al.[29] performed
this type of simulations and observed the spontamdormation of linear and bi-

dimensional arrays of particles.



5. Conclusions

Liquid crystals are viscoelastic anisotropic suotitter materials, that combine the
fluidity of liquids and the anisotropy of solidsh@y form the basis of many optical
devices, sensor/actuators, drug delivery, structfibers, and lubrication. Biological

liquid crystals are found in membranes, DNA andtgin solutions , and carbohydrates.

In many instances mxing between mesogens with-nmespogenic solvents and
polymers, cross-linked macromolecules, colloidadl aanopartciles is used by man or
Nature to improve performance, increase efficieriagilitate processing, lower energy

loads, and/or optimize material properties.

In other cases demixing through thermodynamicalmbties is used to create
multi-phasis material architecture to achieve @tifunctionality (as in PDLCs) or
mechanical strength (as in fiber re-inforced contpesof LC polymers fibers embedded

in a thermoplastic matrix).

In yet other cases, mesophase polydispersity igndo naturally, as in
carbonaceous mesophases from petroleum or coahepitcresulting in precursors
materials for high performance fibers consistingnaflecules with significantly different

molecular weight.

Hence accurate and reliable thermodynamic modeltiontinues to be at the
forefront in developing new materials and devicesvall as in providing a quantitative

understanding of biological mesophase behaviour.

The present review provides a survey of the magrmodynamic theories,

models, calculation methodologies for an importatéction of mesogenic systems:



(i) monomeric mesogen and isotropic solvent

(i) lyotropic liquid crystal polymer

(i) monomeric mesogens and thermoplastic polymers
(iv) monomeric mesogen and cross-linkable monomers
(v) binary monomeric and mesogens

(vi) monomeric mesogens and colloidal and nanopestc

Revealing specific features in the free energy ofimg that accounts for molecular
details in the interaction parameters, and elastdt entropic contributions. A number of
generic stability and metastability features in ¥aeous phase diagrams are highlighted
to emphasize the novel aspects of phase transidodsphase separation in mesogen-

containing mixtures.

Since the kinetics of transformations is a sigaifit aspect of material fabrication,
extensive discussions, analysis, and predictioneeam growth laws are presented. The
role of metastability, relative mobilities of ordand diffusion, proximity of spinodal
lines, shows that droplet growth may contain matast coronas whose lifetime is
affected by the above-mentioned effects. Recergrated analysis and computations of
metastable fronts in mesogenic mixtures extendwigue work on mixed order

parameter systems.

Leveraging thermodynamic instabilities and phasadition is a well establish
path way to create morphologies and material achites with specific feature.
Mesogenic materials possessing orientational godevide additional features to phase

separated morphologies, such as bi-continuous oplelr Here the matrix may be



anisotropic and its interaction with isotropic dsapay result in novel architectures such
as colloidal crystals. Topological defects in thematic matrix may positional order
polymer drops in a perfect lattice. This self swddcprocess emerges at specific
interaction level between the mesogen and the pmlymhose value can be tuned by
surfactants. Thus colloidal crystal formation inlymeer/nematic mixtures is a sef-

organizing material architecture unique to anigutr@oft matter.

Topological defects are an integral part of mesgpk and arise due to frustration
under non-planar confinement and under strongantem between the phase separated
sustrate and the mesogen. In the presence of bimamatic states, the role of non-
mesogenic component in stabilizing the highly eagegdefect core is significant. In this
review we present recent thermodynamic models aaldulation that describe the
stability, composition, and geometry of defect solgy diffusion of non-mesogens.
Results of this kind may be used to concentrateipenolecules or nanopartciles along

defect lines, inside defect points, or at nematatropic interfaces.

Blending colloidal particles into thermotorpic mgsens has been an active area in
liquid crystal physics, and the effort has produ@edignificant nhumber of material
architectures and material systems. Currently amo#ffort of producing nematic
nanocomposites based on gold and other metalliopaaticles and as well as carbon

nanotubes is emerging.

In this review we have considered several appmmcto thermodynamic
modelling, from continuous solution thermodynamits, discrete particle methods,
suggesting that both approaches reveal complenyemtascriptions. Since facetted

particles are ubiquitous, the review highlights nelefect-particle superstructure,



including string assemblies. The solution thermaagit approach allows for positional
order of the particles, and this fact is furthealgmed in the discrete particle-mesogen
model using triangular, square, pentagonal, andcadmxal geometries, revealing the
presence of odd-even effects in particle arrangésndue to different defect- particle

interactions.

In summary, meso and macro scale thermodynamicehivagl on mesogens
mixtures with other mesogens, polymers, networdlyests, colloidal and nanopatrticles,
provides a quantitative tool to develop new malerend devices. Mesogenic order
enriches the structure o phase diagrams, the nusnérnature of mestabilities, the
growth laws, and materials architectures. Futurgodpnities include multiscale
multitransport, multidimensional modelling, new rmpbkases (chromonics, bend-core,

dendrimer) and nanoparticle with well-designedndj@hemistries.
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