
Geom Dedicata (2015) 179:197–216
DOI 10.1007/s10711-015-0076-6

ORIGINAL PAPER

Locally conformally Kähler structures on unimodular Lie
groups

A. Andrada1 · M. Origlia1

Received: 1 August 2014 / Accepted: 8 April 2015 / Published online: 17 April 2015
© Springer Science+Business Media Dordrecht 2015

Abstract We study left-invariant locally conformally Kähler structures on Lie groups, or
equivalently, on Lie algebras. We give some properties of these structures in general, and
then we consider the special cases when its complex structure is bi-invariant or abelian. In
the former case, we show that no such Lie algebra is unimodular, while in the latter, we
prove that if the Lie algebra is unimodular, then it is isomorphic to the product of R and a
Heisenberg Lie algebra.
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1 Introduction

Let (M, J, g) be a 2n-dimensional Hermitian manifold and let ω be its fundamental 2-form,
that is, ω(X, Y ) = g(J X, Y ) for any X, Y vector fields on M . The manifold (M, J, g)

is called locally conformally Kähler (or LCK, for short) if g can be rescaled locally, in a
neighborhood of any point in M , so as to be Kähler, or equivalently, if there exists a closed
1-form θ such that

dω = θ ∧ ω.

This 1-form θ is called the Lee form. This notion was introduced by Libermann [23] in 1954,
but the geometry of these manifolds was not developed until the 70’s, with the work of I.
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Vaisman. These manifolds are a natural generalization of the class of Kähler manifolds, and
they have been much studied by many authors (see for instance [11,31,36]). According to
[16], a locally conformally Kähler manifold is in the class W4 of the Gray-Hervella classifi-
cation of almost Hermitian manifolds. An important class of LCK metrics is given by those
whose Lee form is parallel with respect to the Levi-Civita connection. These LCK structures
are called Vaisman, and their existence imposes topological and cohomological restrictions
on the underlying Hermitian manifold (see for instance [36]).

We will consider locally conformally Kähler structures on solvmanifolds, that is, compact
quotients Γ \G where G is a simply connected solvable Lie group and Γ is a lattice in G,
which are induced by left-invariant locally conformally Kähler structures on the Lie group.
According to [25], such a Lie group is necessarily unimodular. These structures have been
the subject of study in several recent papers. For instance, it was shown in [30] that if a
non-toral nilmanifold (i.e., a solvmanifold as above with G nilpotent) admits an invariant
locally conformally Kähler structure, then it is a quotient of R × H2n+1, where H2n+1 is the
(2n + 1)-dimensional Heisenberg Lie group. In [31] it was proved that any invariant locally
conformally Kähler structure on a solvmanifold such that ω = −θ ∧ Jθ + d(Jθ) is in fact
Vaisman. According to [28] this condition is related to the existence of a potential for the
LCK metric. In [21] it is proved the non-existence of Vaisman metrics on solvmanifolds
satisfying certain cohomological conditions.

In this article we study LCK structures on unimodular Lie algebras with two special kinds
of complex structures. First, we take into account bi-invariant complex structures on Lie
algebras, i.e., an endomorphism J of a Lie algebra g that satisfies

J 2 = −Id, J [X, Y ] = [X, JY ] for all X, Y ∈ g.

This condition holds if and only if both left- and right-translations on the corresponding
simply connected (real) Lie group are holomorhic, or equivalently, this Lie group is in fact a
complex Lie group.

The other special kind of complex structures that we consider is given by the so called
abelian complex structures. Recall that an abelian complex structure on a Lie algebra g is an
endomorphism J of g that satisfies

J 2 = −Id, [J X, JY ] = [X, Y ] for all X, Y ∈ g,

or equivalently, the i-eigenspace of J in gC is an abelian subalgebra of gC. There are well
known obstructions for the existence of abelian complex structures. For instance, if the Lie
algebra g admits such a structure, then g has abelian commutator (i.e., g is two-step solvable),
and the center of g is J -invariant, among other properties (see Lemma 2.2). These structures
are very important in several areas of geometry and they have been studied by many authors
recently (see for instance [6,10,24]).

The outline of this article is as follows. In Sect. 2we review some known results about LCK
manifolds and left-invariant complex structures on Lie groups. In Sect. 3 we determine some
properties of Lie algebras endowed with an LCK or Vaisman structure. Next, in Sect. 4 we
prove that there exists no unimodular Lie algebra g equipped with an LCK structure (J, 〈·, ·〉)
where J is bi-invariant (Theorem 4.1). Finally, in Sect. 5 we prove that if (g, J, 〈·, ·〉) is LCK
with an abelian complex structure J and g is unimodular then g � R × h2n+1, where
h2n+1 is the (2n + 1)-dimensional Heisenberg Lie algebra. Moreover, there is only one, up
to equivalence, monoparametric family (J0, 〈·, ·〉λ), λ > 0, of LCK structures on this Lie
algebra, where the metrics 〈·, ·〉λ are pairwise non-isometric.
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2 Preliminaries

2.1 Locally conformally Kähler manifolds

A Hermitian metric on an almost complex manifold (M, J ) is a Riemannian metric g such
that g(X, Y ) = g(J X, JY ) for any vector fields X, Y on M . In this case (M, J, g) is called an
almost Hermitian manifold. When the almost complex structure J is integrable (i.e., (M, J )

is a complex manifold), then (M, J, g) is called a Hermitian manifold.
Given an almost Hermitian manifold (M, J, g), the fundamental 2-form is defined by

ω(X, Y ) = g(J X, Y ) for any vector fields X, Y on M .
AKähler metricon a complexmanifold (M, J ) is aHermitianmetric g whose fundamental

2-form ω is closed, that is, dω = 0. Then M is called a Kähler manifold.
Kähler manifolds are by far the most important Hermitian manifolds. Nevertheless, this

condition might be very restrictive in some cases, and therefore, weaker conditions are stud-
ied. One way to do so is to consider Hermitian manifolds whose metric is locally conformal
to a Kähler metric.

The Hermitian manifold (M, J, g) is locally conformally Kähler (LCK) if there exists an
open covering {Ui }i∈I of M and a family { fi }i∈I of local C∞-functions, fi : Ui → R, such
that each local metric

gi = exp(− fi ) g|Ui (1)

is Kähler. Also (M, J, g) is globally conformally Kähler (GCK) if there exists a global
C∞-function, f : M → R, such that the metric exp(− f )g is Kähler.

We recall an important characterization of LCK manifolds, which can be proved by dif-
ferentiating (1).

Theorem 2.1 [22] The Hermitian manifold (M, J, g) is LCK if and only if there exists a
closed 1-form θ globally defined on M such that

dω = θ ∧ ω. (2)

Moreover, (M, J, g) is globally conformally Kähler if and only the 1-form θ in (2) is exact.

Remark 2.1 (i) A simply connected LCKmanifold is GCK, in particular the universal cover
of an LCK manifold is GCK.

(ii) An LCK manifold (M, J, g) is Kähler if and only if θ = 0. Indeed, θ ∧ ω = 0 and ω

non-degenerate imply θ = 0.We consider LCKmanifolds (M, J, g) such that (M, J, g)

is not Kähler, therefore from now on we assume that θ 	= 0.
(iii) For dimensional reasons, if (M, J, g) is a Hermitian manifold with dim M ≥ 6 such

that (2) holds for some 1-form θ , then θ is automatically closed, therefore M is LCK.

The 1-form θ of the previous theorem is called the Lee form and it was introduced by H.
C. Lee in [22]. The Lee form is uniquely determined by the following formula:

θ = − 1

n − 1
(δω) ◦ J, (3)

where ω is the fundamental 2-form, δ is the codifferential and 2n is the real dimension of
M . In general this formula is used to define the Lee form of any almost Hermitian manifold,
which in this more general setting is called the torsion form (see [12]).
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Example 2.1 The Hopf manifolds are examples of locally conformally Kähler manifolds
which are not GCK. Let λ ∈ C, |λ| 	= 1 and �λ be the cyclic group generated by trans-
formations z 
→ λz of C

n − {0}. The quotient space C Hn
λ = (Cn − {0})/�λ is a complex

manifold and it is called Hopf’s complex manifold. It can be seen that C Hn
λ is diffeomorphic

to S1× S2n−1. Particularly C Hn
λ is compact and its first Betti number is b1(C Hn

λ ) = 1. Since
all odd Betti numbers of a compact Kähler manifold are even, it follows that C Hn

λ cannot
admit a Kähler metric.

We consider now the Hermitian metric on C
n − {0}

h =
∑ dz j ⊗ dz j

|z|2 ,

and canonical complex structure J . This metric is invariant by�λ, then it induces aHermitian
metric on C Hn

λ which is called the Boothby metric (it was discovered by Boothby for n = 2
in [7]). This Hermitian structure on C Hn

λ is in fact LCK.

The example above is more than LCK: its Lee form θ is in fact parallel with respect to the
Levi-Civita connection. LCK manifolds with this property are very special and thus deserve
their own definition: Given an LCKmanifold (M, J, g), the metric g on M is called Vaisman
if the Lee form θ is parallel with respect to the Levi-Civita connection of (M, g). A Vaisman
manifold is an LCK manifold with a Vaisman metric. This notion is due to I. Vaisman, who
used the terminology “generalized Hopf manifolds” (see [36,37]).

It is known thatVaismanmanifolds have several special propertieswhichdonot necessarily
hold in LCK manifolds. For example, the first Betti number of a Vaisman manifold is odd
[20,37], while the Oeljeklaus–Toma manifolds are examples of LCK manifolds with even
first Betti number [26]. Moreover, Vaisman manifolds always have an LCK potential [27]
and have rank 1 [13].

2.2 Complex structures on Lie algebras

A left-invariant almost complex structure J on a Lie group G is a (1, 1)-tensor such that
Jg : TgG → TgG is an endomorphism with J 2

g = − Id for all g ∈ G and left-translations
are holomorphic. As usual, the almost complex structure J on G is called integrable if

[J X, JY ] − [X, Y ] − J ([J X, Y ] + [X, JY ]) = 0,

for any X, Y vector fields on G. In this case, J is called a left-invariant complex structure
and (G, J ) is a complex manifold.

A left-invariant (almost) complex structure is determined by its value on the identity of G,
and therefore it is possible to define an (almost) complex structure on the Lie algebra g of G.
Namely, a complex structure J on a Lie algebra g is an endomorphism J : g → g satisfying
J 2 = − Id and

[J X, JY ] − [X, Y ] − J ([J X, Y ] + [X, JY ]) = 0,

for any X, Y ∈ g.
In this article we will be interested in two special kinds of almost complex structures

on Lie algebras, namely bi-invariant complex structures and abelian complex structures. An
almost complex structure J on g is called bi-invariant if

J [X, Y ] = [X, JY ], for all X, Y ∈ g,
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and it is called abelian if

[J X, JY ] = [X, Y ], for all X, Y ∈ g.

Remark 2.2 Note that in both cases the almost complex structure is automatically integrable.
Also, a complex structure on g cannot be bi-invariant and abelian at the same time, unless g
is an abelian Lie algebra.

Remark 2.3 In general, right-translations are not holomorphic on a Lie group G with a left-
invariant complex structure J . This holds only when G is a complex Lie group with the
holomorphic structure given by J , or equivalently, J is bi-invariant.

Next, we include some properties about abelian complex structures in the following lemma
(see [3,5,29] for their proofs).

Lemma 2.2 Let g be a Lie algebra with z(g) its center and g′ := [g, g] its commutator ideal.
If J is an abelian complex structure on g, then

1. J z(g) = z(g).
2. g′ ∩ Jg′ ⊂ z(g′ + Jg′).
3. The codimension of g′ is at least 2, unless g is isomorphic to aff(R) (the only 2-dimen-

sional non-abelian Lie algebra).
4. g′ is abelian, therefore g is 2-step solvable.

A rich family of Lie algebras with (abelian) complex structures is obtained by considering
a finite dimensional real associative algebraA and aff(A ), namely, the vector spaceA ⊕A
equipped with the Lie bracket given by

[(a, b), (a′, b′)] = (aa′ − a′a, ab′ − a′b), a, b, a′, b′ ∈ A .

If J is the endomorphism of aff(A ) defined by

J (a, b) = (b,−a), a, b ∈ A ,

then it is easy to see that J is a complex structure on aff(A ). This complex structure is called
standard. Moreover, when A is commutative, J is abelian. We prove next a result about
aff(A ) that will be used later. We recall that a Lie algebra is called unimodular if the adjoint
representation is trace-free, i.e., tr(adX ) = 0 for any x in the Lie algebra. Moreover, if a Lie
group G is unimodular (i.e., its left-invariant Haar measure is also right-invariant), then its
Lie algebra g is unimodular, and the converse holds when G is connected (see [25]).

Lemma 2.3 If A is an associative commutative algebra and aff(A ) is unimodular, then A
is nilpotent. Therefore aff(A ) is a nilpotent Lie algebra.

Proof Suppose that A is not nilpotent, then there exists 0 	= e ∈ A such that e2 = e. We
consider (e, 0) ∈ aff(A ) and we compute ad(e,0)(x, y) = (0, ey) = (0, le(y)) where le is
the left-multiplication by e. Therefore the matrix of ad(e,0) is of the form

ad(e,0) =
(
0 0
0 le

)
(4)

Since l2e = le and le 	= 0, there exists a basis of A such that

le =
(

I 0
0 0

)
(5)

and therefore tr(ad(e,0)) 	= 0. ��
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Remark 2.4 With a similar proof, one can show that if A is an associative algebra with
identity, then aff(A ) is not unimodular.

3 Left-invariant LCK metrics on Lie groups

One way to produce examples of manifolds equipped with LCK structures is by considering
Lie groups carrying left-invariant LCK structures. However, when the Lie group is simply
connected, the LCK is in fact globally conformally Kähler, according to Remark 2.1(i). In
order to obtain LCK structures which are not GCK, we may consider quotients by lattices
of the group (i.e., co-compact discrete subgroups), and the LCK structure descends to the
quotient. The existence of a lattice imposes restrictions on the Lie group, since according to
Milnor [25] such a group has to be unimodular. This is our motivation to study left-invariant
LCK structures on unimodular Lie groups.

Let G be a Lie groupwith a left-invariant complex structure J and a left-invariant metric g.
If (G, J, g) satisfies the LCKcondition (2), then (J, g) is called a left-invariant LCK structure
on the Lie group G. That is, there exists a closed 1-form θ on G such that dω = θ ∧ ω. We
will see next that the Lee form θ is left-invariant. Therefore θ is determined by its value in
the identity.

Proposition 3.1 Let G be a Lie group with a left-invariant LCK structure (J, g), with θ the
associated Lee form. Then θ is left-invariant.

Proof Recall that if α is any left-invariant form on G, then dα, ∗α and δα = ± ∗ ◦ d ◦ ∗α

are also left-invariant. Since J is left-invariant, the claim follows from (3). ��
This fact allows us to define LCK structures on Lie algebras.
Let g a Lie algebra, J a complex structure and 〈·, ·〉 a Hermitian inner product on g, with

ω its fundamental 2-form. The triple (g, J, 〈·, ·〉) is called locally conformally Kähler (LCK)
if there exists θ ∈ g∗, with dθ = 0, such that

dω = θ ∧ ω. (6)

A Lie algebra gwith a Hermitian structure (J, 〈·, ·〉) is Vaisman if (g, J, 〈·, ·〉) is LCK and
the Lee form is parallel (see Lemma 3.3 below).

Example 3.1 Let g = R × h2n+1, where h2n+1 is the (2n + 1)-dimensional Heisenberg Lie
algebra. There is a basis {X1, . . . , Xn, Y1, . . . , Yn, Z1, Z2} of g with Lie brackets given by
[Xi , Yi ] = Z1 for i = 1, . . . , n and Z2 in the center. We define an inner product 〈·, ·〉 on g

such that the basis above is orthonormal. Let J0 be an almost complex structure given by:

J0Xi = Yi , J0Z1 = −Z2 for i = 1, . . . , n.

It is easily seen that J0 is a complex structure on g. Let {xi , yi , z1, z2} be the 1-forms dual
to {Xi , Yi , Z1, Z2} respectively. Then the fundamental form is:

ω =
n∑

i=1

(xi ∧ yi ) − z1 ∧ z2.

Thus,

dω = z2 ∧ ω,
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and therefore (g, J0, 〈·, ·〉) is LCK. It can be seen that the Lee form θ = z2 is parallel, hence
the LCK structure is Vaisman. This example appeared in [8].

It is known that g is the Lie algebra of the Lie group R × H2n+1, where H2n+1, known
as the Heisenberg group, is the group of all matrices with real coefficients which have the
following form:

P =
⎛

⎝
1 A c
0 In Bt

0 0 1

⎞

⎠ , c ∈ R, In = Idn×n .

where A = (a1, . . . , an) ∈ R
n , B = (b1, . . . , bn) ∈ R

n and c ∈ R. Let Γ ⊂ H2n+1

be the subgroup of all matrices with integer coefficients. Then Γ \H2n+1 is compact and the
nilmanifold N = S1×Γ \H2n+1 admits an LCK structure which is Vaisman. The nilmanifold
N is known as the Kodaira-Thurston manifold, and it was the first example of a compact
symplectic manifold that does not admit Kähler structures [32].

Remark 3.1 The complex structure J0 defined in the previous example is abelian. Moreover,
it was proved in [5] that if J is a complex structure on a Lie algebra g with dim g′ = 1, then
J is abelian.

Example 3.2 In [9] the following example of an LCK solvmanifold was given. Let g be the
4-dimensional solvable Lie algebra given by

g = span{A, X, Y, Z}
[A, X ] = X, [A, Y ] = −Y, [X, Y ] = Z .

Let {α, x, y, z} be the dual basis of {A, X, Y, Z}. We can check by direct computation that

dα = 0, dx = −α ∧ x, dy = α ∧ y, dz = −x ∧ y.

Let 〈·, ·〉 be a inner product on g such that {A, X, Y, Z} is an orthonormal basis. If we define
J by

J A = Y, J Z = X,

then (g, J, 〈·, ·〉) is Hermitian with the fundamental 2-form ω given by

ω = α ∧ y + z ∧ x .

Therefore we obtain

dω = −α ∧ ω.

Hence it is LCK with Lee form θ = −α. This structure is not Vaisman, since α is not parallel
(see also Lemma 3.3 below). It was proved in [9] that the associated simply connected
solvable Lie group G admits a lattice Γ and therefore the solvmanifold Γ \G admits a LCK
structure. It is proved in [19] that this LCK solvmanifold is holomorphically homothetic to
the Inoue surface Sol41/Γ equipped with the locally conformal Kähler structure constructed
by Tricerri in [33].

Remark 3.2 All 4-dimensional simply connected unimodular Lie groups with left-invariant
LCK structures were classified in [18]. In particular, the reductive Lie groups U (2) and
GL(2, R) admit such structures. Recently, in [1] it was proved that if a reductive Lie
group admits a left-invariant LCK structure then it is locally isomorphic to one of these
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4-dimensional groups. Moreover, if a compact Lie group admits a left-invariant LCK struc-
ture, then it is locally isomorphic to U (2) and the LCK structure is in fact Vaisman ([1,
Theorems 4.6 and 4.15]).

Now we study some properties about Lie algebras equipped with an LCK or Vaisman
structure. Recall that if α ∈ g∗ and η ∈ ∧2

g∗, then their exterior derivatives dα ∈ ∧2
g∗ and

dη ∈ ∧3
g∗ are given by

dα(X, Y )=−α([X, Y ]), dη(X, Y, Z)=−η([X, Y ], Z) − η([Y, Z ], X) − η([Z , X ], Y ),

for any X, Y, Z ∈ g.
Let (g, J, 〈·, ·〉) be LCK and suppose that g is not Kähler, that is, dω = θ ∧ ω where θ is

closed and θ 	= 0. Then the codimension of ker θ is 1 and then we can choose

A ∈ (ker θ)⊥ such that θ(A) = 1, (7)

and therefore g can be decomposed orthogonally as

g = span{A} ⊕ ker θ, with g′ ⊂ ker θ. (8)

Note that since θ 	= 0, g cannot be a semisimple Lie algebra. Since J is skew-symmetric
we obtain 〈J A, A〉 = 0 and therefore J A ∈ ker θ . If W is the orthogonal complement of
span{J A} in ker θ , we have

g = span{A, J A} ⊕⊥ W, (9)

and W is invariant by J .
According to (8), any X ∈ g can be written as X = t A + Y , with t ∈ R and Y ∈ ker θ .

From the definition of A we obtain t = θ(X). On the other hand, computing 〈X, A〉 we get
〈X, A〉 = t |A|2, and consequently the Lee form can be written explicitly as

θ(X) = 〈X, A〉
|A|2 for all X ∈ g. (10)

Thus |θ(X)| represents the length of the orthogonal projection of X with respect to A.

Lemma 3.2 If (g, J, 〈·, ·〉) is LCK then J ◦ adJ A is a symmetric endomorphism of g.

Proof For any X, Y ∈ g we compute

dω(J A, X, Y ) = −ω([J A, X ], Y ) − ω([X, Y ], J A) − ω([Y, J A], X)

= −〈J [J A, X ], Y 〉 − 〈J [X, Y ], J A〉 − 〈J [Y, J A], X〉
= −〈J [J A, X ], Y 〉 − 〈J [Y, J A], X〉.

On the other hand, using (10), we obtain

θ ∧ ω(J A, X, Y ) = θ(X)ω(Y, J A) + θ(Y )ω(J A, X)

= 〈A, X〉
|A|2 〈Y, A〉 − 〈A, Y 〉

|A|2 〈A, X〉
= 0.

It follows from (6) that 〈J [J A, X ], Y 〉 = 〈J [J A, Y ], X〉 for all X, Y ∈ g, hence J ◦ adJ A is
symmetric. ��

Now we consider a Vaisman structure (J, 〈·, ·〉) on g, with θ its parallel Lee form. In this
context the Vaisman condition can be characterized as follows.
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Lemma 3.3 Let (g, J, 〈·, ·〉) be LCK and let A ∈ g be as in (7). Then (g, J, 〈·, ·〉) is Vaisman
if and only if adA is a skew-symmetric endomorphism of g.

Proof Recall first that the Levi-Civita connection ∇ of a left-invariant Riemannian metric
on a Lie group is itself left-invariant, that is, ∇X Y is a left-invariant vector field whenever
X, Y are left-invariant. Similarly, ∇T is a left-invariant tensor if T is a left-invariant tensor.
In particular, if η is a left-invariant 1-form, we have that (∇Xη)(Y ) = −η(∇X Y ) for X, Y
left-invariant vector fields.

Let us now compute ∇θ , where ∇ is the Levi-Civita connection on g associated to 〈·, ·〉
and θ is the Lee form. Given X, Y ∈ g we have that

(∇Xθ)(Y )=−θ(∇X Y )=−〈∇X Y, A〉
|A|2 =− 1

2|A|2 {〈[X, Y ], A〉 − 〈[Y, A], X〉 + 〈[A, X ], Y 〉},

where we have used the Koszul formula for the Levi-Civita connection in the left-invariant
setting. Since A

(∇Xθ)(Y ) = − 1

2|A|2 {〈[A, Y ], X〉 + 〈[A, X ], Y 〉}

Therefore (∇X θ)(Y ) = 0 if and only if 〈[A, Y ], X〉 = −〈[A, X ], Y 〉 for all X, Y ∈ g. ��
Remark 3.3 Let H be a Lie group equipped with a left-invariant metric h. It is well known
that an endomorphism adX of its Lie algebra h is skew-symmetric with respect to he = 〈·, ·〉
if and only if the left-invariant vector field on H determined by X is Killing.

4 LCK structures with bi-invariant complex structure

In this section we consider a Lie algebra equipped with an LCK structure such that its
complex structure is bi-invariant. Equivalently, we are considering left-invariant LCKmetrics
on complex Lie groups. The aim of this section is to prove that in each even (real) dimension,
there is only one Lie algebra admitting such metrics.

First, we exhibit some examples. BeginningwithR
2n equippedwith a complex structure J0

and aHermitian inner product 〈·, ·〉, consider theLie algebraR
2
�R

2n (withR
2 = span{u, v}),

where the Lie brackets are given by [u, v] = 0, [u, X ] = X and [v, X ] = J0X for all
X ∈ R

2n . Extending J0 by J0u = v, it is easy to check that J0 is a bi-invariant complex
structure on R

2
� R

2n . Extend also 〈·, ·〉 to an inner product 〈·, ·〉λ on R
2

� R
2n by setting

〈R2, R
2n〉 = 0, 〈u, v〉 = 0 and |u| = |v| = λ for some λ > 0. It is easy to see that (J0, 〈·, ·〉λ)

is an LCK structure, but it is not Vaisman (see Lemma 3.3). Furthermore, the metrics 〈·, ·〉λ
are pairwise non-isometric, since the scalar curvature of 〈·, ·〉λ is − 2n(n+1)

λ2
.

Theorem 4.1 Let (J, 〈·, ·〉) be an LCK structure on the Lie algebra g with a bi-invariant
complex structure J . Then g � R

2
� R

2n as above and (J, 〈·, ·〉) is equivalent to a Hermitian
structure (J0, 〈·, ·〉λ) as above for some λ > 0.

In order to prove this theorem, we recall the following well known result concerning the
existence of Kähler metrics on complex Lie groups [15].

Lemma 4.2 If (g, J, 〈·, ·〉) is Kähler with J bi-invariant, then g is abelian.

Proof (of Theorem 4.1) Recall from (8) the orthogonal decomposition g = span{A}⊕ker θ .
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Lemma 4.3 The endomorphism adA : g → g is symmetric.

Proof Since J is bi-invariant we have that J ◦ adJ A = − adA, and it follows from Lemma
3.2 that adA is symmetric. ��

Next, from (9) we have

g = span{A, J A} ⊕⊥ W,

where g′ ⊂ ker θ = span{J A} ⊕ W and W is J -invariant. The fact that J is bi-invariant
implies that also g′ is J -invariant, and therefore g′ ⊂ W . In fact, g′ = W , since for X ∈ W
we have dω(A, X, J X) = −2〈[A, X ], X〉 and θ ∧ ω(A, X, J X) = |X |2, therefore

−2〈[A, X ], X〉 = |X |2,
this implies that g′ = W . Then we obtain

g = span{A, J A} ⊕⊥ g′,

with Jg′ = g′.
On the other hand (g′, J |g′ , 〈·, ·〉) is Kähler, since the fundamental form of g′ is the

restriction of ω to g′ × g′, and dω = 0 on g′. From Lemma 4.2 we get that g′ is abelian, that
is, g′ = R

2n .
Since adA is symmetric and dω(A, X, JY ) = θ ∧ ω(A, X, JY ), we have that

2〈[A, X ], Y 〉 = −〈X, Y 〉, X, Y ∈ g′.

Therefore [A, X ] = − 1
2 X for all X ∈ g′. Setting B = J A, we obtain [A, B] = 0, adA |R2n =

− 1
2 Id and adB |R2n = J adA = − 1

2 J . Setting u = −2A and v = −2B, we obtain g �
R
2

� R
2n with (J, 〈·, ·〉) equivalent to (J, 〈·, ·〉λ) for λ = |2A|. ��

Corollary 4.4 There exists no unimodular Lie algebra g with an LCK structure (J, 〈·, ·〉)
such that J is a bi-invariant complex structure.

Proof With the notation from the proof of Theorem 4.1, it follows that tr(adA) = − 1
n 	= 0,

and therefore g is not unimodular. ��
Remark 4.1 (i) It follows from Theorem 4.1 and Lemma 3.3 that an LCK structure with a

bi-invariant complex structure is never Vaisman.
(ii) The Lie algebra R

2
� R

2n with the Lie brackets as above is in fact an almost abelian
complex Lie algebra C� C

n such that [Z , U ] = U for all U ∈ C
n , where C is generated

by Z .

Let M be a compact complex parallelizable manifold. According to [38], M may be
written as a quotient Γ \G, where G is a simply connected complex Lie group and Γ is a
discrete subgroup. Note that according to [25], G must be unimodular. Let π : G → M
denote the holomorphic projection.

Corollary 4.5 With notation as above, M does not admit any LCK metric g compatible with
its holomorphic structure such that π∗g is a left-invariant metric on G.

Proof Let us assume such ametric exists. Sinceπ∗g is left-invariant,G admits a left-invariant
LCK metric with bi-invariant complex structure, and this determines an LCK structure on g,
the Lie algebra of G. But g is unimodular (as G is unimodular), and this contradicts Corollary
4.4. ��
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Remark 4.2 In [17], it is proved more generally that a compact complex parallelizable man-
ifold does not admit any LCK metric compatible with its holomorphic structure.

The LCK structure (J0, 〈·, ·〉λ) on the Lie algebra R
2

� R
2n induces a left-invariant LCK

structure on the corresponding simply connected Lie group, which is diffeomorphic toR
2n+2.

Let (x1, x2, u1, v1, . . . , un, vn) be the canonical global coordinates, thus the left-invariant
metric gλ associated to 〈·, ·〉λ is given by

gλ = λ2(dx21 + dx22 ) + e−2x1
∑

k

(du2
k + dv2k ),

where λ = |2A|. The fundamental form is

ωλ = λ2(dx1 ∧ dx2) + e−2x1
∑

k

(duk ∧ dvk).

The conformal metric hλ = e2x1gλ is Kähler.

Remark 4.3 Note that in the 4-dimensional case the metric gλ for λ = 1 is locally confor-
mally hyper-Kähler. Indeed, according to [4], the metric h1 is hyper-Kähler with respect to a
hypercomplex structure I1, I2, I3. Moreover, the bi-invariant complex structure J0 is not in
the 2-sphere of complex structures generated by I j , j = 1, 2, 3.

5 LCK structures with abelian complex structure

In this sectionwe consider a Lie algebra equippedwith anLCK structure such that its complex
structure is abelian. Our aim is to prove that the only unimodular Lie algebras that admit
such metrics are the product of a Heisenberg Lie algebra by R, and the LCK structure is
in fact Vaisman. From now on we assume that the Lie algebras we work with are at least
4-dimensional.

Before stating the main result, we consider the following variation of Example 3.1. Recall
that R × h2n+1 has a basis {X1, . . . , Xn, Y1, . . . , Yn, Z1, Z2} such that [Xi , Yi ] = Z1 for
i = 1, . . . , n, and that this Lie algebra admits an abelian complex structure J0 given by
J0Xi = Yi , J0Z1 = −Z2. For any λ > 0, consider the inner product 〈·, ·〉λ such that the
basis above is orthogonal, with |Xi | = |Yi | = 1 but |Z1| = |Z2| = 1

λ
. It is easy to see (just

as in Example 3.1) that (J0, 〈·, ·〉λ) is an LCK structure, in fact, it is Vaisman. Furthermore,

the metrics 〈·, ·〉λ are pairwise non-isometric, since the scalar curvature of 〈·, ·〉λ is − nλ2

2 .

Theorem 5.1 Let (J, 〈·, ·〉) be an LCK structure on g with abelian complex structure J . If
dim g ≥ 4 and g is unimodular then g � R×h2n+1, where h2n+1 is the (2n +1)-dimensional
Heisenberg Lie algebra, and (J, 〈·, ·〉) is equivalent to (J0, 〈·, ·〉λ) for some λ > 0.

We will provide the proof of this theorem in a series of results. Recall from (8) that

g = span{A} ⊕ ker θ,

where A ∈ (ker θ)⊥ such that θ(A) = 1. This series of results will be divided roughly in two
parts. The first part will culminate in Proposition 5.10, where it is proved that both A and
J A are central elements of g. In the second part, we shall determine all the Lie brackets on
g, which will allow us to establish an isomorphism g � R × h2n+1.

Lemma 5.2 The endomorphism adA : g → g is symmetric.
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Proof It is an immediate consequence of Lemma 3.2. ��

In particular adA |ker θ : ker θ → ker θ is symmetric, therefore it is diagonalizable and
there is an orthogonal decomposition

ker θ =
∑

λ∈S

gλ,

where S ⊂ R is the spectrum of adA |ker θ and gλ is the eigenspace associated with the
eigenvalue λ.

According to Lemma 2.2 (iii) the codimension of [g, g] is at least 2. Therefore g0 	= {0},
that is 0 ∈ S. Hence we obtain the orthogonal decomposition

g = RA ⊕ g0 ⊕
∑

λ∈S∗
gλ, (11)

where S∗ := S − {0}. Note that the Jacobi identity and the fact that g′ is abelian imply that:

• gλ is an ideal for λ ∈ S∗,
• g0 is a subalgebra.

Now we consider g′
0 = [g0, g0] and (g′

0)
⊥, its orthogonal complement in g0, that is,

g0 = g′
0 ⊕ (g′

0)
⊥.

Note also that g′ = g′
0 ⊕

∑
λ∈S∗ gλ.

For any X, Y ∈ ker θ , we compute

dω(A, X, Y ) = −ω([A, X ], Y ) − ω([X, Y ], A) − ω([Y, A], X)

= −〈J [A, X ], Y 〉 − 〈J [X, Y ], A〉 − 〈J [Y, A], X〉
= 〈[A, X ], JY 〉 + 〈[X, Y ], J A〉 + 〈[Y, A], J X〉

θ ∧ ω(A, X, Y ) = θ(A)ω(X, Y ) + θ(X)ω(Y, A) + θ(Y )ω(A, X)

= 〈J X, Y 〉.
Therefore we have

〈[A, X ], JY 〉 + 〈[X, Y ], J A〉 + 〈[Y, A], J X〉 = 〈J X, Y 〉,
for all X, Y ∈ ker θ . From this we get three equations that will be important later:

〈[X, Y ], J A〉 = 〈J X, Y 〉, for X, Y ∈ g0. (12)

(λ + μ + 1)〈J X, Y 〉 = 0, for X ∈ gλ, Y ∈ gμ and λ,μ ∈ S∗. (13)

〈[X, Y ], J A〉 = (μ + 1)〈J X, Y 〉, for X ∈ g0, Y ∈ gμ, μ ∈ S∗. (14)

Lemma 5.3 J (g′
0) ⊂ RA ⊕ (g′

0)
⊥.

Proof If X, Y ∈ g0 we can write J [X, Y ] = a A + Z0 +
∑

λ∈S∗ Zλ with a ∈ R, Z0 ∈ g0

and Zλ ∈ gλ. Then [A, J [X, Y ]] = [A,
∑

λ∈S∗ Zλ] =
∑

λ∈S∗ λZλ.

On the other hand, from (11), J A = X0 +
∑

λ∈S∗ Xλ, with X0 ∈ g0 y Xλ ∈ gλ for

λ ∈ S∗.
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Then

[A, J [X, Y ]] = −[J A, [X, Y ]] = −[X0 +
∑

λ∈S∗
Xλ, [X, Y ]] = −[X0, [X, Y ]] ∈ g0

since g0 is subalgebra and g′ is abelian. Therefore Zλ = 0 for all λ ∈ S∗.
Moreover, it follows from (12) and the fact that g′ is abelian that J (g′

0) and g′
0 are orthog-

onal. Then we must have Z0 ∈ (g′
0)

⊥, and this implies the result. ��
Now, we defineΛ ⊂ S∗ in the following way: λ ∈ Λ if and only if there is not any λ′ ∈ S∗

such that λ + λ′ + 1 = 0, or equivalently, Λ = {λ ∈ S∗ : −(λ + 1) /∈ S∗}. Note that λ /∈ Λ

if and only if −(λ + 1) /∈ Λ.

Lemma 5.4 Let λ ∈ S∗. Then,

(i) if λ ∈ Λ then J (gλ) ⊂ RA ⊕ (g′
0)

⊥.

(ii) if λ ∈ Λc then J (gλ) ⊂ RA ⊕ (g′
0)

⊥ ⊕ gλ′ , where λ + λ′ + 1 = 0.

Proof (i) If λ ∈ Λ, from (13) we have that J (gλ) is orthogonal to gμ for all μ ∈ S∗, and
therefore J (gλ) ⊂ RA ⊕ g0. Moreover, for Xλ ∈ gλ, Y ∈ g′

0, it follows from Lemma 5.3
that 〈J Xλ, Y 〉 = −〈Xλ, JY 〉 = 0. This proves (i), and in a similar way we prove (ii). ��

Let h be the orthogonal complement of g′ + Jg′ in g. Note that h is J -invariant. Thus, we
can write

g = (g′ + Jg′) ⊕ h. (15)

We will show that this orthogonal complement h is non-zero. We begin with an auxiliary
result.

Lemma 5.5 g′ ∩ Jg′ =
∑

λ∈�c
gλ ∩ J

(∑
λ∈�c

gλ

)
.

Proof Given Y ∈ g′ ∩ Jg′ then Y = J Z for Z ∈ g′. Since g′ = g′
0 ⊕

∑
λ∈S∗ gλ, we can

write

Y = Y0 +
∑

λ∈S∗
Yλ, Z = Z0 +

∑

λ∈S∗
Zλ

with Y0, Z0 ∈ g′
0 and Yλ, Zλ ∈ gλ. Then J Z = J Z0 +

∑
λ∈S∗ J Zλ. From Lemma 5.3 and

Lemma 5.4 we obtain J Z ∈ RA ⊕ (g′
0)

⊥ ⊕
∑

λ∈Λc
gλ. Since J Z = Y ∈ g′

0 ⊕
∑

λ∈S∗ gλ,

we get Y0 = 0 and Yλ = 0 for all λ ∈ Λ, therefore Y ∈
∑

λ∈Λc
gλ. In the same way,

Z ∈
∑

λ∈Λc
gλ, and therefore g

′ ∩ Jg′ ⊂
∑

λ∈�c
gλ ∩ J

(∑
λ∈�c

gλ

)
. The other inclusion

is clear. ��
Lemma 5.6 With notation as above, h 	= 0.

Proof If we suppose that h = {0} we get from (15) that g = g′ + Jg′.

Claim g′ ∩ Jg′ = {0}.
Indeed, according to Lemma 5.5 and to Lemma 2.2 (ii) we have

g′ ∩ Jg′ =
∑

λ∈�c

gλ ∩ J

(
∑

λ∈�c

gλ

)
⊂ z(g).
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Given Y ∈ g′ ∩ Jg′, it can be written as Y =
∑

λ∈Λc
Yλ. Then 0 = [A, Y ] =

∑
λ∈Λc

λYλ,
and therefore Y = 0. This proves the claim.

As a consequence, we have the direct sum decomposition

g = g′ ⊕ Jg′.

According to [2, Corollary 3.3], the Lie bracket on g induces a structure of commutative
associative algebra on g′ given by X ∗ Y = [J X, Y ]. Furthermore if A denotes the com-
mutative associative algebra (g′, ∗), then A 2 = A and g is holomorphically isomorphic to
aff(A ) with its standard complex structure (see Sect. 2.2). Since g is unimodular, it follows
from Lemma 2.3 that A is nilpotent. This is a contradiction with the fact that A 2 = A ,
hence h 	= {0}. ��

Since A is orthogonal to g′, we have that J A is orthogonal to Jg′. More precisely, we
have

Lemma 5.7 J A ∈ g′.

Proof Let u be the orthogonal complement of g′ ∩ Jg′ in g′, that is

g′ = u ⊕ (g′ ∩ Jg′).

Since g′ ∩ Jg′ is J -invariant we have

Jg′ = Ju ⊕ (g′ ∩ Jg′),

and therefore

g′ + Jg′ = u ⊕ (g′ ∩ Jg′) ⊕ Ju.

As J A is orthogonal to Jg′, it follows from (15) that J A = U + β for some U ∈ u and
β ∈ h. Since u ⊂ g′, the lemma will follow if we prove β = 0.

Now, for any X ∈ g such that 〈A, X〉 = 〈J A, X〉 = 0, we compute

dω(Jβ, X, J X) = θ ∧ ω(Jβ, X, J X)

−〈[Jβ, X ], X〉 + 〈[X, J X ],−β]〉 + 〈[J X, Jβ], J X〉 = 〈A, Jβ〉
|A|2 |X |2

〈[Jβ, X ], X〉 + 〈[Jβ, J X ], J X〉 = |β|2
|A|2 |X |2. (16)

Moreover 〈[Jβ, A], A〉 = 0 and 〈[Jβ, J A], J A〉 = 0, due to Lemma 3.2 and the fact that h
is orthogonal to g′. Let {X1, J X1, . . . , Xr , J Xr } be an orthonormal basis of W , where W is
given in (9). Note that r ≥ 1 since dim g ≥ 4. We compute next tr(adJβ), taking into account
(16):

tr(adJβ) = 1

|A|2 〈[Jβ, A], A〉 + 1

|A|2 〈[Jβ, J A], J A〉

+
r∑

j=1

〈[Jβ, X j ], X j 〉 + 〈[Jβ, J X j ], J X j 〉

= |β|2
|A|2

r∑

j=1

|X |2.

Since g is unimodular, it follows that β = 0. ��
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Remark 5.1 It follows from Lemma 5.7 and (15) that if H ∈ h, then H is orthogonal to A
and J A.

Lemma 5.8 If H ∈ h, then

(i) 〈[H, J H ], J A〉 = |H |2,

(ii) |[H, J H ]|2 = |H |4
|A|2 .

Proof For H ∈ h, we compute first

dω(A, H, J H) = θ ∧ ω(A, H, J H)

〈[A, H ], J 2H〉 + 〈[H, J H ], J A〉 + 〈[J H, A], J H〉 = |H |2 − 〈A, H〉2
|A|2 − 〈J A, H〉2

|A|2
〈[H, J H ], J A〉 = |H |2,

since h is J -invariant and orthogonal to g′. This proves (i).
Now we compute

dω(J [H, J H ], H, J H) = θ ∧ ω(J [H, J H ], H, J H)

−|[H, J H ]|2 = 〈A, J [H, J H ]〉
|A|2 |H |2

|[H, J H ]|2 = |H |4
|A|2 ,

where we used (i) for the last equality. This proves (ii). ��

Lemma 5.9 If H ∈ h, then

(i) [H, J H ] = |H |2
|A|2 J A,

(ii) [H, Y ] = 0 for all Y ∈ h such that 〈Y, J H〉 = 0,
(iii) [H, g′

0] = 0,
(iv) [H, gλ] = 0 for all λ ∈ S∗ − {− 1

2 }.

Proof (i) Using Lemma 5.8 and the Cauchy–Schwarz inequality we obtain

|H |4 = 〈[H, J H ], J A〉2 ≤ |[H, J H ]|2|A|2 = |H |4
|A|2 |A|2 = |H |4,

so that we have equality everywhere and therefore for all H ∈ h there exists c(H) > 0 such
that

[H, J H ] = c(H)J A.

From Lemma 5.8 (ii) again we get that |H |2 = c(H)|A|2, and therefore [H, J H ] = |H |2
|A|2 J A

for all H ∈ h.
(ii) We calculate [H, Y ] for Y ∈ h such that 〈Y, J H〉 = 0.

dω(J [H, Y ], H, Y ) = 〈[J [H, Y ], H ], JY 〉 − |[H, Y ]|2 + 〈[Y, J [H, Y ]], J H〉
= −|[H, Y ]|2,
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since h is J -invariant and orthogonal to g′. On the other hand

θ ∧ ω(J [H, Y ], H, Y ) = 〈A, J [H, Y ]〉
|A|2 〈J H, Y 〉 + 〈A, H〉

|A|2 〈JY, J [H, Y ]〉

− 〈A, Y 〉
|A|2 〈[H, Y ], H〉 = 0,

since A is orthogonal to h and 〈J H, Y 〉 = 0. Therefore [H, Y ] = 0.
Finally, both (iii) and (iv) will follow from the next computation. Given H ∈ h, X, Y ∈ g′

we compute

dω(H, X, JY ) = −ω([H, X ], JY ) − ω([X, JY ], H) − ω([JY, H ], X)

= −〈J [H, X ], JY 〉 − 〈J [X, JY ], H〉 − 〈J [JY, H ], X〉
= −〈[H, X ], Y 〉 + 〈[X, JY ], J H〉 + 〈[JY, H ], J X〉
= −〈[H, X ], Y 〉 + 〈[JY, H ], J X〉,

since h is J -invariant and orthogonal to g′. On the other hand we have

θ ∧ ω(H, X, JY ) = θ(H)ω(X, JY ) + θ(X)ω(JY, H) + θ(JY )ω(H, X)

= 〈A, H〉
|A|2 〈X, Y 〉 − 〈A, X〉

|A|2 〈Y, H〉 + 〈A, JY 〉
|A|2 〈J H, X〉

= 0,

since 〈H, A〉 = 0 and 〈h, g′〉 = 0. Therefore we get 〈[H, X ], Y 〉 = 〈[JY, H ], J X〉. In
particular, if we take Y = [H, X ] we obtain

|[H, X ]|2 = 〈[J [H, X ], H ], J X〉. (17)

(iii) If X ∈ g′
0 it follows fromLemma5.3 that J X ∈ RA⊕(g′

0)
⊥. Since [J [H, X ], H ] ∈ g′

we get from (17) that |[H, X ]|2 = 0.
(iv) If Xλ ∈ gλ, λ ∈ Λ, it follows from Lemma 5.4 (i) that J X ∈ RA ⊕ (g′

0)
⊥. In the

same way as above we get |[H, X ]|2 = 0.
However, if Xλ ∈ gλ, λ ∈ Λc and λ 	= − 1

2 from Lemma 5.4 (ii) we obtain that J X ∈
RA ⊕ (g′

0)
⊥ ⊕ gλ′ , where λ′ = −λ − 1 and λ′ 	= λ since λ 	= − 1

2 . On the other hand
[J [H, X ], H ] = −[[H, X ], J H ] ∈ gλ since gλ is an ideal. Therefore from (13) and (17) we
get |[H, X ]|2 = 0. ��
Proposition 5.10 With notation as above, we have:

(i) S = {0}, that is, A, J A ∈ z(g),
(ii) g = g′ ⊕ Jg′ ⊕ h, an orthogonal sum.

Proof (i) Let λ ∈ S∗ − {− 1
2 } and take H ∈ h, H 	= 0 and Xλ ∈ gλ. Lemma 5.9 (i) implies

that

[[H, J H ], J Xλ] = |H |2
|A|2 [J A, J Xλ] = |H |2

|A|2 λXλ,

whereas Lemma 5.9 (iv) and the fact that h is J -invariant imply that

[[H, J H ], J Xλ] = −[[J H, J Xλ], H ] − [[J Xλ, H ], J H ] = 0.

Then Xλ = 0 and therefore S∗ − {− 1
2 } = ∅. If − 1

2 ∈ S∗ then it is the only eigenvalue
in S∗, hence g is not unimodular, that is a contradiction. As a consequence, S∗ = ∅, that is,
S = {0}, or equivalently, A ∈ z(g). It follows from Lemma 2.2 that J A ∈ z(g) too.

123



Geom Dedicata (2015) 179:197–216 213

(ii) It follows from Lemma 5.5 that g′ ∩ Jg′ = {0}. Therefore
g = g′ ⊕ Jg′ ⊕ h

where g′ = g′
0. Moreover, this decomposition is orthogonal, because of Lemma 5.3. ��

Remark 5.2 If (g, J, 〈·, ·〉) is Vaisman with J abelian, it is much easier to show that A, J A ∈
z(g). Indeed, from Lemmas 5.2 and 3.3 we have that adA is symmetric and skew-symmetric,
so A ∈ z(g). Then J abelian implies that J A ∈ z(g) too.

Proposition 5.11 The commutator ideal g′ is 1-dimensional, generated by J A.

Proof Let us assume that dim g′ ≥ 2, and let X ∈ g′, |X | 	= 0, such that 〈X, J A〉 = 0.

Claim [X, JY ] = |〈X,Y 〉|
|A|2 J A for any Y ∈ g′ such that 〈Y, J A〉 = 0.

Indeed, we compute

dω(J [X, JY ], X, JY ) = −〈[J [X, JY ], X ], Y 〉 − 〈[X, JY ], [X, JY ]〉
+ 〈[JY, J [X, JY ]], J X〉.

Since g′ and Jg′ are orthogonal, we get 〈[JY, J [X, JY ]], J X〉 = 0. From Jacobi identity
and the fact that g′ is abelian we have that

[J [X, JY ], X ] = −[[X, JY ], J X ] = [[JY, J X ], X ] + [[J X, X ], JY ] = [[J X, X ], JY ].
Therefore dω(J [X, JY ], X, JY ) = −|[X, JY ]|2 + 〈adJ [J X,X ] Y, Y 〉. On the other hand,

θ ∧ ω(J [X, JY ], X, JY ) = 〈A, J [X, JY ]〉
|A|2 〈X, Y 〉 − 〈A, X〉

|A|2 〈Y, J [X, JY ]〉

− 〈A, JY 〉
|A|2 〈[X, JY ], X〉

= 〈A, J [X, JY ]〉
|A|2 〈X, Y 〉

= −〈X, Y 〉2
|A|2 ,

where we have used 〈A, X〉 = 〈Y, J A〉 = 0 in the second equality and (12) in the last
equality. Therefore

〈adJ [J X,X ] Y, Y 〉 = |[X, JY ]|2 − 〈X, Y 〉2
|A|2 . (18)

Using (12), the Cauchy–Schwarz inequality and (18) we get

〈X, Y 〉2 = 〈[X, JY ], J A〉2 ≤ |[X, JY ]|2|A|2 = 〈adJ [J X,X ] Y, Y 〉|A|2 + 〈X, Y 〉2, (19)

and this implies

〈adJ [J X,X ] Y, Y 〉 ≥ 0.

Recalling that tr(adJ [J X,X ]) = 0, since g is unimodular, we will show next that the
inequality above is in fact an equality.

We know that adJ [J X,X ] A = adJ [J X,X ] J A = 0 (since A, J A ∈ z(g)), adJ [J X,X ] J Z = 0
for all Z ∈ g′ (since g′ is abelian) and adJ [J X,X ] H = 0 for all H ∈ h (due to Lemma
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5.9). Therefore tr(adJ [J X,X ]) = ∑
j 〈adJ [J X,X ] e j , e j 〉 for any orthonormal basis {e j } of g′.

Choosing e1 = J A
|A| and e2 = X

|X | , we have

0 = tr(adJ [J X,X ]) = 1

|X |2 〈adJ [J X,X ] X, X〉 +
∑

j≥3

〈adJ [J X,X ] e j , e j 〉. (20)

Thus 〈adJ [J X,X ] Y, Y 〉 = 0 for any Y ∈ g′ with 〈Y, J A〉 = 0, since such Y is a linear
combination of {e j | j ≥ 2}.

As a consequence, we obtain from (19) that [X, JY ] = c(X, Y )J A for some c(X, Y ) ≥ 0.
It follows from (18) that c(X, Y ) = |〈X,Y 〉|

|A|2 J A. Therefore [X, JY ] = |〈X,Y 〉|
|A|2 J A for all Y ∈ g′

with 〈Y, J A〉 = 0.
This proves the claim.
In order to finish the proof of Proposition 5.11, recall the following orthogonal decompo-

sitions of g:

g = span{A} ⊕ g0 = g′ ⊕ Jg′ ⊕ h,

with A ∈ Jg′, J A ∈ g′, where g′ and Jg′ are abelian subalgebras. Since g′
0 = g′, it follows

from Lemma 5.9 (iii) that [h, g′] = [h, Jg′] = 0 and, moreover, the only non-zero brackets

in h are [H, J H ] = |H |2
|A|2 J A. From this and the claim just proved, it is clear that the only

non-zero brackets in g are multiples of J A, therefore we arrive at a contradiction with the
assumption that dim g′ ≥ 2.

Therefore, dim g′ = 1, and g′ is generated by J A. ��
Proof (of Theorem 5.1) As a consequence of Lemma 5.9, Proposition 5.10 and Proposition

5.11, the only non-vanishing brackets on g are [X, J X ] = |X |2
|A|2 J A for X ∈ gwith 〈X, A〉 = 0

and 〈X, J A〉 = 0. Considering an orthonormal basis {X1, . . . , Xn, Y1, . . . , Yn} of h, with
J Xi = Yi , we have that the only non-vanishing brackets on g are [Xi , Yi ] = J A

|A|2 . Setting
Z1 = J A

|A|2 , Z2 = A
|A|2 , it is clear that g is isomorphic to R×h2n+1 and (J, 〈·, ·〉) is equivalent

to (J0, 〈·, ·〉λ) for λ = |A|. ��
Remark 5.3 We will give a sketch of an alternative proof of Theorem 5.1. From Proposition
5.10 we have that A, J A ∈ z(g) then g = span{A, J A}⊕ W and g′ ⊂ span{J A}⊕ W . If h is
the projection of the Lie bracket on g to W , then it can be seen that (W, h, 〈·, ·〉|W×W , J |W )

is a unimodular Kähler Lie algebra with an abelian complex structure. According to [3,
Theorem 4.1], it follows that (W, h) is abelian. Then g′ = span{J A}, and moreover, the only

non-zero Lie brackets are [X, J X ] = |X |2
|A|2 J A for X ∈ W , obtaining in this way the same

result as above.

Remark 5.4 On R × h2n+1 there are
[ n
2

] + 1 equivalence classes of complex structures, all
of them abelian (see [2, Proposition2.2]). It follows from the proof of Theorem 5.1 that if
(J, 〈·, ·〉) is an LCK structure on this Lie algebra, then J is equivalent to the complex structure
J0, so that representatives of only one equivalence class of complex structures may admit
LCK metrics (compare [34]).

In terms of solvmanifolds, we can rewrite Theorem 5.1 as follows.

Corollary 5.12 Let Γ \G be a compact solvmanifold with an LCK structure induced from a
left invariant LCK structure on G with an abelian complex structure, and G simply connected.
Then G is isomorphic to R×H2n+1, and R×H2n+1 has a left-invariant LCK structure induced

123



Geom Dedicata (2015) 179:197–216 215

by (J0, 〈·, ·〉λ) for some λ > 0. In particular, Γ \G is a nilmanifold and the LCK structure is
Vaisman.

The LCK structure on the Lie algebra R×h2n+1 induces a left-invariant LCK structure on
R × H2n+1. Let (t, x1, . . . , xn, y1, . . . , yn, z) be a global coordinate system on R × H2n+1,
which is diffeomorphic to R

2n+2. The left-invariant metric gλ associated to 〈·, ·〉λ is given
by

gλ =
∑

i

(
dx2i + dy2i

) + λ−2

⎛

⎝dt2 +
(

dz −
∑

i

xi dyi

)2
⎞

⎠ ,

where λ = |A|, while the fundamental form ωλ is given by

ωλ =
∑

i

dxi ∧ dyi + λ−2dt ∧ (dz −
∑

i

xi dyi ).

This left-invariant LCK structure on R × H2n+1 descends to an LCK structure on the nil-
manifold Γ \(R × H2n+1) ∼= S1 × Γ̃ \H2n+1, where Γ = Z × Γ̃ is a lattice in R × H2n+1,
with Γ̃ a lattice in H2n+1.

Remark 5.5 The lattices in H2n+1 have been classified in [14]. We fix for each k ∈ N the
lattice Γk in H2n+1 given by

Γk =

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

⎛

⎜⎜⎜⎜⎜⎝

1 a1 . . . an c/k
1 b1

. . .
...

1 bn

1

⎞

⎟⎟⎟⎟⎟⎠
: a j , b j , c ∈ Z

⎫
⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎭

.

Clearly, Γr ⊂ Γs if and only if r divides s. Thus, Γ1\H2n+1 covers Γk\H2n+1 for all k.
Moreover, it canbe shown thatΓk/[Γk, Γk] is isomorphic toZ

2n⊕Zk .Hence, the nilmanifolds

Mk = (Z × Γk) \(R × H2n+1) = S1 × (Γk\H2n+1)

are non-homeomorphic for different values of k.
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