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Abstract. We study the potential of mean force for pairs of parallel flat surfaces with attractive elec-
trostatic interactions by employing model systems functionalized with different charged, hydrophobic and
hydrophilic groups. We study the way in which the local environment (hydrophobic or hydrophilic moieties)
modulates the interaction between the attractive charged groups on the plates by removing or attracting
nearby water and thus screening or not the electrostatic interaction. To explicitly account for the role
of the solvent and the local hydrophobicity, we also perform studies in vacuo. Additionally, the results
are compared to that for non-charged plates in order to single out and rationalize the non-additivity of
the different non-covalent interactions. Our simulations demonstrate that the presence of neighboring hy-
drophobic groups promote water removal in the vicinity of the charged groups, thus enhancing charge
attraction upon self-assembly. This role of the local hydrophobicity modulating electrostatic interactions
is consistent with recent qualitative descriptions in the protein binding context.

1 Introduction

A full comprehension of hydrophobicity at the nanoscale
encompassing the way in which non-covalent interactions
are modulated under nano-confinement conditions is still
lacking. Such knowledge is demanded not only in or-
der to rationalize self-assembly processes in various con-
texts, ranging from biology to materials design, but also
to allow for rational design efforts in such fields [1–9].
In self-assembly processes, water acts as a mediator be-
tween complex surfaces that interact mainly between non-
covalent interactions within an environment characterized
by nanometric dimensions [4, 7, 10–16]. Indeed, the self-
assembly of large (nanoscale) hydrophobic surfaces de-
pends on the occurrence of a dewetting or drying tran-
sition at certain critical separation below which the liq-
uid becomes thermodynamically unstable [7, 17–19]. Ad-
ditionally, it has been shown that hydrophobicity depends
non-trivially on the patterning or arrangement of hy-
drophobic and hydrophilic sites on the interacting sur-
faces [7, 10, 19–21]. In fact, calculations for parallel plates
with identical compositions (equal number of charged and
hydrophobic sites) but arranged in different patterns pro-
duced very different potential of mean force profiles. This
speaks of a highly cooperative nature of the hydropho-
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bic effect and, thus, a clear non-additivity of the corre-
sponding non-covalent interactions [19]. It would be thus
of great relevance to fully rationalize such non-additive
behavior and to determine possible design elements of in-
terest in self-assembly in order to aid rational design en-
deavors. Our present work attempts to make a step in this
way.

The above-described behavior is consistent with a
scenario for protein binding that has explained protein-
protein complexes and that has yielded successful drug
design efforts [22, 23]. Such approach is based precisely
on the recognition of the context dependence of non-
covalent interactions of electrostatic nature, like protein
backbone hydrogen bonds. Such interactions require a
proper protection (wrapping [22, 23]) from water attack
by means of hydrophobic groups in order to be stable in
solution and, thus, the existence of packing defects (de-
hydrons [22, 23]) at the protein surface become essential
for binding [22–29]. Additionally, the O-Ring theory of
protein binding [30, 31] also implies the fact that (usu-
ally flat) protein binding hotspots are made up of a small
group of residues that mainly contribute to the binding
energy (as determined, for instance, by alanine scanning
experiments), which are located at the centre of the inter-
face. Such residues are surrounded by a group of energet-
ically non-important residues, whose role is precisely to
occlude solvent form the interaction region. Thus, these
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rim-like arranged residues generate suitable effective di-
electric and solvation conditions for the central inter-
acting residues. A lower effective dielectric, for instance,
would increase the strength of electrostatic interactions in
hotspots.

Within this context, the aim of our present work
is to rationalize the non-additive nature of electrostatic
non-covalent interactions during (hydrophobic) collapse in
model self-assembly processes. Thus, we shall study sim-
ple systems represented by flat surfaces in which a re-
active charged site is placed within different local envi-
ronments. Potential of mean force calculations will then
be performed for pairs of attractive surfaces. Our results
will demonstrate that a proper modulation by means of
hydrophobic groups of the local context of electrostatic in-
teractions clearly enhances the interaction strength upon
self-assembly.

2 Methodology

We studied the thermodynamics of the binding process
of two simple model surfaces consistent in parallel plates,
both in water and in vacuo. Each plate was built function-
alizing a scaffold diamond slab to give an arrangement of
hexagons very similar in geometry to the hexagonal self-
assembled monolayer over the (1, 1, 1) face of gold. The
first set of systems was composed of oppositely charged
slabs with a variety of surrounding groups of different hy-
drophobicity (from hydrophilic to hydrophobic as shown
in fig. 1).

All the systems were hydrated using TIP3P water
model in a rectangular box of roughly 5 × 7 × 5 nm.
The molecular dynamics simulations were conducted us-
ing GROMACS package version 5.1.1 [32] with AMBER99
force field [33]. All the bonds were constrained using the
LINCS algorithm, the long range electrostatic forces were
evaluated with the PME method. We used a modified
Berendsen thermostat at T = 300K and a Parrinello-
Rahman barostat at 1 bar as reference pressure. All the
dynamics were run using periodic boundary conditions
and a cutoff of 1 nm for the short range forces.

For the Potential of Mean Force (PMF) calculations
we used Umbrella Sampling at increasing plate distances
in intervals of 0.03 nm. Every Umbrella window was first
equilibrated for 2 ns and the data were collected for 4
additional nanoseconds. The restraining bias potential
was set differently for every system according to the
energy required to overcome the respective dehydration
energy barrier (they are carefully selected by a trial and
error process and obviously differ between charged and
non-charged systems). We used the weighted histogram
analysis method (WHAM) [34] to obtain the PMF
from the collected data. Finally we performed PMF
calculations for neutral plates of chemical environments
identical to the charged ones for comparison purposes.
We used the trajectories obtained during the Umbrella
Sampling method to conduct additional analysis of the
water behavior over the approaching plates.

Fig. 1. (a) Side view representation of simulated parallel
plates. (b) Top view of one of the parallel plates. Each plate
consists of a diamond slab (grey atoms), with central oppos-
ing charged groups (blue sphere) and different chemical envi-
ronments (red spheres). For the charged groups the charge is
distributed between the different constituent atoms. (c) Func-
tional groups in the simulated parallel plates as represented in
(b). In S5 the Lennard-Jones parameters of the carbon atoms
are reduced (to half their value) in order to yield a more hy-
drophobic behavior. (d) We also include a snapshot of the sim-
ulation box for one of the cases under study in order to better
illustrate the simulation conditions.

We also performed a solvation thermodynamic map-
ping study of the molecular surface of the systems of
interest by means of the Grid Inhomogeneous Solvation
Theory (GIST) method, recently included [35–37] in Am-
berTools [38]. We used the TIP3P water model. The
simulations used a periodic box (at least 15 Å between
any heavy atom of the system and the edge of the pe-
riodic box). Energy minimization, followed by MD sim-
ulation, was carried out with the Amber 12 software.
First, the energy of the system was minimized in two
rounds; both used 1500 steps of the steepest descents al-
gorithm followed by the conjugate gradient method for
a maximum of 2000 steps. In the first round, all atoms
were harmonically restrained to their initial positions
with a force constant of 100 kcal/mol/Å2. In the sec-
ond round, the system was further relaxed keeping only
non-hydrogen atoms restrained, with the same force con-
stant. The energy minimized system was then heated
with a series of 20 ps constant volume and temperature
MD simulations with the first simulation at 50K and in-
cremented by 50K every 20 ps until 300K was reached.
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The system was then equilibrated for 10 ns at 300K at a
constant pressure of 1 atm. At the final volume, the sys-
tem was then equilibrated for an additional 5 ns at con-
stant volume. The final MD production run of 20 ns was
at constant number of particles, volume, and temperature
(NVT) and system configurations were stored every 1 ps
for a total of 20000 configurations. During all MD sim-
ulations, all atoms were harmonically restrained to their
positions following the energy minimization step, with a
force constant of 100 kcal/mol/Å2. The SHAKE algorithm
was used to constrain the lengths of all bonds involving
hydrogen atoms. Temperature was regulated by Langevin
dynamics with a collision frequency of 2.0 ps−1. A 9 Å cut-
off was applied to all non-bonded interactions. The main
GIST solvation maps were produced from these configu-
rations.

3 Results

In order to achieve the goals proposed for this work, a de-
tailed and systematic exploration of relevant combinations
of charge and surroundings must be conducted for the
systems under study. For sake of clarity we will start pre-
senting the overall binding-energy differences between the
different charged plates to single out the relevance of the
solvent effect. Relevant comparisons with the correspond-
ing versions of uncharged plates will be also established.

3.1 PMF studies of charged plates

Figure 2 displays the potential of mean force (PMF) for
two parallel charged plates with different chemical envi-
ronments as a function of the interplate distance. The
binding energy obtained for each system is the difference
in energy between the global minima (at low separation)
and the plateau level. From the PMF in water a clear ten-
dency is evident: as the hydrophobicity of the groups sur-
rounding the charge increases, the absolute value of the
binding energy increases. Additionally, the position and
sizes of the secondary peaks and valleys gives us informa-
tion about the different stages of the dehydration process
for each system. Even more, the last shoulder in the energy
landscape before dehydration (the shoulder that occurs at
separations a bit larger than the global minimum) pro-
vides the precise distance at which the final layer of water
is removed. The PMFs in vacuum do not show significant
differences.

In agreement with the binding-energy tendency, the
distance at which dehydration (dewetting) of the plates
occurs progressively increases as the plate becomes more
hydrophobic (such distance is marked by the position of
the last shoulder in the PMF). This fact will be corrob-
orated later on with a study of the water density in the
interplate region. Thus, charged hydrophobic plates in-
duce dewetting (drying) at non-trivial distances (plate-
plate separations larger than a regular water hydration
layer; namely at around 5–6 Å, a distance that would ac-
comodate a layer of water molecules), while the collapse of
charged hydrophilic plates is possible only when the last

Fig. 2. Potential of mean force for the different simulated sys-
tems (listed in fig. 1(c)) as a function of the plate distance (the
distances are measured between the positions of the charged
groups of both plates). Top: In water PMF, Bottom: In vac-
uum.

Fig. 3. Water induced potential of mean force as a function
of the plate distance for different environments. Simulated sys-
tems as listed in fig. 1(c).

water layer is finally expelled by steric effects. A minor ob-
servation worth mentioning is the special case of system
S1, in which no functional groups surround the charge (the
charged group protrudes) and, thus, such liberated space
is occupied for an extra layer of water. In this situation,
the minimum of the Potential of mean force appears at a
greater distance than the others due to the impossibility
for the steric displacement of such last layer of water.

In order to single out the effect of water on the self-
assembly process, we show in fig. 3 the water-induced
potential of mean force for the same systems discussed
above. This graph was obtained by subtracting point by
point the PMF in vacuum from the corresponding PMF
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Fig. 4. Water molecular density between plates as a function
of distance for the systems listed in fig. 1(c).

in water (as shown in fig. 2). Since all the in vacuo PMF
are very similar (with a maximum difference of about 12
per cent), we can conclude that the differences in binding
energies seen in fig. 2 arise as a consequence of the dif-
ferent behavior of hydration water on each system. It is
not trivial to mention that in all the cases presented so far
the net effect of water is always repulsive (i.e. hydrophilic
like, as a consequence of the charges), being less repul-
sive as the chemical character of the neighboring groups
become more hydrophobic. The situation is different for
the non-charged plates. Later on we will discuss this dif-
ference in order to single out the context-dependent effect
of the charges and where we shall deal with both over-
all hydrophobic and hydrophilic systems. However, before
proceeding to the analysis of the neutral versions of the
plates, we will present some additional examination of wa-
ter as the charged slabs approach each other. All these
calculations were made over the equilibrated trajectories
of each umbrella sampling window.

In fig. 4 we depict the water molecular density pro-
file as a function of the distance between the plates (cal-
culated as the average water density in the entire space
between the diamond slabs, over all the time span of ev-
ery umbrella window). As above-mentioned, the density
drops earlier as the groups surrounding the charge be-
come more hydrophobic. This is in concordance with the
argued dewetting transition observed in the PMF (fig. 2).
More hydrophobic plates have a dewetting transition at
larger plate separation.

It is interesting to also analyze the local distribu-
tion of water density in between the plates. In fig. 5 we
show the 2D spatial density distribution at a selected
distance (0.62 nm) between two different charged-plates
cases: S2 (hydrophilic environment) and S4 (hydropho-
bic). Both the lateral and the top profile views give us
an idea of the influence of the local surrounding context
on the charged region. The hydrophobic methyl groups
clearly promote the dehydration of the charged moiety un-
der nano-confinement, while the charge surrounded by the
polar NH2 groups remains tightly hydrated at such plate-
plate separation. It is interesting to note that in both cases
we can observe a slightly high water density near the bor-
ders of the plates. Moreover in the case of the hydrophobic

Fig. 5. Heat map of the 2D molecular density for (a) system
S4 (hydrophobic environment) at 0.62 nm of distance between
plates; (b) system S2 (hydrophilic environment) at 0.62 nm of
distance between plates. Top panels represents top view and
lower panels the lateral view. The color scale represents the
number of water molecules.

environment (fig. 5(a)) we can observe an ordering motif
similar to the diamond structure of the plates, suggesting
that the hydrophobic characteristic of the plates is not
that strong.

3.2 PMF studies of neutral plates

For comparison, we generated a series of neutral plates
by removing the charged functional group from the plates
previously studied. In fig. 6 we depict the neutral systems
and the corresponding simulated environments.

For such systems we performed the corresponding
PMF calculations. We can observe in the PMF in water
of fig. 7 that the removal of the charges from the plates
makes the previously observed binding-energy differences
almost disappear. Perhaps the most intriguing observa-
tion is the favorable energy of binding for the system S2′
(hydrophilic), but this may be due to the contribution of
a number of minor effects: for instance, the hydrophobic
driven collapse depends on the whole volume of the plate,
and not only on the chemical identity of the functionalized
face; also, the NH2 groups face allows for a certain degree
of electrostatic interaction once the water in between the
plates is expelled. It is also worth noticing that the peaks
and valleys obtained for the neutral plates match almost
perfectly the distances observed in their charged equiv-
alents (fig. 2), thus indicating that the behavior of the
solvent at the interface is primarily determined by the col-
lective chemical nature of the plate and is not significantly
altered by the central charge.

We next studied the effect of water on the uncharged
systems. Even when a full description of the process of
assembling of the neutral systems is not intended in this
work, a better understanding of these systems may shed
some light on the comprehension of the dependence of
the behavior of nano-confined water the on the chemi-
cal nature of the interface. As shown in fig. 8, except for
the Lennard-Jones modified slab which exhibits a neat
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Fig. 6. (a) Side view representation of simulated parallel
plates. (b) Top view of one of the parallel plates. Each plate
consists of a diamond slab (grey atoms) and different chemical
environments (red spheres). (c) Functional groups in the sim-
ulated parallel plates as represented in (b). The systems em-
ployed represent the uncharged counterparts of the ones shown
in fig. 1. To emphasize such correspondence, we have labeled
them as S2′ (the uncharged system to compare with S2), S3′

(the uncharged system to compare with S3) and so on. Thus,
S2′ means that in each of the two parallel plates we have re-
moved the central charged group (in the table we indicate by
“none” the number of charged groups) and replaced it by a
group of the correponding environment kind, in this case a hy-
drophilic group (in such way, the plates now contain all red
spheres, in this case hydrophilic groups).

hydrophobic behavior, the water effect is always repul-
sive. Previous results on graphene-like systems [9, 39–44]
(whose behavior has been demonstrated to be rather hy-
drophilic both in simulations and experimental studies)
suggest that this effect may be due by the very dense
packing of carbon atoms in the backbone of the present
diamond-like model. In fact, the Van der Waals terms act-
ing over the plates could be large enough to compete with
the water-water interaction efficiently [9, 39–44] (see also
fig. 5). This is, in fact, the reason for our decision to in-
clude a model with C-C reduced interactions (εLJ/2) in
this study, a strategy that has also been already used in
graphitic contexts [9, 44], to satisfy the need to consider
the effect of a proper hydrophobic background.

Fig. 7. Potential of mean force for the different simulated
systems (listed in fig. 6(c)) as a function of the plate distance.
TOP: PMF in water. Bottom: In vacuum.

Fig. 8. Water induced potential of mean force as a function
of the plate distance for different environments. Simulated sys-
tems as listed in fig. 6(c).

3.3 Direct comparison of neutral and charged systems

In order to single out the context-dependent contribu-
tion of the electrostatic interaction to the binding of the
plates, we show in fig. 9 the result of subtracting the en-
ergy landscape obtained in water for neutral systems from
their charged relatives. As directly evident from the fig-
ure, there is a remarkable variation on the energy change
resultant from considering the exact same charge within
different chemical environments. In fact, the two contexts
that represent extremes in chemical dissimilarity present
a difference of roughly 20 kcal/mol.
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Fig. 9. Potential of mean force, in water, resulting from the
difference between neutral and charged systems. PMF is dis-
played as a function of the plate distance for different environ-
ments. Simulated systems as listed in fig. 6(c) and fig. 1(c). S2 -
S2′ means that we are subtracting the PMF for the uncharged
S2′ system from the one of the charged S2 system, S3 - S3′

implies the difference between the PMFs of S3 and S3′, and so
on.

Fig. 10. Potential of mean force for the charged hydrophobic
system (similar to S4 in fig. 2), with the charged group located
at different positions in the plates.

3.4 Study of single charges at different locations

To further inspect the context-dependent nature of the
electrostatic interactions, we now consider the same
background system, hydrophobically functionalized plates
made of diamond-like slabs ending with CH3 groups,
where a charged group replaces one CH3 at different lo-
cations of the slab: at the center of the plates (same sys-
tem as S4 in fig. 2), at the border and at an interme-
diate location between the center and the border of the
plate. In each case, the other slab is identical, but with
an oppositely charged group. Thus, the three cases un-
der study are chemically identical (equal composition of
charged and hydrophobic sites), except for the fact that
the charges are located at different positions within the
interface and thus, any difference in their behavior would
be due to their locally different environments. Figure 10
shows the results. The value of the minimum for the case
of the charge located at the center of the slabs is more
pronounced than for the border case (the intermediate
charge location presents an intermediate behavior, closer
to the behavior for the centre charge). It is evident that
upon self-assembly, charges at the centre of the inter-

Fig. 11. Potential of mean force based on the water-water
radial distribution function for isolated plates.

face are properly protected from the effect of water by
the surrounding hydrophobic groups, while for charges at
the border this requisite would not be completely satis-
fied. Charges at an intermediate location are nonetheless
surrounded by hydrophobes and thus they are fairly well
shielded from water. It is notable that in proteins hot spots
are indeed generally located at the center of the protein
interface where they can be well protected from the sol-
vent [30,31].

3.5 Isolated plates analysis

In order to gain a deeper comprehension on the behav-
ior of water vicinal to the surfaces of the models, we also
conducted a series of simulations for the corresponding
isolated plates (only one plate) in water. To this end, we
calculated the potential of mean force for water approach-
ing the central charge. Such quantity was obtained by
computing first the water-water radial distribution func-
tion of water molecules (along radially increasing semi-
circles) and then calculating the mean force profile as:
PMF (r) = −kBT ln g(r) + C. A plot of this quantity is
shown in fig. 11, from which we can learn that even when
there is virtually no difference in the net energy of bring-
ing a water molecule from the bulk to the proximity of
the charge for the different systems, the energy required
to overcome the barrier varies by about 1 kcal/mol (which
is almost the total depth of the well). This fact would
be meaningful if we consider that such energy cost repre-
sents the energy required to displace the water molecules
surrounding the charge, especially because the easiness of
water removal is very likely to be extrapolated to the situ-
ation in which, instead of another water molecule, a ligand
is approaching the charge.

Finally, we also carried out GIST calculations for sin-
gle plates with a central charge within three different
kinds of environments of increasing hydrophobicity, that
is, the hydrophilic (NH2 terminated) plates, plates with
CH3 groups and hydrophobic plates terminated in CH3

groups with reduced interactions (modified Lennard-Jones
parameters, εLJ/2). The results are shown in fig. 12(a).
We can see that the system with a strong hydrophobic
environment (CH3 with reduced Lennard-Jones interac-
tions) displays a higher propensity to dehydration even at
regions close to the charge, while the system with the hy-
drophilic environment (NH2 terminated) is the one that
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Fig. 12. (a) GIST study for: hydrophilic (left), hydrophobic
(center) and more hydrophobic (interaction reduced to half its
value, εLJ/2) (right). Red color represents sites where the oxy-
gen density is 4 times higher than the bulk water. White color
represents sites where the hydrogen density is 4 times higher
than the bulk water. (b) GIST study for water with interac-
tion of at least 0.1 kcal/mol, for hydrophilic (left), hydrophobic
(center) and more hydrophobic (εLJ/2) (right). (c) Cummula-
tive solvent interaction energy (calculated from the sum boxes
with interaction energy larger than 0.1 kcal/mol) measured ra-
dially form the charge.

presents the tighter hydration (sites with water density
more than four times that of the bulk). The normal CH3

terminated plate presents an intermediate behavior but
closer to the hydrophilic plate, as expected. It is interest-
ing to note that the water molecules directly interacting
with the charge are the only ones that present a clear
orientational preference so that regions of hydrogen den-
sity more than four times larger than the bulk (white
spots) are found only at such regions. The plots of re-
gions of high solvent interaction energy fig. 12(b) (ener-
gies of at least 0.1 kcal/mol) indicate an enhanced solvent
interaction for the hydrophilic plate as compared to the
hydrophobic case, as expected. In particular, we can ap-
preciate a very well defined ring region of tight binding
around the charge. The hydrophobic plate (CH3 with re-
duced Lennard-Jones interactions) displays a more desol-
vated context, and even a weakening of the region around
the charge: the ring is not completely formed. This fact
speaks of the existence of a shell of more easily removable

water around the charge. Of course, given the fact that we
are dealing with isolated plates, the charge always retains
hydration water and the hydrophobes are only able to la-
bilize such water very slightly. However, upon approach of
another complementary charged plate with the concurrent
nano-confinement, the local environment is more effective
in inducing drying (as shown in our previous PMFs for
pairs of parallel plates and in the corresponding water
density fluctuation analysis). In fig. 12(c) we also show
the results of the sum of the interaction energies of all the
solvent sites (boxes with energy larger than 0.1 kcal/mol)
calculated on spheres of increasing large around the posi-
tive charge. The system with an environment of Lennard-
Jones reduced CH3 groups (properly hydrophobic environ-
ment) yields a global solvent interaction energy lower in
roughly 5 kcal/mol when calculated at distances commen-
surate with the first water hydration shell (below 4 Å).
Thus, the difficulty to remove the water molecules from
the first hydration shell of the charge is reduced when the
charge is located within a hydrophobic environment. The
figure also shows that such difference grows as the radius
of the sphere is increased.

4 Conclusion

In this work we have studied PMF calculations for pairs
of parallel plates in which charged functional groups in-
teract within chemically different local environments. We
have shown that by increasing the hydrophobicity of the
surroundings, the interaction energy grows significantly.
Additionally, from the water-induced PMFs we learn that
this effect is indeed owed to the solvent behavior. More-
over, by subtracting the energy profiles obtained for neu-
tral systems from their charged relatives we make evi-
dent the non-additive effect of the non-covalent interac-
tions involved in the process: The electrostatic attraction
is clearly enhanced by the local hydrophobic effect. Also,
for systems of identical chemistry (single charged groups
immersed in a sea of hydrophobic groups) we show that
plate attraction clearly depends on the location of the
charged group (center or border of the plates) provided
the different level of protection from the solvent they
attain. Finally, studying pairs of parallel charged plates
(and also isolated charged plates) we show that as the
local hydrophobicity increases, the dehydration propen-
sity grows even for the water molecules in close proximity
of the charged groups, thus enhancing charge attraction
and promoting the self-assembly process. Our results for
simple model systems give support to a scenario of pro-
tein binding in which the local hydrophobicity becomes a
central ingredient for modulating electrostatic interactions
upon binding. In materials science, in turn, there exist
several aqueous self-assembly problems where the study
of the interplay between hydrophobic and electrostatic in-
teractions might be relevant, as for example the molec-
ular intercalation between hydrophobic surfaces such as
graphene or graphene oxide sheets (which has practical in-
terest both for promoting graphene exfoliation or for pre-
venting it as in lithium ion batteries electrodes) [45–47].
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For example, it has been found that the differences in the
aggregation rate of different graphene oxides should be
attributed to the hydrogen bonds [45]. While hydrogen
bonds might result irrelevant as electrostatic intermolec-
ular interactions when water exposed, in the light of the
previous discussion we can figure out their strengthening
within a hydrophobic nano-confinened environment.
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