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Abstract We implement a recent methodology to
study type-II intermittency considering different val-
ues of the lower boundary of reinjection (LBR) and the
noise intensity. With this approach, analytical expres-
sions for the reinjection probability density (RPD)
are accurately obtained. The proposed RPD has a
piecewise definition addressing the different reinjec-
tion mechanisms appearing in the system depending on
the LBR value and the noise intensity. Also, the new
probability density of the laminar lengths is calculated.
When LBR # 0, the noisy probability density of the
laminar lengths presents a cutoff, which disappears for
noise strength different to zero. The theoretical results
are verified with numerical simulations.
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1 Introduction

Chaotic intermittency is a route to chaos where dynam-
ical systems have transitions between regular (or lami-
nar) phases and chaotic bursts (or non regular phases).
The laminar phases are regions of pseudo-equilibrium
and/or pseudo-periodic solutions, and the bursts ones
are regions where the evolution is chaotic. Pomeau
and Manneville introduced the concept of intermittency
in [1,2]. Traditionally, intermittency is classified into
three different types called I, IT and III [3-5] accord-
ing to the Floquet multipliers of the system or to the
eigenvalues in the local Poincaré map. However, more
recent studies have extended the classification to other
types of intermittencies such as type V, X, on-off, eyelet
and ring [6—11]. A more general case of on-off intermi-
tency is the so-called in-out intermitency. Both types
of intermittencies were observed in coupled oscillators.
A complete review of on-off and in-out intermittencies
can be found in [12].

In type-I, type-II and type-III intermittency phe-
nomena, when a control parameter exceeds a threshold
value, an explosive bifurcation [4] leads to a change
of the system behavior toward a chaotic motion that
converges into a larger attractor. In all cases, a fixed
point of the local Poincaré map becomes unstable or
even vanishes for some values of the control parameter
¢. Intermittency has been observed in several physical
studies such as Lorenz system, Rayleigh—Bénard con-
vection, forced nonlinear oscillators, plasma physics,
electronic circuits, turbulent flows [13-21]. Also, inter-
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mittency was used to describe the behavior of economy
and medicine systems [22-24]. The accurate descrip-
tion of intermittency helps to improve the knowledge
about these phenomena. On the other hand, the proper
characterization of intermittency has great importance
for systems whose exact governing equations are totally
or partially unknown.

Type-II intermittency was found in a driven double
scroll circuit as a consequence of a global bifurcation
scenario for T2 torus breakdown [25,26]. Also, charac-
teristic relations for type-II intermittency were studied
in [27]. The noise effect on the intermittency phenom-
enon was studied using renormalization group analysis
or by using the Fokker-Plank equation [28-30].

Intermittency may be studied using Poincaré maps
[3,4]. Two main features characterize chaotic intermit-
tency: (1) a specific local map and (2) a reinjection
mechanism. Type-II intermittency departures from a
subcritical Hopf bifurcation or a Naimark-Sacker bifur-
cation [4,31], then two complex-conjugate Floquet
multipliers of the system or two complex-conjugate
eigenvalues of the local Poincaré map must move away
from the unit circle and a stable fixed point of the system
becomes unstable. The local Poincaré map for type-II
intermittency can be written as x,+1 = (14+¢)x,+a x,? s
where the control parameter ¢ and the coefficient a are
larger than zero [32]. The reinjection mechanism maps
back the system into the local regular or laminar zone
from the chaotic one. This mechanism is described by
means of a probability function called reinjection prob-
ability density (RPD) which gives the probability that
trajectories are reinjected into the laminar zone, close
to the unstable fixed point. This function depends on
the nonlinear dynamics of the system itself and can lead
to a broad range of different behavior.

The accurate evaluation of the RPD function is
extremely important to correctly describe the chaotic
intermittency phenomenon. Still, the experimental or
numerical evaluation of the RPD function is not a sim-
ple task due to the huge amount of data needed. More-
over, the statistical fluctuations induced in the numer-
ical computations and the experimental measurements
are difficult to estimate. The usual approach was to
consider a uniform reinjection using a constant RPD
function. Other implemented approaches built the RPD
using peculiar features of the nonlinear processes. Nev-
ertheless, these RPD functions cannot be successfully
applied to other nonlinear systems. Two examples are
given in [30,33]: to investigate the effect of noise in
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type-l intermittency, it is assumed that the reinjection is
localized in a fixed point [33]; and for type-III intermit-
tency in an electronic circuit, the RPD was considered
proportional to 1/+4/x — A in [30].

A more general methodology to obtain the RPD,
which includes the uniform reinjection as a partic-
ular case, was introduced [32,34-40]. In this paper,
we implement this methodology to describe the type-
IT intermittency. The reinjection processes considering
noise effect and a lower boundary of reinjection differ-
ent to zero (LBR # 0) are analyzed. Several new the-
oretical noisy RPD functions that are differentiable by
segments are obtained. The new noisy RPD are com-
pared with numerical results showing a good agree-
ment.

2 Evaluation of the statistical properties

In this section, a brief description of the theoret-
ical framework that accounts for a wide class of
dynamical systems exhibiting intermittency is pre-
sented. To describe the new formulation, a general one-
dimensional map: x,4+1 = F(x;,) is considered. The
RPD function, denoted here by ¢ (x), determines the
probability that trajectories are reinjected into a point x
inside the laminar interval. The RPD specifies the sta-
tistical behavior of the reinjection trajectories, which
depend on the specific form of F(x) [3,4]. In this
paper, the RPD is not directly obtained from the numer-
ical data. Instead, we use a methodology developed in
last years to deal with intermittency [32,34—40]. Thus,
the main expression for a more general formulation, is
given by a function M (x)

[itomadr
Mo = | Tromar The@dr 2o
0 5

, otherwise,

ey

where t represents the reinjected points around the
unstable fixed point, and x; is the closest reinjection
point to the unstable fixed point, i.e., the lower bound-
ary of reinjection point. An experimental evidence of
the LBR effect for intermittent phenomenon was pre-
sented in [13].

Therefore, the laminar interval is given by x; < x <
c. Where c is a constant verifying ¢ > 0 which spec-
ifies the upper limit of the laminar region around the
unstable fixed point xo. Accordingly, the laminar zone
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of intermittency is defined by [xs, xo + c]. In previous
type-1I intermittency works, x; = xo (LBR = 0) was
adopted [32,35]. Here, x; # xo will be considered.

M (x) is an auxiliary function used to evaluate the
RPD. Since, M (x) is a quotient between two integrals,
it softens the fluctuations of the experimental or numer-
ical data used to construct it [32,34—40]. On the other
hand, function M (x) corresponds to the average over
the reinjection points in the laminar interval; hence,
its numerical estimation is more robust than the direct
evaluation of the function ¢ (x). In addition, the cal-
culation of M (x) from the data series is very simple:

1 N
M(x)%Nij, (2
j=1

where the data set (reinjection points) {x;} ;V: | must be
sorted from the lowest to the highest, i.e., x; < x;41.
For a wide class of maps exhibiting type-I, type-II and
type-III intermittencies, it was found that the function
M (x) satisfies a linear approximation [32,34-36,38]:

m(x —xg) + x5, ifxg <x=<gc,

M(x) = 0, otherwise,

3)

where the slope m € (0, 1) is a free parameter defined
by the nonlinear map, and it governs the reinjection
process. Therefore, the function M (x) satisfies M (x) <
x according to the definition given by Eq. (2): an aver-
age value over the reinjected points inside the interval
[xs, x]. Introducing Eq. (3) in Eq. (1), the correspond-
ing RPD function results [34,36]:

2m — 1
b (xX) = A(x — x;)%, witha = =2

, 4

= m “)
where A is a normalization parameter. Note that for
m = 1/2 (e = 0), the uniform RPD is recovered, i.e.,
uniform reinjection is obtained as a particular case of
the new formulation.

3 Type-II intermittency

A formulation can be applied to a one-dimensional map
with type-II intermittency following [32]. The imple-
mented map is:

(1 + &)x, + axyy,

— _ Y
Xn+1= X + (1 — x,) |:xn xr] L Xg > X, ()
1—x,

anxrv

where x, is defined by (1 + ¢)x, + ax/ =1, and ¢ is
the control parameter. The map, which allows to ana-
lyze different types of reinjection mechanism, has the
fixed point x = 0 at the origin, which is stable for
—2 < ¢ < 0. When ¢ > 0, the fixed point becomes
unstable and type-II intermittency is generated. The
iteration procedure—governed by the parameter ¢ and
the exponent p—gives increasing values of x,, gener-
ated from an initial one, close to the origin. A chaotic
burst occurs if x,, becomes larger than x, and ends when
the trajectory is reinjected into a point in the laminar
zone. Then, a new iterative process —governed by &
and p—will be developed producing larger values of
the new successive iterative points. Note that y drives
the reinjection mechanism, whereas p and ¢ determine
the laminar phase duration; and if there is not LBR,
xg = 0, the laminar zone includes the unstable fixed
point. If p = 3, the local Poincaré map is of type-II
intermittency.

The function M (x) was numerically evaluated obtai-
ning a linear form M (x) = m(x — x;) + x; for different
values of y and e. Hence, the RPD function can be
expressed by Eq. (4) with & = (a + 1)/(c — x;)*t1.
Also, ¢ (x) can depart from a uniform reinjection, e.g.,
limy_0 ¢ (x) is infinity when 0 < m < 1/2 and zero,
when 1/2 <m < 1.

The function M (x) is only defined by the parameter
m, and it is easier to obtain among a huge amount of
data than the complete RPD function. Note that M (x)
satisfies M (x5) = x,, then, in addition, it allows to
evaluate the LBR.

Inside the laminar zone, with ¢ — 0, the local map
can be approximate by a differential equation [3]:

d
d—)lczex+ax”. 6)

Integrating this expression, the laminar length for
each reinjection point, x;,, results:

/C dx
xin €X +ax?

1 ( c ) 1 acP=b 4¢
=—|(In{— ) — .
e Xin p— 1 ax([’_l) +e

)

[(Xin, )

The probability density of the laminar lengths, ¢; (1),
is a global property and is related to the reinjection
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0.04 0.06 0.08 0.1
T

Fig. 1 Function M (x) for map (5). The parameters are ¢ =
0.001, ¢ = 0.1, x; = 0.02, y = 2 and p = 3. The red dots
represent the numerical data and the blue line is obtained by
minimal square techniques. (Color figure online)

250

200

~ 150

Fig. 2 RPD function for map (5). The parameters are ¢ =
0.001, ¢ = 0.1, x; = 0.02, y = 2 and p = 3. The red dots
represent the numerical data and the blue line is obtained using
Eq. (4). (Color figure online)

probability density function, ¢ (I, c), by the expression
[32,34]:

Pl 0) = A[x(l, ¢) — xg]* [ex(l, ©) + ax(l, )],
(®)

where x(/, ¢) is the inverse of /(x, ¢) given by Eq. (7).
Thus, ¢;(/, ¢) depends on the global parameter ¢, and
the probability of the laminar length is defined by the
slope m of the linear function M (x).

A good agreement between the theoretical results
and the numerical data is obtained for different val-
ues of y and ¢. Figures1, 2 and 3 show M (x), ¢(x)
and ¢, (1), respectively, for ¢ = 0.001, ¢ = 0.1, x5, =
0.02, y = 2 and p = 3. These figures were obtained
using 10,000 reinjected points.
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Fig. 3 Probability of laminar lengths for map (5). The parame-
ters are ¢ = 0.001, ¢ = 0.1, x, = 0.02, y = 2 and p = 3.
The red dots represent the numerical data and the blue line is
obtained using Eq. (8). (Color figure online)

From Fig. 1, the slope m = 0.3147 (¢« = —0.5409)
was obtained. Figure 3 shows the cutoff in the laminar
length which is produced by the lower boundary of
reinjection, x; = 0.02. For this example, the cutoff is
Imax = 581 (compared with Figure 4 of Ref. [32] where
Lnax —> 00).

Another important property of the intermittent
behavior is the average laminar length . If m does not
depend on ¢, it can be written as [32,38]:

p—at—2
Fr 1 (ﬁ)]p—l T Gin- (1l + ) ’
a(c — xg)*tl \g p—1 p—1
)
and the characteristic relation is:
- at2—p
loxe T, (10)

The characteristic relation depends on both: the
behavior of the local map around the fixed point given
by the parameters p, a and ¢, and the global dynam-
ics of the map represented by the parameters « or m.
The map (5), in the region where the chaotic dynamic
occurs, depends on the exponent y. Then, the RPD
should also depend on y. Thus, @ and m are strongly
dependent of y and are weakly dependent of ¢. In [32],
a numerical test to evaluate [ as a function of &, for
several values of y and p = 2, 3, was performed. The
results were in good accordance with the theoretical
predictions given by Eq. (9).
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4 Noise influence

In this section, the influence of noise on the statisti-
cal properties of type-II intermittency is studied [35].
As noise affects any natural dynamical system, it will
affect the RPD function. In previous studies, it is usu-
ally assumed that the noise strength o is much smaller
than ¢. Here, a general process where this hypothesis
is not necessary is considered. To include the noise the
map (5) is transformed into the noisy map:

(I+8&)x, + axrltj +0&y, Xn < Xr,

Xn+l1= Xn — X

x5+(1_xs)|:1_

14
] +U§Vl7 xn>xr7
an

r

where &, is a uniform distributed noise verifying that
(&m, &n) = 6(m —n) and (§,) = 0, with noise strength
o . To keep x,,4+1 in the unit interval the map is modified
as:

[*nt11, if xpp1 <0
[Xn41] = 2mod(|xp 1], 1), if xp41 > 1.

12)

Xn+l = [

The first condition of Eq. (12) implies that the map
is symmetric around the fixed point xo. If o = 0, the
previous map (5) is recovered. Figure 4 shows the rein-

Tnt1

Tn

Fig. 4 Map of Egs. (11)—(12). If o = 0, it is equal to map (5)

jection mapping into the laminar region. The solid line
represents the noiseless trajectory. However, the trajec-
tory for the system (11)—(12), due to noise, will fall in
a region enclosed by the dashed lines: the interval /.

The presence of noise not only affects the RPD
function due to the deviations produced on the rein-
jection trajectories, but also a new reinjection mecha-
nism can appear when the strength o is relatively large,
as described below. In addition, a parameter such as
the LBR can also modify the statistical properties of
the reinjection process. When a trajectory has a rein-
jected point close to the unstable fixed point, the fol-
lowing iterative points increase driven by the parame-
ters €, a, p and o until a point, x,, leaves the lami-
nar interval. If the difference between x, 1 (obtained
from (5), without noise) and the laminar boundary c is
less or equal than the noise intensity (x,’L 41— C¢= o),
the trajectory can return into the laminar interval. This
behavior is produced by the noise and is here defined as
adjacent reinjection (AR). If there is no noise (o = 0),
there is no AR. In the following sections, we analyze
the noise effect on type-Il intermittency considering the
influence of the AR mechanisms and the position of the
LBR.

4.1 Noisy RPD for LBR = 0 and without AR

In paper [35], we studied the functions M (x) and RPD
for type-II intermittency with noise and for the partic-
ular case LBR = 0.

In Fig.5, we show numerical results for the noisy
M (x). As for the noiseless case, the function M (x)
smooths down the data. However, for the noisy tests,
the function M (x) has different behavior on each side
of x.. We call singular points to those points where
the behavior of M (x) changes, e.g., x.. M(x) can be
approximated by a piecewise linear function with two
slopes. The x. value is equal to the noise intensity,
x. = o. For x < x,, the slope of M (x) approaches
1/2, as expected for uniform reinjection. For x > x,,
the slope of M (x) has a similar value as the noiseless
slope. For y = 0.65, in the noisy test, the slope is
m ~ 0.61 and m ~ 0.60 in the noiseless case. Thus, in
the region x > x., the noisy RPD (NRPD) must have
a similar form to the noiseless RPD function. This is
a remarkable property of M (x) because we can obtain
the RPD function for the noiseless case by means of a
noisy data analysis. Note that even when noise acts on
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0.06 c=0
oc=0.3
v =0.65 -
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= e >
= 7 o
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0 Ze 0.5 0.1
x

Fig. 5 M (x) from the numerical simulations of the map (11)—
(12). The dashed line has a 1 /2 slope. The lines above the dashed
line correspond to y = 0.65. The same noise strength value is
used for the two lines below the dashed one, corresponding to
y = 2. For all cases ¢ = 0.001 is fixed, and c = 0.1 and x; = 0

the complete system, it does not modify the slope of
M (x) in the region x > x.. Hence, on the right side
of x., the RPD function is robust against noise without
AR. However, in the region x < x., the noise modifies
the RPD. For x < x., the RPD approaches to uniform
reinjection when noise is considered, at least locally
around the unstable fixed point xo = 0.

Following reference [35], we obtained an analytical
expression for the noisy reinjection probability density,
NRPD. The noiseless density ¢ (x) transforms in a new
density @ (x) according to the convolution integral (see
Fig. 4):

B (x) = /¢<y>G<x ~y.o)dy (13)

where G(x, o) is the probability density of the noise
term o &, in Eq. (13). A random variable & in the interval
[—1, 1] is used as a noise source, and its probability
density G results:

Ok +0)—-Ox—o0)

G(x,0) o

(14)

where © (x) is the Heaviside step function. If the func-
tion ¢(x) = Alx|* is introduced in the convolution
integral, the resulting NRPD function is:

(0= L (EIF ) =Sg(lx| —0) [x| o]
X)=
clta 20

15)
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20

Fig. 6 NRPD for the map of Eq. (11)-(12).ac = 0.1, y =
0.65,0 = 0.03and bc = 0.1, y = 2 and 0 = 0.01. Dots
correspond to numerical data, and the result of Eq. (15) is plotted
as a solid line. (Color figure online)

where Sg(x) is the sign function.

In Fig. 6, we compare the NRPD calculated by
Eq. (15) and the numerical simulation for different
noise levels. The same values of m and « obtained
from Fig. 5 are considered. Note the good agreement
between the numerical and the analytical data.

4.2 Noisy RPD with AR and for LBR =0

The noisy AR process cannot be neglected when all
the effects on the reinjection probability function are
considered. To obtain a full NRPD, we use the method-
ology described in the last sections. However, a more
complex reinjection mechanism determines the func-
tion M (x). Figures 7 and 8 show the functions M (x)
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0.06

M, ()
(=]
i

0.02

0 0.02 0.04 0.06 0.08 0.1
T

Fig. 7 Function M (x) for ¢ = 0.1, y = 0.65, o = 0.03 con-
sidering AR and for LBR =0

T

Fig. 8 Function M, (x) forc = 0.1, y =2, o = 0.03 consid-
ering AR and for LBR =0

forc = 0.1 and 0 = 0.03 with y = 0.65and y = 2,
respectively. Both figures were calculated using 20,000
reinjected points. Similar figures are obtained for other
values of ¢, y and 0.

The figures show that the functions M (x) have three
zones: The first one starts at the fixed point and ends at
x = o, the second one is defined in the range x = o
to x = ¢ — o, and the last one starts at x = ¢ — o and
ends at c¢. There are two points where M (x) modifies
its behavior (critical point): x = o and x = ¢ — 0. In
the previous subsection, we analyzed the change in the
M (x) behavior at point x = o. Here, the AR, close to
the upper limit of the laminar interval, ¢, produces a new
modification of M (x) in the interval c — 0 < x < c.

To study the influence of the AR on the NRPD, a new
function M, (x), using only the reinjected points inside
the interval c — o < x < c is calculated. This function

0.02 |

0.015

0.01

M (z)

0.005

0.075 0.08 0.085 0.09 0.095 0.1
T

Fig. 9 Function M, (x) forc = 0.1, y = 2, o0 = 0.03 consid-
ering AR and for LBR = 0. (Color figure online)

has also a linear form. The slope of M, (x), m,, gives
the information required to calculate the exponent ¢, to
construct a local reinjection probability function ¢, (x),
defined inside the interval c — 0 < x < c:

$a(x) = Ao [x — (c —0)]* (16)
where

2mg, — 1 o, +1
oy = m, )\.a = m (17)

Equations (16) and (17) determine the new local
NRPD produced by the noisy AR. Figure 9 shows
My(x) forc —o < x < cwithec =01,y =2
and 0 = 0.03. The red and blue lines correspond to
the numerical data and the minimal square interpola-
tion, respectively. The slope, m,, is approximately 1
(mg =~ 0.98), corresponding to a uniform noise (see
Eq. 14). Hence, we can observe that the AR governs the
NRPD behavior inside the interval (¢ — o, c] because
other reinjection mechanisms produce small effects on
$a (x).

The NRPD is obtained using Egs. (13) and (14) as
shown in Eq. (18), where (n —n,)/n and n,/,, are nor-
malization parameters; n is the total number of rein-
jected points and n, is the number of point reinjected
into (¢ — o, c]. For x < (¢ — o), Eq. (18) is similar to
Eq. (15), i.e., the AR effect is not present in this subin-
terval. However, for x > ¢ — o, Egs. (15) and (16)
influence the NRPD.

@ Springer



S. Elaskar et al.

ifx<c—o

1 (Ix] +0)"** = Sg(lx| = 0)lIx| —Ul”“} n —na)

I+a 20 n
D (x) = § LC (18)
‘ 1 (x| 4+ 0)'* — Sg(lx| — o) |lx| —o|"T* n —n, w Na .
+ A [x—(c—0)]% —, ifx>c—o0
C1+Ol 20— n
1 (x| + 0 — x)' — O (x| — 0 — x;)[|x| — 0 — x; |
) = , 19
b(X) e —x)iFa e (19)
1 (x| +o —x)!M + (Ix —o| —xy)'H .
e ifx <o — xg,
¢ 1+a
1 _
Dy(x) = (xl o =x) ™7 o —x <% <0+ x5 20)
c1+a 20 ' X
1 (x| +0 —x)' ™ —|(Ix] — o — x5)|' T 2 >
ta o , x>0+ x5
CDb(X)n_na, ifx<c—o
Dr(x) = n na . 2n
Dp(x) +rg(x —(c—0))%—, ifx>c—0o
n
n—ng .
®d(x) ) lfx SC_U
Dr(x) = n na . (22)
Dyx)+ry[x—(c—0)]% —, ifx>c—0
n

Figures 10 and 11 show the NRPD functions for
the same parameters used in Figs. 7 and 8, respec-
tively. The red points represent the numerical data and
the blue lines the theoretical results calculated using
Eq. (18). Both figures show an accurate agreement
between numerical and analytical results.

4.3 Noisy RPD without AR and for LBR # 0

In this subsection, we study the LBR influence on the
reinjection process without considering AR processes.

Fig. 10 NRPD function for ¢ = 0.1, y = 0.65, 0 = 0.03
considering AR and for LBR = 0. (Color figure online)
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If no restrictions are imposed over the noise strength
(o) and the LBR (xy), two different cases can develop.
One of them occurs when the noise intensity is lower
than the LBR, o < x;. The other one occurs when the
LBR is larger or equal than the noise intensity, o < x;.
When o < xg, the LBR changes due to noise. A “new
LBR”, depending on the original LBR and the noise
strength, defined by the difference x; = x; — o will
take place.

Figure 12 shows M (x) foro < xg, ¢ = 0.001, x5 =
0.05, y =2, ¢ =0.2and o = 0.03 (20,000 reinjected
points were used). We consider the same parameters

0 0.02 0.04 0.06 0.08 0.1

Fig. 11 NRPD function for ¢ = 0.1, y = 2, o = 0.03 consid-
ering AR and for LBR = 0. (Color figure online)
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0.1

M, (z)

Fig. 12 Function M(x). The parameters are ¢ = 0.2, ¢ =
1073, ¢ = 0.03, x; = 0.05, y = 2. (Color figure online)

10 ¢

Fig. 13 NRPD function. The parameters are: ¢ = 0.2, ¢ =
1073, o = 0.03, xs = 0.05, y = 2. (Color figure online)

that Fig. 8, except for ¢ and x;. Note the two different
slope behaviors of M (x), m; and m,, separated by the
point x, = x5 + o = 0.8, corresponding to the inter-
vals [x; — 0, xg + o) and [x5 + o, c], respectively. The
slope of the interval [x; + o, c] is similar to the slope of
the reinjection process without noise. To obtain these
slopes, we use points of the intervals located not close
to the singular point, x; + o. The red and blue lines
indicate the points used to calculate the slopes in both
intervals. For the test shown in Fig. 12, m; ~ 0.59
(a7 =~ 0.45) and m, =~ 0.303 (o =~ —0.57). In the
noiseless case m =~ 0.315 and o ~ —0.541.

By using Eq. (13), where « is the noiseless exponent
of the RPD, we get the NRPD given by Eq. (19), where
©® (x) is the Heaviside step function. The numerical and
theoretical NRPD functions, for the same parameters
used in the previous figure, are shown in Fig. 13. The
red points represent the numerical data, and the blue

0.08 |

0.06 |

0.04

M, (z)

0.02 |

Fig. 14 Function M (x). The parameters are: ¢ = 0.2, ¢ =
0.001, o = 0.06, x5 = 0.04. (Color figure online)

line is obtained using Eq. (19). Note that the analytical
results accurately adjust the numerical data. The figure
shows two different behaviors for the NRPD separated
by the singular point x; +o . For one behavior, inside the
interval [x; — o, xg + o], the noise strongly influences
the reinjection process. The second behavior occurs
inside the interval (x; + o, c]. Similarly as M (x), at
the singular point, the NRPD behavior changes. Unlike
the case with LBR = 0, the reinjection is not uniform
around the unstable fixed point because there is no rein-
jection from negative x (see Eq. 12), thus, there is no
symmetric reinjection for o < x;.

When o > x; we can point out some differences
respect to the previous analysis. One of them is due to
the negative sign of the modified LBR, x; = x4 —o pro-
ducing a symmetric reinjection process which modifies
the M (x) and NRPD functions.

A test for M (x) is presented in Fig. 14. The para-
meters are ¢ = 0.001, x; = 0.04, y =2, ¢c = 0.2
and o = 0.06. This figure shows that M (x) is split into
three subintervals: [0, 0 — x;), [0 — x5, 0 + x,) and
[o +xg, c] with two singular points, 0 — x5 and o + x;.
If we only consider reinjection points inside each inter-
val, the respective functions M, M> and M3 are linear
in each interval (see the blue, red and black continuous
lines, respectively). The slope of M1 (x) is m ~ 0.49,
converging to 1/2 (@ — 0). Note that M (x) = M (x)
inside the interval [0, o —x;). Therefore, close tox ~ 0,
the reinjection is uniform. This is possible due to the
reinjection of negative x and also because the reinjec-
tion process is symmetric around x = 0. On the other
hand, the slope of M (x) close to ¢ (see green continu-
ous line) is my ~ 0.3145 (¢ ~ —0.54), which is very
close to the slope of the noiseless M (x) (m = 0.3145).
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Fig. 15 NRPD function. The parameters are: ¢ = 0.2, ¢ =
1073, o = 0.06, x; = 0.04. (Color figure online)

After solving Eq. (13), the theoretical NRPD is
shown in Eq. (20), where « is the noiseless reinjec-
tion process and can be evaluated using the slope m3 of
the local function M3(x) inside the interval [o + x4, c].
Similarly to what happens with M (x), the NRPD func-
tion has two singular points and three behaviors inside
the laminar interval.

Figure 15 shows the NRPD for the same parame-
ters used in Fig. 14. The blue line corresponds to the
theoretical evaluation, and the numerical data are given
by red points. The agreement between analytical and
numerical NRPD is very good.

4.4 Noisy RPD with a LBR # 0 and AR

We can now study the influence of both, the LBR and
the AR on the NRPD function. If the full noise effects
on the reinjection probability function are considered,
the noisy AR process should be taken into considera-
tion.

Similarly to the analysis of the previous subsection,
two different cases can arise, one for o < x;, and the
other one for o > x;. Figure 16 shows M (x) for the
cases verifying o < xg, withc = 0.2, ¢ = 0.001, 0 =
0.03, x; = 0.05 and y = 2. The function M (x) has
different behaviors in the three intervals [x; — o, x5 +
0), [xs+0,¢c—o0o)and [c— o, c]. For [x; — 0, x; +0)
and [x; + o0, c — o), M (x) behaves as described in the
previous subsection; whereas for [c — o, c], M(x) is
defined by the AR process. Similar figures are obtained
for other control parameters.

The full NRPD for 0 < x; is obtained integrating
Eq. (13), which is shown in Eq. (21), where (n —n,)/n
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Fig. 16 Function M (x). The parameters are: ¢ = 0.2, ¢ =
0.001, 0 =0.03, x; =0.05and y =2
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Fig. 17 NRPD function considering all effects. The parameters
are c = 0.2, ¢ = 0.001, 0 = 0.03, x;, = 0.05 and y = 2.
(Color figure online)

and n,/n are normalization parameters, being n the
total number of reinjected points and n, the num-
ber of reinjected points considering the AR mecha-
nism. Figure 17 shows the numerical data and the
analytical results evaluated using Eq. (15) for ¢ =
0.2, e =0.001, 0 =0.03, x;, = 0.05 and y = 2. The
NRPD is discontinuous and divided in three subinter-
vals. Despite this specific behavior, note the accuracy
of the theoretical results with the numerical ones.

Now the cases verifying o > x; are studied. M (x) is
calculated using Eq. (2). Figure 18 shows the function
M(x), forc = 0.2, ¢ = 0.001, 0 = 0.06, x; = 0.03
and y = 2, with four different behaviors corresponding
to the four intervals [0, x; —0), [xs—0, Xy +0), [xs+
o, c—o) and [c — o, c]. For the three intervals [0, x; —
o), [xs — 0, xs + o) and [x; + o, ¢ — o) the function
M (x) has a similar behavior as those described in the
previous subsection. For the interval [c — o, ¢], M (x)
is defined by the AR process.
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0.1

Fig. 18 M(x) for parameters: ¢ = 0.2, ¢ = 0.001, ¢ =
0.06, x; =0.03and y =2

20

Fig. 19 NRPD function considering all effects. The parameters
are: ¢ = 0.2, ¢ = 0.001, o = 0.06, x; = 0.06, y = 2. (Color
figure online)

The full NRPD function for o > x, can be calcu-
lated using the convolution integral Eq. (13), which is
shown in Eq. (22). The full NRPD is shown in Fig. 19.
This figure shows that the analytical results (blue lines)
obtained using Eq. (22) for ¢ = 0.2, ¢ = 0.001, 0 =
0.06, x; = 0.03 and y = 2, are in good agreement
with the numerical data (red symbols). In addition, it
can also be observed that the NRPD is divided in four
subintervals as the function M (x).

5 Probability density of the laminar lengths

We are interested in the study of the probability density
of the laminar lengths, &; (1), considering the effect of
the LBR and noise for two cases: (1) when the noise
intensity is lower than the LBR, 0 < x; and (2) when
the noise intensity is equal or larger than the LBR, x; >
o . For the two cases, we consider two alternatives: with
and without AR.

x 10

0 500 1000 1500 2000

Fig. 20 Probability density of the laminar lengths consider-
ing noise for o close to . The parameters are ¢ = 0.1, ¢ =
0.001, o =0.0005, x; =0.02, y =2and p =3

5.1 Probability density of the laminar lengths
for o < x; without AR

We study three different cases depending on the relation
between the noise intensity, o, and the control parame-
tere: (1) o < e;(2)o iscloseto e and (3) o > &.

For 0 « ¢, the noise has not much influence on
the reinjection process; the probability density of the
laminar lengths is not modified by noise and the shape
of @;(l) is as in Fig. 3.

When the noise intensity o is close to €, the noise
modifies the reinjection mechanism and the probability
density of the laminar lengths is affected. Figure 20
shows @;(I) for the same set of parameters that Fig. 3,
except o = 0.0005. Unlike Fig. 3, in Fig. 20, there is
not a cutoff and larger laminar lengths appear. Also,
close to the noiseless cutoff, @; (/) becomes larger.

When o > ¢, noise governs the reinjection process
and @;(/) is modified. In Fig. 21, we increase o up
to 0.001 Note that @;(/) decreases with / and larger
values of the laminar length arise. A similar behavior
for type-I intermittency was described in [40].

5.2 Probability density of the laminar lengths
for o < x; with AR

Similar to the previous analysis, in this study there are
three possible cases: (1) o < ¢€; (2) o is close to € and
(3) 0 > e. Figure 22 shows the probability density
of the laminar lengths for ¢ = 0.1, ¢ = 0.001, ¢ =
0.0001, x; = 0.02, y = 2 and p = 3 when AR is
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0 500 1000 1500
l

Fig. 21 Probability density of the laminar lengths considering
noise for o >> ¢. The parameters are ¢ = 0.1, ¢ = 0.001, o =
0.01, x, =0.02, y =2and p =3
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l

Fig. 22 Probability density of the laminar lengths with noise
o0 < ¢ and AR. The parameters are: ¢ = 0.1, ¢ = 0.001, o =
0.0001, x; =0.02, y =2, p=3

considered. The function @;(/) has a different behavior
than in Fig. 3 (without noise) and is also different that
the case with noise and without AR (see Fig. 20). It
should be noted that there is not a cutoff, instead there is
an increment of @; (). Also, the largest laminar length
is not significantly increased because the trajectories
have mostly short laminar lengths, due to the fact that
they are reinjected by the adjacent reinjection process.

When the noise intensity o is close to €, the noise
strongly modifies the reinjection mechanism, accord-
ingly, @;(l) is similar to that shown in Fig. 21. Fig-
ure 23 shows @;(l) for ¢ = 0.1, ¢ = 0.001, 0 =
0.0005, xs =0.02, y =2and p = 3.

Wheno > ¢ the AR has a strong influence on @; (/).
Figure 24 shows the probability density of the laminar
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Fig. 23 Probability density of the laminar lengths considering
noise when o is close to €. The parameters are: ¢ = 0.1, ¢ =
0.001, o =0.0005, x; =0.02, y =2and p =3

0.015

0.01 |

(1)

0.005 [

0 200 400 600 800 1000 1200

Fig. 24 Probability density of the laminar lengths considering
noise for o > & and AR. The parameters are: ¢ = 0.1, ¢ =
0.001, 0 =0.01, x, =0.02, y =2and p =3

lengths for ¢ = 0.1, ¢ = 0.001, 0 = 0.01, x;, =
0.02, y = 2 and p = 3. Note that ¢;(/) has a large
concentration near / = 0, which is produced by the AR
mechanism because the reinjected points need short
time to exit the laminar interval.

5.3 Probability density of the laminar lengths
foro > x;

When o > x; the only significant case is given by
o > ¢.For o < ¢, the LBR is very small and it is infi-
nitely close to the fixed point. Figure 25 shows the func-
tion @;(/) with and without AR. The parameters used
arec = 0.1, e =0.001, 0 =0.03, x; =0.02, y =2
and p = 3. The blue and red symbols correspond to
the case with and without AR. When the noise inten-
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Fig. 25 Probability density of the laminar lengths considering
noise for ¢ > ¢ and AR. The parameters are: ¢ = 0.1, ¢ =
0.001, 0 = 0.03, x;, = 0.02, y = 2 and p = 3. The red and
the blue symbols correspond to the cases with and without AR,
respectively. (Color figure online)

sity is considerably larger than the control parameter
¢ the noise governs the reinjection process, and @;([)
loses its original behavior (see the red symbols). How-
ever, when AR is considered, the maximum length is
reduced and a high concentration close to / — 0 is
observed.

6 Conclusions

In this work, some recent studies proposed in [32,35,
36] were extended to consider type-II intermittency
with nonzero lower boundary of reinjection and high
noise intensity. We studied the influence of o and the
LBR value on the reinjection probability density as well
as the probability density of the laminar lengths. Also,
the effect produced by the adjacent reinjection mecha-
nism is evaluated.

To carry out this study, we used the auxiliary func-
tion M (x) that is easier to calculate than the RPD. We
found that the laminar interval can be split in subinter-
vals in which the function M (x) preserves the linear
form. By means of this methodology, it was possible to
calculate the noisy RPD function, which is represented
by functions with discontinuous first derivatives. In the
all tests, the numerical data and the theoretical results
showed a very good agreement. On the other hand, we
note that using the NRPD, evaluated from noisy data,
we can obtain a complete description of the noiseless
system.

The adjacent reinjection concept was introduced,
and its effects on the RPD were analyzed. This mech-

anism produces a high reinjection concentration near
the upper limit of the laminar interval; and it is more
noticeable for increasing noise intensity.

For 0 = 0 and LBR # 0, the probability density
of the laminar lengths presents a cutoff. However, for
o # 0 the cutoff disappears, and long laminar lengths
can exist. Finally, note that the theoretical formulation
that we present here does not impose restrictions on the
relation between the noise intensity, o and the control
parameter €.
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